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A B S T R A C T

Phasor measurement units (PMUs) are time-synchronized measurement devices that have been proliferated in
transmission networks during the last two decades. Recently, there have been efforts to bring this technology
to distribution grids for different applications such as three-phase state estimation, fault and event analyses,
and phase identification. Streamed time-synchronized voltage and current phasor data can be used for events
classification and region identification along distribution feeders to determine the type and location of events,
which are important features of any fault and event detection, location, and isolation software. In this paper,
the spectral theory-based graph convolution is used for event classification and region identification. The
proposed model uses modified graph convolution filters to aggregate the regional multi-rate samples of PMU
data, i.e., voltage magnitude and angles from several nodes. Besides these temporal data of the measured nodes,
the physical configuration of the network containing edge features are given to the graph convolution network
(GCN) to not only classify the event type, but also identify the affected region and location. The proposed
graph-based method is tested on a standard test system with capacitor and distributed energy resources-related
events, malfunction of voltage regulator, sudden load changes, and different types of faults. The results are
compared with baseline methods, Chebyshev graph neural network (GNN), decision tree, logistic regression
and K-nearest neighbor using the accuracy, recall, precision and F-1 score metrics. Furthermore, performance
sensitivity analysis is carried out with respect to the number of installed PMUs, measurement noise level, size
of available historical data, availability of network edge features, and different designs of GNN.
1. Introduction

1.1. Motivation

Phasor measurement units (PMUs) are time-synchronized sensor
technologies that have been successfully deployed in transmission net-
works for variety of applications [1], from state estimation to faults and
vents detection, classification, and localization [2]. On the other hand,
hese measurement devices have not been implemented on distribution
rids at large-scale yet. Historically, it has not been cost-effective to
quip passive distribution feeders with such advanced sensors such as
MUs [3]. However, due to the increasing penetration of distributed en-
ergy resources (DERs) and flexible loads, distribution grids are becom-
ing more active compared to the past [4]. The increasing penetration
level of DERs brings new challenges for developing more effective and
efficient monitoring, protection, and control methods for the evolving
grids. Therefore, there is an increasing need for equipping distribution
networks with more advanced sensors, such as PMUs, to better provide
network and asset situational awareness, such as events analysis [5].
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Events in distribution grids include short-circuit faults [6], capacitor
bank (CB) switching [7], voltage regulator (VR) malfunctioning, sudden
load changes [8], and distributed energy resource (DER) outages. PMUs
capture voltage and current phasor data before, during, and after events
which can be then used for events classification and region identi-
fication. This is a necessary tool to develop more accurate network
and assets situational awareness in advanced distribution management
system (ADMS) platforms. PMUs installed on different nodes may have
different sampling rates from 30 to 120 samples-per-second (SPS), and
therefore multi-rate data fusion is needed to simultaneously process all
captured data while maintaining the spatio-temporal features of the
streamed data. To the best of the authors’ knowledge, multi-rate data
fusion has recently been proposed for power system applications [9],
but not in the context of event classification and location in active
distribution grids.

Additionally, having a prior knowledge about the physical con-
nectivity of the grid and distances between installed PMUs, provides
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spatial information of the data stream that can be used for more precise
event classification and region identification. The physical distance can
be represented as a graph matrix containing the edges’ (grid lines’)
information between the nodes. Traditional classification algorithms
usually do not incorporate the spatial characteristics of the sensor
location and may only rely on the captured temporal features of PMU
data stream. The above challenges have motivated us to focus on a
graph-based data-driven event classification model considering multi-
rate data stream provided by PMUs. An efficient event classification and
region identification assists system operators to have better situational
awareness and take proper corrective actions in case of severe events
or faults.

1.2. Literature review

Active distribution grids are susceptible to experience different
events which might cause damage to the assets. Hence, it is crucial
to analyze the events, including identifying their type and location. A
prompt event analysis framework can mitigate the adverse consequence
of an event, leading to improvement in grid reliability and resilience.
There have been many studies about fault and events analysis in
power distribution networks using different methods. Recently, ma-
chine learning-based (ML) methods have been widely used for events
and fault analysis in distribution networks. In [10], measured voltages
are used as inputs to a support vector machine (SVM) classifier to
specify the fault types. Authors of [11] propose the use of SVM for
fault classification and deep neural network for fault location. Ref. [12]
classifies faults and cyber attacks, and specifies the location of the oc-
curred incident in distribution grids using deep neural network (DNN).
In [13], a fault classification method is proposed via a latent structure
learning under a multi-task learning algorithm to perform an accurate
classification with limited labeled data. Authors of [14] propose a
pattern recognition technique for fault detection in transmission grids
by selecting the primitive patterns in recorded waveform signals. In this
study, the attribute grammar is deployed for feature extraction as it can
handle semantic and syntactic information [15]

Several studies have also focused on event classification, consider-
ing a wide variety of events such as short-circuit faults and physical
failure of installed equipment in distribution grids. In [16], a PMU-
based data-driven model is developed with autoencoders to recognize
normal and disruptive events from each other. This study focuses on
capacitor banks (CBs) and voltage regulators (VRs) outages, sudden
load changes and switching of feeders. A multi-class SVM classifier
is proposed for classification of CBs switching, distribution grid os-
cillation, and non-specific events [17]. However, regional faults and
other events such as DER outages are not classified individually. A
recent study in [18] uses k-Shape Stream method to cluster voltage sag
and transformer tap changes as distribution grid events [18]. Authors
of [19] leverage convolution neural network (CNN) models for event
classification in power grids using PMU data. In this study, line faults
and frequency events are considered as contingencies of the grid.

The majority of previously proposed methods for event and fault
classification have focused on temporal aspects of the recorded data
stream with less attention to the spatial relation among the measure-
ment devices located on different nodes. Therefore, conventional ML
algorithms may not be able to incorporate the topology of the grid
containing the location of the PMUs as an additional set of information
for enhancing the accuracy of the classification. However, authors
of [20] have developed a CNN-based approach in the context of spectral
graph theory, extracting the local and stationary information of the
network via graph convolution layers. There are other studies that
have incorporated Graph Neural Network (GNN) to include the spatial
information of the installed PMUs and the connectivity configuration
of the distribution network. The study conducted in [21] uses a graph
convolution network (GCN) for fault location in distribution networks
2

without considering the penetration of DERs. This study does not use
the temporal data and the events are limited to different types of faults.
In [22], the fault location study is performed on active distribution
systems using approximation in GCN filters. The study indicates the fast
convergence and desirable accuracy of the proposed model.

The use of GCN is proposed for other power system problems as
well. In [23], GCN is used for voltage stability assessment of power
grids using spatial–temporal data features of captured data. GCN model
is also used for transient fault classification and detection on trans-
mission grids in [24]. Online short-term voltage stability prediction
of power networks is performed using GCN and long-short memory
networks (LSTM) in [25]. Another application of GCN is studied for
cascading failure assessment and root cause analysis in [26]. Authors
of [27] propose the use of GCN for residential load forecasting using
geographical and temporal features of captured data from the field.
A GNN model is proposed for classifying the events in transmission
systems without knowing the physical configuration of the grid [28].
However, event localization is not studied using multi-rate sampling
PMU data in [28]. To the best of our knowledge, there are very limited
studies for the use of GNNs in distribution network studies with the
penetration of DERs, and particularly for fault and events analysis,
including region/location identification and classification.

1.3. Contributions

With respect to the existing literature, this paper proposes an appli-
cable GNN algorithm for event classification and region identification
in DER-penetrated distribution grids with limited recorded phasor data
by PMUs. Therefore, the main contributions of this paper are as follows:

• Graph neural network (GNN) is proposed to capture spatial–
temporal features of PMU data for event classification and region
identification at sub-circuit level in distribution feeders. Potential
events such as capacitor banks (CBs) switching, DER outages,
sudden load changes, malfunctioning of tap changes in VRs, and
all nodal short-circuit faults are considered and studied in a stan-
dard distribution test system. The proposed GNN-based method
assists system operators to effectively determine events type and
region leading to enhancement in network and assets situational
awareness.

• The proposed method is developed to process multi-rate PMU
data captured at different locations. Measurement devices with
different sampling rates bring new challenges in simultaneous
processing of data toward each specific application such as event
classification. A multi-rate data fusion is appropriately adopted,
making the proposed method applicable to real-world conditions
where sensors with different sampling rates might be available.
Moreover, the physical distance between PMUs and the configu-
ration of the network is defined as a weighted adjacency matrix
of a graph representing the distribution grid, and used as a prior
knowledge in the classification problem.

• We use an efficient layer-wise linear filter of GCN, which is
obtained by the first order approximation of spectral graph con-
volution [29]. Moreover, this model is not limited to the explicit
parameterization given by Chebyshev polynomial, and is more
efficient in terms of computation time and convergence rate. Also,
the proposed linear GNN (L-GNN) gives a desired classification ac-
curacy compared to Chebyshev-GNN (C-GNN), constructed with
Chebyshev filter, and other conventional machine learning (ML)
methods.

The rest of the paper is presented as follows: Section 2 presents and
discusses L-GNN model. Section 3 shows different case studies and con-
siderations. Sections 4 and 5 scrutinize the numerical evaluations and

discussions, respectively. Finally, Section 6 presents a brief conclusion.



Electric Power Systems Research 211 (2022) 108145M. MansourLakouraj et al.

e
g
w

𝑎

c
n
a
s
o
o

𝑘

w
d
d
a
e

o
t
o
d
i

2

p
F

ℎ

w
r
i
o

𝐿

𝐿

c
f
b
t
i
E
w

ℎ

𝛬

𝑇
c
t
m

ℎ

𝐿

l
o

2

f
d
o
t
m
T
a
c
c
a

ℎ

p
𝐼
e
r
t
G

ℎ

w

2. Graph neural network

A distribution network and installed PMUs on its nodes can be
described as a graph with nodal and edge information. Using GNN,
the feature signal of each node and edge characteristics are processed
in graph convolution layers (GCNs). The GCN layers are the most
important part of the proposed model. Two GCN types are defined such
as spatial and spectral convolutions. Spatial models are stemmed from
convolution networks by aggregating the information of neighboring
nodes in the graph. Nevertheless, the traditional convolution network
cannot be applied on signal of spatial-based features and it has lack
of the theoretical basis. Also, the input data for convolution networks
must be in two-dimension images or a regular one-dimensional data
stream. However, spectral graph convolution is applicable in this sit-
uation due to its strong theoretical basis in graph signal processing
domain [20]. In order to provide the background to the proposed solu-
tions, the basics of graph theory and the mathematical formulations of
spectral convolution considering re-normalization and approximation
techniques are presented in the following sections.

2.1. Graph theory

A distribution network can be treated as an un-directed graph 𝐺 =
(𝑁 , 𝐾, 𝐴), where 𝑁 denotes the set of nodes, 𝐾 indicates the set of
dges, and 𝐴 is the adjacency matrix of 𝐺. Assuming two nodes of the
raph as 𝑛 and 𝑚, a typical element of 𝐴 is 𝑎𝑛𝑚, as defined in (1) with
eighted and zero amounts [30].

𝑛𝑚 =

{

𝑘𝑛𝑚 When the connection exists between 𝑛, 𝑚
0 When the connection does not exist between 𝑛, 𝑚

(1)

The weighted adjacency matrix 𝐴 inherently shows the spatial
orrelation between the sensors installed on different nodes. If the
odes have a strong correlation, the 𝑘𝑛𝑚 should have a large value. As
n example, in distribution grids, the sensors installed on nodes with
hortest distance would have a higher correlation for detecting an event
r fault on their adjacent nodes. Therefore, we define a metric based
n the distance between nodes given in (2).

𝑛𝑚 = 1∕𝑑𝑛𝑚 (2)

here 𝑑𝑖𝑗 indicates the physical distance between two nodes of the
istribution grid. Due to the inverse relation of edge weights with the
istance, close distances between nodes correspond to high correlation
mong the nodes, which is technically meaningful in power system
vent and fault studies.
The correlation among nodes can be defined based on the impedance

f the lines, which is also indirectly relevant to the distance between
he nodes. In this regard, different definitions for the weighted values
f the adjacency matrix have been discussed in [24]. Additionally, the
iagonal degree matrix of the graph is 𝐷, in which the diagonal values
ndicate the number of connected nodes to the corresponding node.

.2. Spectral graph convolution network

Multiplying signal 𝑣, which is the node phasor voltage, with a
arameterized filter ℎ𝜃 is the spectral convolution on the graph in the
ourier domain and defined as follows:

𝜃 ∗ 𝑣 = 𝑈ℎ𝜃𝑈
𝑇 𝑣 (3)

here 𝑈 is the eigenvectors matrix of the normalized Laplacian graph
epresented in (4). The eigen decomposition of matrix 𝐿 is represented
n (5), where 𝛬 = 𝑑𝑖𝑎𝑔 (𝜆1, 𝜆2, 𝜆3, . . . , 𝜆𝑛) is the diagonal matrix with
rdered positive eigenvalues.

= 𝐼 −𝐷−0.5𝐴𝐷−0.5 (4)

= 𝑈𝛬𝑈𝑇 (5)
3

In (3), the multiplication of the eigenvector matrix with the filter is
omputationally intensive. To tackle this challenge, ℎ𝜃 , defined as the
unction of eigen values ℎ𝜃(𝛬) considering the Fourier transforms, can
e equated with the truncated Chebyshev polynomial terms as (6) up
o 𝐺th order [31]. This functional approximation stabilizes the training
n filters [20]. Besides, vector 𝜃′ contains the Chebyshev coefficients.
quation (7) shows the re-scaled representation of the eigenvalues,
here 𝜆𝑚𝑎𝑥 is the maximum eigenvalue of the Laplacian matrix.

𝜃′ (𝛬) ≃
𝐺
∑

𝑔=0
𝜃′𝑇𝑔(𝛬̂) (6)

̂ = 2∕𝜆𝑚𝑎𝑥 × 𝛬 − 𝐼 (7)

The Chebyshev polynomials operating recursively are written as
𝑔(𝑦) = 2𝑦𝑇𝑔−1(𝑦) − 𝑇𝑔−2(𝑦). With respect to the filters’ definition, the
onvolution of the signal and filter is modified as (8). This representa-
ion is driven by (𝑈𝛬𝑈𝑇 )𝑔 = 𝑈 𝛬𝑔 𝑈𝑇 property. The scaled Laplacian
atrix is demonstrated in (9).

𝜃′ ∗ 𝑣 ≃ 𝑈
𝐺
∑

𝑔=0
𝜃′𝑇𝑔(𝛬̂)𝑈𝑇 𝑣 =

𝐺
∑

𝑔=0
𝜃′𝑇𝑔(𝐿̂)𝑣 (8)

̂ = 2∕𝜆𝑚𝑎𝑥 × 𝐿 − 𝐼 (9)

Equation (8) has 𝐺th order in Laplacian, showing that it is 𝐺-
ocalized. In other words, it depends on maximum 𝐺 neighboring nodes
f the central node of the graph [20].

.3. Approximation in graph convolutions

In (8), the 𝐺 is set at 1 for making a linear approximation. The
irst two terms of the truncated Chebyshev polynomial expansion are
efined as 𝑇0(𝑦) = 1 and 𝑇1(𝑦) = 𝑦. These terms are the linear function
f Laplacian graph 𝐿. According to [29], this approximation reduces
he chance of overfitting in training, and allows us to build a deeper
odel with less computational burden than conventional methods.
his consideration is in contrast with the model proposed in [20],
nd motivates us to take advantage of this linear model for the event
lassification problem. Additionally, the linear representation of the
onvolution filter of the graph is simplified with 𝜆𝑚𝑎𝑥 = 2 and the
pproximation of (8) can be denoted as follows:

𝜃̂ ∗ 𝑣 = 𝜃̂(𝐼 +𝐷−0.5𝐴𝐷−0.5)𝑣 (10)

The Chebyshev coefficients for the first and second terms are ap-
roximated with a single parameter 𝜃̂. The range of the eigenvalues in
+ 𝐷−0.5𝐴𝐷−0.5 is [0, 2], leading to instability and vanishing gradi-
nts in deep neural network. The work presented in [29] proposes a
e-normalization technique to compensate the downside of (10). Equa-
ion (11) indicates the final expression obtained for the convolution in
NN.

𝜃 ∗ 𝑣 = 𝜃(𝐷̂−0.5𝐴̂𝐷̂−0.5)𝑣 (11)

here 𝐴̂ = 𝐴 + 𝐼 , and 𝐷̂𝑖𝑖 =
∑

𝑗 𝐴̂𝑖𝑗 .
Equation (11) can be extended with matrix 𝑉 ∈ 𝑅𝑁×𝑀 containing

time-series voltage information as (12). The temporal data have 𝑀
features captured by PMUs (before, during and after the event). Matrix
𝛺 ∈ 𝑅𝑀×𝑄 defines the parameter matrix of the filter with 𝑄 feature
maps or filters. Finally, 𝐹 is the matrix of convoluted signals.

𝐹 = (𝐷̂−0.5𝐴̂𝐷̂−0.5)𝑉 𝛺 (12)



Electric Power Systems Research 211 (2022) 108145M. MansourLakouraj et al.
2.4. GNN structure

More specifically, the forward model inside two GCN layers is
interpreted as (13). In (13),𝑊 (0) ∈ 𝑅𝑀×𝑃 is the input for hidden weight
matrix with 𝑃 feature maps. Besides, 𝑊 (1) ∈ 𝑅𝑃×𝑄 indicates the weight
matrix of the hidden layer to the output.

𝐹 = 𝐴̂𝑅𝑒𝐿𝑈 (𝐴̂𝑉 𝑊 (0))𝑊 (1) (13)

GCN layers capture the weighted average of the information at
adjacent nodes on the graph. The output of GCN layers is given to a
layer for reshaping the dimension. Then the output of this layer 𝜎 is
given to the softmax classifier as (14). 𝜔 and 𝑐 are the parameters of
the layer before the softmax classifier. GNN determines the label vector
𝑌 through (14), but the actual labels are predefined in set 𝑍.

𝑌 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝜎(𝜔𝐹 + 𝑐)) (14)

In addition, the cross-entropy energy function is used as the loss
function, represented in (15) [29]. In (15), 𝑖 and 𝑗 represent the
size of the training set and the number of locational/regional events,
respectively. The parameters in the entire GNN are optimized by the
backpropagation algorithm in an iterative manner. The loss function is
also minimized by updating the parameters considering the predicted
𝑌 and actual 𝑍 labels [32].

Loss = −
𝐼
∑

𝑖=1

𝐽
∑

𝑗=1
𝑌𝑖𝑗𝐿𝑛(𝑍𝑖𝑗 ) (15)

2.5. L-GNN for event classification and region identification

The spectral GNN is developed for determining the event type and
location based on the proposed framework in Fig. 1. The hybrid input
data consist of multi-rate sampling PMUs phasor voltages and the
physical configuration of the grid. More specifically, the configuration
of the network is shown with the weighted adjacency matrix of a graph,
known as the prior knowledge in this classification problem [32]. The
simulation environment is developed to create different loading and
PV generation scenarios, and then to simulate different types of events.
After simulating each event under different loading and generation
scenarios, PMUs are assumed to record the voltage phasor data on
the nodes at which they are installed. The recorded stream of data
for each scenario, created with a specific loading, PV generation, and
event, are ordered in a PMU matrix 𝑉 , as shown on the left side of
Fig. 1 The stored data in each row of 𝑉 is the time-series phasor
data stream. The data stream contains pre-, during- and post-events
voltage phasors recorded by PMUs on different nodes. As PMU devices
might have different sampling rates, the stream of data in each row
of 𝑉 contains different number of samples. In order to place them in
the measurement matrix 𝑉 , the largest sampling rate determines the
number of columns or features. For instance, an interval of 300 msec
of pre-, during-, and post-events leads to 18 samples by PMU-A with 60
sample-per-second (SPS) rate, and 9 samples by PMU-B with 30 SPS. In
order to simultaneously process the samples from PMU-A and PMU-B as
the same measurement matrix, we put zero in time slots, in which the
information are not available by the PMU-B due to the slower rate of
sampling. Fig. 2 illustrates the schematic of data fusion for both PMUs
in the measurement matrix 𝑉 . As shown in Fig. 2, although PMU-A
and PMU-B have different time instances, they can be ordered in the
measurement matrix 𝑉 according to their corresponding time frame.
This method can be generalized for further multi-rate sampling PMU
devices and even other sensors technologies. It should be noted that
the zeroed out samples from the slower rate PMUs can be substituted
using proper interpolation or data recovery algorithms [33]. Thereby,
we build the matrix of data as 𝑉 ∈ 𝑅𝑁×𝑀 , where 𝑁 indicates the node
number of the distribution grid and 𝑀 shows the temporal PMU raw
data. Among all nodes𝑁 , 𝑃 of them contains PMU information, indicat-
ing the number of installed PMUs. 𝑀 is set with respect to the largest
4

sampling rate during the selected time period for the event analysis.
To be more specific, the recorded features in each node and each time
slot contain three-phase voltage phasor information, i.e., magnitude
and angle, as 𝑉 𝑝

𝑖 = (𝑉 𝑚1, 𝑉 𝑚2, 𝑉 𝑚3, 𝑉 𝑎1, 𝑉 𝑎2, 𝑉 𝑎3)
𝑝
𝑖 ∈ 𝑅6. Therefore,

the PMU sample in each time slot contains 6 voltage magnitudes and
angles. So, if the sampling rate of the PMU is defined as 18 per event
time, we will have 18×6 = 108 features in the corresponding row of 𝑉 .

Additionally, as it was discussed in Section 2.1, matrix 𝐴 includes
the spatial information of PMUs and the network features. In other
words, matrix 𝐴 contains the connectivity status and the distance
metric of lines to consider the intensity of the correlation among the
nodes. Combining these prior physical information with measured PMU
data assists the algorithm in aggregating the most important informa-
tion of neighboring nodes by spectral graph convolution layers [29].
Accordingly, input data, including the temporal measured voltages and
the spatial correlation of nodes and multi-rate sampling PMUs, are
given to the GCN layers, as indicated in Fig. 1. The GCN layers are
followed by non-linear ReLU function. The mean pooling layer is also
set after these layers to improve the classification accuracy. Also, the
dropout layer is considered to enhance the performance of the model
and to prevent overfitting during the training [34]. The last GCN layer
gives the output in a flatten shape to the classifier layer determining the
event region and type. It is to be mentioned that the Pytorch Geometric
library is implemented for preparing the proposed model [35]. In this
library, graph convolution filters for L-GNN and C-GNN are developed
and known as GCNConv and ChebConv, respectively.

3. Case study and considerations

The proposed linear spectral GNN model is tested on the modified
IEEE 34-bus system to identify the event region and type. This test
grid has 35 buses including the source bus and is modified with PV
generation units and CBs, as shown in Fig. 3. The aggregated power
capacity of PVs on buses 810, 822 and 838 is 900 kW, which is equally
distributed between them. The CBs located in 848 and 840 can generate
200 kVar reactive power individually, but the CB located near to bus
824 can provide 110 kVar power. The large-scale loads in 844 and 890
consume 405 and 450 kW, respectively. Two types of PMUs with fast
and slow sampling rates are considered, indicated as PMU-A and PMU-
B, respectively. The sampling rate of PMU-A is 60 SPS (i.e., 18 samples
for 300 msec), and the slower rate PMU-B captures 9 samples for the
same duration.

The required voltage phasor data sets for training the GNN al-
gorithm are generated using OpenDSS software and Python under
different events. A variety of single and multi-phase faults are created in
different load buses. A portion of PV generations is tripped off during
fault and the remaining units are assumed to have fault-ride through
capability and remains connected during the fault. The temporary and
permanent outages of PVs are simulated, and the series of data is
recorded within the simulation time. Moreover, the switching of CBs
and large-scale loads are simulated. These events can also last for a
sudden short period (during event time slots) or they can remain as
permanent incidents even in post-event period. The malfunction of VRs
is considered with undesired sudden tap changes. The stream of the
generated data includes before, during and post event periods. The
voltage angles and magnitudes are stored by 8 PMUs with different
sampling rates. To generate realistic data sets under all probable opera-
tional conditions, different load levels changing from 0.4 to 1.2 times of
the base load and PV generations varying between 0 to 100% are taken
into account during the simulation. Therefore, a more robust model can
be proposed for real-world implementation by training it under various

load and PV uncertainties.
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Fig. 1. The schematic of the proposed GNN model for event classification along with simulation flowchart of the training data problem.
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Fig. 2. Data fusion of PMUs with different multi-rate samplings.

. Numerical analysis

For the sake of training and testing the proposed L-GNN, 5435
ifferent event scenarios are generated. The scenarios are devides as
ollows: 70% of the scenarios are used to train the model; 15% of the
cenarios are kept for validation; and 15% of scenarios is assigned for
esting the model after completing the training process and tuning the
yperparameters using validation accuracy criteria. Different testing
ize can be considered, but the typical range is between 10%–30% [36].
The impact of testing size is also evaluated in the following sections.
The constructed L-GNN model has two linear spectral graph convolu-
tion layers with 512 and 512 channels, followed by a layer with 256
hidden nodes. The activation function is a non-linear ReLU function and
the dropout rate is adjusted to 0.5. The learning rate is set to be 0.0001
for the Adam optimizer. The mini-batch that groups the graph samples
is set to 32. These parameters are adjusted with the parameter tuning in
training process and observing the validation accuracy. The desirable
classification accuracy is obtained using the adjusted parameters in an
acceptable time. Comprehensive sensitivity analysis are presented in
this regard to justify why these value are selected. The softmax classifier
located in the output of L-GNN framework separates the events in 12
different classes. Each class represents an event, its location, and the
region where it happens. For faults, the classes are defined based on
the regions due to the closeness of the faulty nodes in each area. Three
regions are shown with dotted lines in Fig. 3. These regions are divided
based on the physical distance of the nodes. Table 1 specifies the label
assigned to each event with respect to their locations and regions.

Furthermore, the performance of L-GNN is tested under different
case studies. The proposed model is compared with other baseline
models using statistical classification metrics. The optimal structure of
base models are represented in the following section using the hyper-
parameter tuning to demonstrate a fair comparison with the proposed
5

model. m
Table 1
Event labels, types and locations.
Labels Event type Nodal location Region

1 CB switching 848 and 840 3
2 CB switching 824 2
3 Sudden load changes 844 3
4 Sudden load changes 890 2
5 PV outages 822 2
6 PV outages 838 3
7 PV outages 810 1
8 VR malfunction 814–850 1
9 VR malfunction 832–852 2
10 Fault Load nodes in region 1 1
11 Fault Load nodes in region 2 2
12 Fault Load nodes in region 3 3

4.1. Hyperparameters tuning

To verify the competence of the proposed framework, the following
efficient classifiers are opted for comparison. All the hyperparame-
ters are adjusted using the same set of training data with several
experiments.

1- Chebyshev GNN (C-GNN): This method implements CNN in the
context of spectral graph theory, taking the advantage of fast localized
convolution filters on irregular grids. The representation of the convo-
lution operation on graph is given in (6) with Chebyshev polynomial
of order G. Detailed descriptions of C-GNN is discussed profoundly
in [20]. In this study, two GCN layers are considered, which is a
similar structure to L-GNN to be a comparable graph-based method.
In C-GNN, the order of Chebyshev polynomials 𝐺 is set on 2 for the
graph convolution layers. Also, other approximation techniques and
re-normalization used for the proposed L-GNN are ignored. The Adam
optimizer and learning rates are set similar to the L-GNN model. The
softmax classifier is also added to the last layer of this model.

2- Decision tree (𝐷𝑇 ): This is a non-parametric learning algorithm,
which can easily handle the multi-output problems [37]. Implementing
this method, a decision tree is created using the branches as con-
junctions of the features and leaves as the labels of the classes. The
maximum depth of tree is evaluated and finally set on 10. This value is
selected because the greater value than 10 for the tree depth does not
improve the accuracy of the model in hyperparameter tuning process,
as shown in Fig. 4.

3- 𝐾-nearest neighbors (𝐾NN): It calculates the distances between
he unknown measured samples and the training samples based on the
-closet neighbors [38]. The optimal 𝐾 is analyzed by setting different
, and is tuned on 7, by which the misclassification error reaches to
inimum, as shown in Fig. 5.
4- Logistic regression (𝐿𝑅): This algorithm is employed for multi-

lass classification based on a logistic function [39]. The 𝑙𝑏𝑓𝑔𝑠 opti-

izer and 𝐿2 penalty are selected by tuning the parameters. Also, the
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Fig. 3. Schematic of modified IEEE 34-bus system.
Fig. 4. The process of hyperparameter tuning for DT.

Fig. 5. The process of hyperparameter tuning for kNN.

maximum iteration is adjusted to 1500. Fig. 6 shows that increasing
maximum iteration does not significantly change the accuracy after
1500 iterations while it remarkably increases the computation time.
6

Fig. 6. The process of hyperparameter tuning for LR.

4.2. Performance of models on event classification

The performance of event classification using L-GNN is compared
with different models during the testing process, as tabulated in Ta-
ble 2. The testing accuracy of L-GNN is 98.34%, which is higher than
the other methods. This desirable accuracy ensures that it can predict
the event types and location more efficiently. To better evaluate the
classification performance of the proposed model, three classification
metrics such as precision, recall, and F-1 score are used based on the
macro-average definition.

• Precision implies the classifier’s ability to predict actual positives
(APs) for the class 𝑙 among all APs as well as false positives (FPs)
predicted in the corresponding class. Then, the macro average of
whole classes is calculated using (16).

𝑀𝑎𝑐𝑟𝑜 − 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
∑𝐿

𝑙=1 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑙
𝐿

=
∑𝐿

𝑙=1 𝐴𝑃𝑙∕(𝐴𝑃𝑙 + 𝐹𝑃𝑙)
𝐿

(16)

• Recall shows the efficacy of the classifier to predict APs in class 𝑙
among whole APs plus false negatives (FNs) related to that class.
The macro average of this metric for multiple classes is defined
as (17).

𝑀𝑎𝑐𝑟𝑜 − 𝑅𝑒𝑐𝑎𝑙𝑙 =
∑𝐿

𝑙=1 𝑅𝑒𝑐𝑎𝑙𝑙𝑙 =
∑𝐿

𝑙=1 𝐴𝑃𝑙∕(𝐴𝑃𝑙 + 𝐹𝑁𝑙) (17)

𝐿 𝐿
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Table 2
The comparison of results.
Approach Accuracy (%) Precision (%) Recall (%) F1 (%)

𝐿 − 𝐺𝑁𝑁 98.34 99.26 97.92 98.46
𝐶 − 𝐺𝑁𝑁 98.28 98.59 97.59 98.36
𝐷𝑇 97.17 97.11 96.66 96.83
𝐿𝑅 92.55 93.65 89.52 90.74
𝑘𝑁𝑁 92.24 91.52 90.41 90.88

• 𝐹1 score is calculated by the weighted harmonic mean of recall
and precision for each class. The macro-𝐹1, calculating the aver-
age of 𝐹1 score of each class over the whole considered classes, is
represented in (18).

𝑀𝑎𝑐𝑟𝑜 − 𝐹1 =
∑𝐿

𝑙=1 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑙 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙𝑙∕(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑙 + 𝑅𝑒𝑐𝑎𝑙𝑙𝑙)
𝐿

(18)

Considering the proposed classification metrics, it is concluded that
L-GNN gives better scores compered to baseline approaches. After that,
the C-GNN and 𝐷𝑇 show desirable performances in classification of
events. The presented scores shown in Table 2 are calculated by taking
the average amount of four individual training and testing process
results. To show more details regarding the classification accuracy for
each event, the confusion matrices of L-GNN and KNN are compared
and represented as Fig. 7. The confusion matrix illustrates the accurate
and inaccurate event classification for each region and location. The
𝑦-axis shows the actual classes or events, which are shown in Table 1,
and 𝑥-axis presents the predicted events with their corresponding re-
gions. The L-GNN model works satisfactorily and identifies the location
and types of 10 regional incidents and equipment malfunctions with
100% accuracy. However, KNN could just classify 3 events with 100%
accuracy, and has difficulty in differentiating the incident location
of specific events such as capacitor switching and load changes. For
instance, KNN fails to predict 20.51% of the location of capacitor
outages in region 1, and labels them as region 3. This algorithm also
misclassifies 35.90% of load changes in region 3 as load events of
region 2. This misclassification happens as KNN cannot capture the
spatial correlation of the nodes to determine the region or location of
the events. Moreover, regarding the identification of faulty regions, L-
GNN fails to predict 22.95% of the faults occurring in region 1, and
it classifies them as the faults of region 2. Additionally, an almost
comparable misclassification is done by KNN for fault events, but still L-
GNN works slightly better in classifying all possible regional faults. The
failure in detecting faulty region usually occurs in distribution networks
since the nodes are geographically close to each other, and the impact
of short-circuit faults on one node can easily spread to adjacent regions.

4.3. Convergence rate and computation time

One of our main goals in this study is to demonstrate the efficiency
of L-GNN compared to C-GNN in terms of convergence speed and
computation time of training. As shown in Fig. 8, L-GNN has a faster
convergence rate and reaches to the stable validation accuracy in 500
epochs. However, C-GNN is slower in attaining the desired accuracy.
Additionally, because of the approximation considered in the filter of L-
GNN, the computation time of training is remarkably lower, preparing
the algorithm for real-time application in a shorter time. More explic-
itly, the computation time of L-GNN and C-GNN are 8.6 and 11.13 min
for the first 50 epochs, respectively. This shows 29.41% increment
in the computation time when using C-GNN model. The calculated
computation time is related to the offline training process. However,
during online testing, the results are obtained in a few milliseconds.
Therefor, L-GNN has a higher convergence rate, less computation time
in training process and as we discussed in previous section, it has a
7

better classification performance than the other methods. s
Table 3
The comparison of results with adding noise.
Approach Accuracy (%) Precision (%) Recall (%) F1 (%)

𝐿 − 𝐺𝑁𝑁 95.37 95.35 93.73 94.05
𝐶 − 𝐺𝑁𝑁 95.15 95.48 93.08 93.99
𝐷𝑇 94.51 93.74 92.67 93.03
𝐿𝑅 91.72 92.74 88.90 89.58
𝑘𝑁𝑁 90.49 90.69 88.56 89.18

4.4. Performance of model with measurement noise

To examine the robustness of the proposed L-GNN under real-world
situation, Gaussian noise with zero mean and a standard deviation
as 10−𝑆𝑁𝑅∕20 is added to the measured data, with signal-to-noise rate
(SNR) of 45 dB. Table 3 shows the accuracy and classification metrics
for the proposed method and the baseline approaches under noisy
situations. L-GNN demonstrates more robustness against the noisy data
and performs better in other metrics in overall. C-GNN also shows a
comparable robustness and satisfactory accuracy in the event classifi-
cation. 𝐷𝑇 is also vulnerable with noisy data and experiences 2.66%
eduction in accuracy compared to the first case without considering
oises. 𝐿𝑅 and 𝑘𝑁𝑁 detect the event type and region with very close
nd lower accuracy. The rest of the study in following sections is
erformed considering the noisy data.

.5. Testing size impact

Initially the performance of L-GNN is shown by testing the trained
odel on 15% of the data. This means that 85% of the data is used
n the training and validation processes. However, the massive number
f recorded PMU data may indicate limited information regarding the
ype of the events. So, the training may need to be performed with
imited number of accessible data, while the testing can be performed
ith larger data sets. To this end, different size of testing set is used
s 40%, 70% and 90% of the event database. Fig. 9 shows better
erformance of both GNN-based methods compared to other methods
n terms of accuracy for testing size of 15%, 40%, and 70%. However,
hen the test size is 90%, meaning that the size of available training
ata set is reduced significantly, LR performs better. Therefore, LR
as more robustness when limited historical data set is available for
raining. In this study, the classification accuracy of 𝑘𝑁𝑁 and C-GNN
s more susceptible to the smallest size of training data set, calculated
s 78.96% and 77.85%, respectively. To solve this problem, a data
ugmentation technique is a viable solution to expand the size of
istorical training data when limited number of events are recorded
n the past [40]. This strategy, which is out of the scope of this study,
nhances the performance of ML models with small training sets.

.6. Different configuration of PMUs

In this part, the configuration of PMUs is changed to study the effi-
iency of the proposed GNN model under limited number of recorded
MU data. Three new sets are considered, indicating different con-
igurations of the installed multi-rate PMUs. The location of PMUs is
pecified as 𝐴: [S/S, 844], 𝐵: [S/S, 828, 840, 844], 𝐶: [S/S, 810,
22, 828, 840, 844]. These configurations are heuristically selected to
ake sure that different regions of the network can be observed by the
perators. Also, each set contains equal numbers of fast PMU-A and
low PMU-B devices. Optimal placement of PMUs is beyond the scope
f this paper.
The average test accuracy of L-GNN is tabulated in Table 4 for

ifferent sets of PMUs under four individual experiments. The accu-
acy of the classification is 87.07% and 93.75% with just two and
our multi-rate sampling PMUs, respectively. Hence, L-GNN performs

atisfactorily when limited spatial information is captured in the grid.
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Fig. 7. Confusion matrix of (a) L-GNN and (b) KNN (A: Actual label, P: Predicted label).
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Fig. 8. Validation accuracy versus epochs.

Fig. 9. Test accuracy with different size of testing sets.
8

Table 4
The accuracy of event classification with various configuration of PMUs.
Classes Accuracy (%) Precision (%) Recall (%) F1 (%)

𝐴 87.07 86.62 84.03 84.40
𝐵 93.75 93.45 91.96 92.28
𝐶 95.40 95.66 94.14 94.67

Other statistical metrics such as precision, recall, and F1 scores also
indicate an acceptable performance of the model, as shown in Table 4.
oreover, having six installed PMUs in whole network as class C, gives
comparable and close test accuracy and statistical metrics compared
ith the base case with eight PMUs. It means that the proposed method
erforms well if limited number of sensors are available. This analysis is
resented as PMUs are expensive devices and they are usually installed
n a few number of nodes at the distribution level.

.7. Temporal missing data

In this section, we consider the missing information in the time-
eries data from the PMUs. We randomly remove 20% 50% and 80%
f the data stream and shrink the feature dimension of the input data
f the classifier. Table 5 shows the average accuracy of the event clas-
ification and feature dimension for these three scenarios. Missing 80%
f PMU data stream, as the worst scenario, leads to 92.93% accuracy,
hile losing less temporal data as 20% does not considerably affect
he overall performance of the classification, and the accuracy reaches
o 95.22%. It needs to be noted that PMUs record limited number of
amples during events, specially for transient events, and missing data
n these periods can reduce the classification accuracy. This problem
otivates us to explore the application of waveform measurement
nits (WMU) with higher sampling rate and more recorded information
uring the event in our future studies [41]. Also, [42] is suggested
as a new reference for the application of WMUs and PMUs for event
classification.

4.8. Edge feature

Incorporating the adjacency matrix of the graph (distribution grid

topology) in GNN models makes substantial differences compared to
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Table 5
The accuracy of event classification considering temporal missing data.
Temporal missed data (%) Test accuracy (%) Feature dimension

20 95.22 87
50 94.36 55
80 92.93 23

Table 6
Model evaluation without edge features.
Adjacency matrix Accuracy (%) Precision (%) Recall (%) F1 (%)

No edge features 94.79 (−0.40) 94.96 (−0.39) 93.30 (−0.43) 93.77 (−0.28)

other traditional methods. This matrix containing topological and edge
information enables GCN to aggregate the spatial–temporal nodal fea-
tures of the graph. In this regard, the effect of weighted and unweighted
adjacency matrices are compared in the event classification problem to
show the impact of the edge information (features) on the performance.
The unweighted adjacency matrix just contains the connectivity status
of the grid with binary values. Using this matrix, the accuracy of L-GNN
reduces to 94.79%, which is 0.4% less than the L-GNN model in which
weighted adjacency matrix with the distance metric is considered.
Other metrics also drop compared to the base L-GNN case as indicated
in the parenthesis in Table 6. Even with unweighted adjacency matrix
used in the proposed GNN-based method, the obtained accuracy is
higher than the ones obtained by DT, KNN and LR. Therefore, consid-
ering the topological structure of the graph even without edge features
is beneficial in better regional and locational event classification.

4.9. Design of GNN

There are several elements that can lead to enhancement of the
performance of L-GNN, which are explained below.

Number of layers: GCN layers are substantial parts of the proposed
GNN model. The number of these layers specifies the receptive field
of graph nodes. This means that increasing the stacked layers leads
to a deeper model and higher-order neighborhoods. According to our
analysis, the accuracy slightly improves to 95.74% and 95.71% with
three and four GCN layers, respectively, while the computation time
is also increased during the training process. It is worth mentioning
that increasing the number of stacked layers, extending the receptive
fields of nodes does not always enhance the classification accuracy
due to the complexity of the model [29]. As shown in Fig. 10, the
accuracy remains almost constant for more than one GCN layer. Also,
the accuracy drops with just one GCN layer as constructing a single
layer is not sufficient to take advantage of spatial–temporal features of
signals for the classification.

Learning rate: Another important parameter that significantly
changes the performance of GNN is the learning rate. The learning
rate determines the step size during the training process, and how fast
the GNN is adapted to the event classification problem. For example,
small learning rate causes slow training process with tiny updates of
the weights in layers. To show the functionality of GNN with different
learning rates and step sizes, we adjust it to 0.001 and 0.00001. The
problem runs for 600 epochs, and the best obtained accuracy is 78.67%
and 87.86% for 0.001 and 0.00001, respectively; however, these results
are not desirable and this is why the optimal learning rate is set on
0.001 in the previous experiments. Fig. 11 demonstrates the validation
accuracy for several epochs, proving that higher and lower step size
does not improve the performance of L-GNN and a trade-off is required
for tuning this parameter.

Batch size: Furthermore, the training scenarios are not given one-
by-one to GCN. The adjacency matrices of the scenarios are stacked in
a sparse diagonal form, forming one big graph representing the entire
9

generated scenarios. Their node and target labels are also concatenated c
Fig. 10. Scores vs. number of GCN layers.

Fig. 11. Accuracy plots for different learning rates.

with respect to the nodal dimension. It should be mentioned here
that different grouped graphs (different batches) are isolated, so their
features cannot be transmitted to the other grouped information and
this demonstrates how the parallel computation for the scenarios is
performed. The batch size is defined to group a number of sample
graphs, making a large individual samples. We set batch size to 64 and
128, and the obtained accuracy is 93.56% and 94.42%, respectively.
F1 score is calculated as 91.69% and 92.79% considering 64 and 128
batches, respectively. Consequently, less number of sample graphs in
each group leads to a better classification accuracy.

4.10. Comparison with the state-of-art

Table 7 shows the comparison between the proposed classifier and
he state-of-art methods in [16,17] and [21]. The proposed model
n [16] classifies the events related to CB, OLTC, switching and load
hanges considering similar sampling rate for the PMUs and ignoring
he penetration of DGs. The method discussed in [17] focuses on event
lassification using classical ML-based methods that do not incorporate
he network-related correlation among the sensors using graph. More-
ver, several types of events are grouped in the same class for event
lassification, and are not classified individually. However, the study
n [17] is performed using real-world data sets recorded by PMUs with
imilar sampling rates. In [21], fault location using graph-based method
amely GNN in passive distribution grid is proposed, and other types
f event are not included. Our previous study in [22] extended [21] by
onsidering PV-penetrated distribution grids and different graph filter
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Table 7
Comparison with the state-of-art methods.

Methodology Event type Multi-rate sensors Active grid

CB, OLTC,
[16] Autoencoder Load changes, No No

Network switching

CB, Oscillation
[17] SVM Load changes, No Yes

DER, Transformer

[21] GNN Fault No No

CB, OLTC,
Proposed study GNN fault, DER, Yes Yes

Load changes

with mathematical approximations. However, the multi-rate sampling
sensors and various types of events are not addressed. The proposed
method of this study addresses various types of events, such as faults,
CB outages, VR malfunction, load changes and DER outages. Addi-
tionally, this study is formulated to include multi-rate sampling data
for having a more realistic event classification approach. Regarding
the approach, two GNN models with different filters are studied to
incorporate the connectivity information of the grid and the location
of sensors into the training process to enhance the event classification
and network situational awareness. The performance of the proposed
physics-informed GNN models is also compared with conventional
ML-based approaches, indicting a better classification accuracy.

5. Discussion

The proposed L-GNN can be a viable solution to improve event clas-
sification performance in DER-penetrated distribution grids. Specific
advantages of the proposed model are discussed and future directions
are explained as follows:

• 𝑆𝑖𝑡𝑢𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑤𝑎𝑟𝑒𝑛𝑒𝑠𝑠: The L-GNN assists system operators for bet-
ter distribution grid monitoring and enhances situational aware-
ness under different types of temporary and permanent contingen-
cies. Utilities can use the trained L-GNN model when events occur
to identify the type and the corresponding zone. This enables
them to instantly mitigate the side effects of events, specifically
permanent ones, by dispatching the repair crew to the affected
locations, optimally managing the remaining active and reactive
power resources, and isolating the faulted region.

• 𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑒𝑣𝑒𝑛𝑡𝑠: Identifying the CBs switching and tap-
changer failure events as reactive/voltage related resources as
well as the DER and load incidents as the main active power-
based units are complicated problems, as they can lead so similar
patterns on voltage phasors. Also, due to the high ratio of R/X in
distribution grids, even active power fluctuations can impact the
voltage profile like reactive-based resources events and it even
makes the classification more challenging. Most of the existing
studies focus on a limited number of events or they categorize
the highly correlated events as one class, leading to a more
limited event classification. However, the proposed algorithm
can successfully classify a variety of individual events with an
accuracy of 95.37% and 98.34% with and without adding noise,
respectively. Additionally, it can identify events’ region and even
location using the physics-aware features of PMUs phasor data.

• 𝑀𝑜𝑑𝑖𝑓𝑖𝑒𝑑 𝑃𝑀𝑈 𝑑𝑎𝑡𝑎: In real-world operation, utilities may have
limited budget to install PMU technologies in their grids and
installed PMUs might experience outages. Thus, robustness of the
proposed model has been evaluated under limited set of avail-
able PMUs. The classification accuracy reaches to 87.07% even
with two PMUs. Additionally, the recorded time-series data may
10

contain missing information due to sudden failure of sensors in
several locations. In the worst case scenario with the missing rate
of 80%, L-GNN classifies 92.93% of the events accurately. Also,
the sensors’ data might be corrupted with noise. It is shown that
the L-GNN is more robust compared to other methods for event
classification with 95.37% accuracy, considering measurement
noise of 45 dB SNR.

• 𝐷𝑎𝑡𝑎 𝑓𝑢𝑠𝑖𝑜𝑛: Proliferation of DERs necessitates the use of more
sensors in distribution networks in the future. Thus, the number of
measurement devices with different sampling rates can increase
and data fusion of the recorded data is a challenging task for many
applications including event classification studies. Although we
have combined two groups of PMUs with different sampling rates
in the measurement matrix during a given time interval, other
types of data fusion can be studied, which is one of our main
future directions.

In our future studies, a real-time digital simulator (RTDS) platform
integrated with inverters and monitoring devices will be used to create
a near-to-real world data sets under various events. Also, working with
real-world events data with grid topological characteristic are among
our future research directions to better evaluate the performance of
the proposed event classification model. Another direction will be the
application of other efficient GCN filters in the GNN framework, for
enhancing the classification performance.

6. Conclusions

This paper has proposed a graph neural network model for event
classification and region identification in distribution networks. Tem-
porary and permanent events such as capacitor banks (CBs) and DER
outages, malfunction of transformer tap-changer, sudden load changes,
and faults are studied in this paper. The physical characteristics of
the DER-penetrated distribution grid and phasor measurements from
a limited number of phasor measurement devices (PMUs) installed on
distribution feeders’ nodes are considered as the spatial–temporal in-
formation during the learning of the L-GNN model with linear spectral
convolution filters. Moreover, multi-rate sampling PMUs are considered
in this study to resemble real-world situation. The performance of the
proposed L-GNN classifier is validated with adding noise, shrinking
data size, changing PMUs configuration, and removing a portion of
PMUs data. The simulation results on the modified IEEE 34-bus system
shows that the L-GNN outperforms GNN with Chebyshev filter in terms
of classification accuracy, convergence rate and computation time. The
superior performance of the L-GNN is validated with respect to other
conventional machine learning algorithms, based on the calculated
statistical metrics, such as precision, recall, and F-1 score.
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