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Historians and archivists often ond and analyze the occurrences of query words in newspaper archives to
help answer fundamental questions about society. But much work in text analytics focuses on helping people
investigate other textual units, such as events, clusters, ranked documents, entity relationships, or thematic
hierarchies. Informed by a study into the needs of historians and archivists, we thus propose Cliouery, a
text analytics system uniquely organized around the analysis of query words in context. Cliouery applies
text simpliocation techniques from natural language processing to help historians quickly and comprehen-
sively gather and analyze all occurrences of a query word across an archive. It also pairs these new NLP
methods with more traditional features like linked views and in-text highlighting to help engender trust
in summarization techniques. We evaluate Cliouery with two separate user studies, in which historians
explain how Cliouery’s novel text simpliocation features can help facilitate historical research. We also
evaluate with a separate quantitative comparison study, which shows that Cliouery helps crowdworkers
ond and remember historical information. Such results suggest possible new directions for text analytics in
other query-oriented settings.
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1 INTRODUCTION

Newspaper archives are fundamental resources for historians, librarians, and social scientists
[2, 20], because they ofer a detailed primary source record of how social processes evolve across
time [107]. For instance, social researchers have used news archives to examine vital questions
such as why the United States abolished slavery [50] and how diferent jurisdictions slowed the
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spread of the 1918 nu [87]. While historians are known to use archives in diferent ways (e.g., se-
quential browsing [2]), prior work reports that historians often look for <specioc keywords= [2,
p. 2] in newspaper corpora. For instance, scholars in history and social science journals describe
tracking down and reviewing occurrences of words such as <William Benbow= [110], <Frances
Maule= [125], <watermelon= [9], <Japanese beetles= [121], <refugee= [106], <Loving= [67], and <race
suicide= [83] in news archives to help answer questions about society. In this work, we describe
such search terms (e.g., <William Benbow=) as queries and we describe each exact occurrence of
a query in an archive as a query mention. (Section 10 discusses possible improvements to exact
string matching.) We then describe the task of locating query mentions as mention gathering,
and the closely related task of reviewing and drawing conclusions from query mentions within
the context of surrounding text as mention analysis.1 We formally deone these terms and tasks
in Section 3.1.
Much prior work in interactive text analytics (Section 2) does not focus on helping people in-

vestigate mentions of a query word in context. Instead, prior systems (designed for diferent use
cases) focus on the analysis of other latent and observable textual units, such as topics [78], events
[82], document metadata [42], clusters [12], interrelated entities [53], or thematic hierarchies [13].
Using terminology from Chuang et al. [24], who articulate best practices for text analytics, because
such systems do not use query words in context as their central <unit of analysis,= they ofer <vi-
sual encodings,= <modeling decisions,= and interactions that are are poorly <aligned= to the <tasks,
expectations, and background knowledge= of historians and archivists.
This misalignment means that prior text analytics systems have concrete downsides for men-

tion gathering and analysis. For example, some prior systems focused on helping people analyze
high-level text units such as temporal trends in word use (e.g., ThemeRiver [61]) do not show
query words in underlying text. Similarly, other systems ofer only indirect and incomplete access
to query words in context, via extraneous mediating abstractions. We detail these limitations in
Section 2.3.
However, in practice, social researchers such as Shinozuka [121] and others [9, 67, 83, 106, 110,

125] do not report using specialized text analytics systems. Instead, these experts describe using
traditional keyword document search engines like ProQuest [109] to analyze query words in cor-
pora. (We use corpus and archive interchangeably; we assume the corpus is an archive.) Traditional
keyword document search tools return relevance-ranked document lists in response to a free-text
query. Because they are widely used in historical practice [2, 20, 110, 125], we propose they are
baselines for mention gathering and analysis (Section 2.2.1).

Yet keyword document search tools also have limitations for onding and analyzing query words
in context. First, because almost all words are very rare (a well-known property of text [142]),
any given query will very likely appear only a small number of times within a document. This
means that people reviewing a ranked document list will have to examine many passages within
documents that do not directly mention their query term. While search within document features
(e.g., control + F in Chrome [27]) can certainly help, gathering and analyzing query words in
context using a keyword document search system still requires opening each article in its own
window or tab,2 locating mentions within the article, reading passages that mention the query,
and integrating information from such passages with existing knowledge, before moving on to

1Using terminology from prior work [108], it is possible to interpret mention gathering as a kind of information foraging
and mention analysis as a kind of sensemaking.
2Showing a single document in a single window or tab is a common interface pattern. It is employed, for instance, in the
Overview [13] and Jigsaw [126] document viewers, and in traditional search user interfaces, which often link to individual
documents from a main search engine results page [31, Section 6.3].
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Fig. 1. ClioQuery, an interactive text analytics system for helping historians investigate queries in news
archives. Features (leters A to K) include: (D) a Time Series View showing the frequency of a user’s query
through time, (H) a linked Document Feed showing a skimmable query-oriented summary of every mention
of the query in the corpus, and (I) a linked Document Viewer showing a selected news story, with text
from the query-oriented summary highlighted in yellow. Section 4 describes the full system, explaining each
feature.

Table 1. This Work Presents Four Separate User Studies with Historians and Archivists

User study Num. participants Total hours
Needonding study to guide system design (Section 3) 5 4.5
Expert interview study to evaluate Cliouery features (Section 5) 5 5
Field study to test Cliouery in the wild (Section 7) 2 5
Quantitative comparison study (Section 8) 121 40.3

Section 3 describes institutional approval. Tables in the Appendix describe the backgrounds of participants in
greater detail.

the next document in the corpus. This means that people must context switch across stories as
they perform a multi-step process to gather and analyze query mentions in context, keeping track
of information from one document as they jump to the next (see Figure 2). Navigating between
documents is thought to impose cognitive costs in keyword document search tools [46, 141], and
context switching across views is thought to impose cognitive costs in visual analytics.
Noting the importance of historical investigation and the limitations of existing tools (for men-

tion gathering and analysis), we propose the Cliouery3 text analytics system to help historians
in their work investigating query words in an archive. Unlike prior tools, which focus on the anal-
ysis of other textual units such as topics or hierarchies (Section 2.3), Cliouery is designed and
built to help people analyze query words in context, renecting the needs and practices of histori-
ans and archivists. Creating tools around the <tasks, expectations and background knowledge= of
end-users is believed to be a best practice in text analytics [24].

We both worked with and studied historians and archivists to prototype Cliouery Table 1.
This process revealed intertwined technical and design requirements for our system (Sec-
tion 3). First, working with historians revealed the importance of comprehensive review in
historical research (Section 3.3.2). Thus, Cliouery includes a novel Document Feed fea-
ture, which uses natural language processing (NLP) techniques to show a comprehensive

3Clio is a common preox (e.g., ClioVis [16]) implying a connection with history.
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Fig. 2. Reviewing mentions of U.S. astronaut Sally Ride in The New York Times, using ClioQuery (botom)
and a keyword document search tool (top). This particular example comes from our field study (Section 7),
where one historian commented on the advantages of the ClioQuery interface over a baseline keyword docu-
ment search system. <What can I do here [with ClioQuery] that I can’t do there [with New York Times search]?=

she said. <It’s exploring this lev-hand Document Feed.= Where ClioQuery facilitates quick and comprehen-
sive review of all query mentions, the keyword document search tool requires the user to read unnecessary
passages and context switch across documents.
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query-focused summary of every single mention of a user’s query term across a corpus. Similarly,
because we found that historians require transparency and contextual information to interpret evi-
dence, Cliouery’s novel Document Feed is presented alongside amore traditional linked full-text
Document Viewer, which is designed to quickly and transparently show text from the summary
within the context of full-length documents. Finally, because because temporal analysis is crucial
to historians, Cliouery also includes an interactive Time Series View to provide an overview of
a query through time. Together, through these and other features (Section 4), Cliouery ofers a
text analytics system organized around the analysis of query mentions in context.
In total, our work ofers the following:

• A synthesis of extensive prior research in text analytics (Section 2). In reviewing prior
work on interactive analysis of text across time, we found that many eforts from the NLP,
HCI, and Visualization communities focus on ofering overviews of corpus contents. Such
overviews might help users formulate queries, but are not designed for the query-oriented
tasks of mention gathering and analysis (when the user already knows what to search for).
• An investigation into user needs and requirements (Section 3). To build our tool, we
translated prior research on historians’ information-seeking behavior into concrete guide-
lines for system design. We also validated and contextualized prior work by conducting ove
needonding interviews with historians and archivists, while gathering feedback on early
prototypes. This process revealed a need for transparency, trustworthiness, context, and
comprehensiveness in archival tools, which might inform future work on historical search
[123, 124] and text summarization [35, 97].
• The Cliouery system (Section 4). Cliouery is an open-source, text analytics system
designed to help historians ond and analyze query mentions in context. The system com-
bines novel query-focused summarization methods with more traditional features such as
linked views, in-text highlighting, and time series plots to help experts quickly, comprehen-
sively, and transparently ond and review query mentions across an archive. Code for the
system is available on GitHub: https://github.com/AbeHandler/ClioQuery.
• An evaluation of specioc Cliouery features (Sections 5 and 6). To test the utility and
usability of Cliouery, we conducted an expert interview studywith ove social researchers,
who used the system to answer a historical question from news archives. After methodically
coding qualitative feedback, we learned that many experts found Cliouery’s skimmable,
query-focused summaries useful, because they condensed documents to facilitate quick re-
view of query mentions. We also learned that linking summary text with underlying source
documents using in-text highlighting was essential, because it ofered necessary context for
interpreting summary output.
• An evaluation of Cliouery in the wild (Section 7). To test Cliouery in a realistic set-
ting, we deployed the system in a oeld study with two historians who used Cliouery to
answer questions from their own research. In comparing experiences with Cliouery to
prior experiences with keyword document search systems, one historian explained how
Cliouery reduced their reading burden, and another explained how text summarization
features facilitated rapid mention gathering and analysis.
• A quantitative comparison with keyword document search tools (Section 8). We con-
ducted a quantitative crowd study to directly compare Cliouery with baseline keyword
document search search systems. In the study, we observed that participants who used
Cliouery to complete a reading comprehension task modeled on a real historical research
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question correctly answered signiocantly more reading comprehension questions than par-
ticipants who completed the same task using a keyword document search system.

We conclude by discussing our ondings (Section 9), reviewing limitations and future work
(Section 10), and describing possible applications of features and ideas from Cliouery in other
query-oriented settings, beyond historical research (Section 11).

2 RELATEDWORK

Historians sometimes gather and analyzementions of specioc query words in archives (Section 1).
However, much prior work from the HCI, Visualization, and NLP communities focuses on help-
ing people gain high-level overviews of large bodies of text. We review this overview-oriented
literature in Section 2.1. In Section 2.2, we also review another literature on search-based systems,
which focus on retrieving text from a corpus in response to a user query. This search-based ap-
proach seems better suited to mention gathering and analysis, as search-based systems can help
historians ond and review query mentions in a corpus. Much evidence (Section 1 and Table 2) also
suggests that search-based systems are central to contemporary historical practice.
In presenting prior work, we emphasize common user interface design patterns [132] shared

among multiple prior systems. Interface design patterns are <concrete bundles of components=
[133] that help a user achieve some task. We say that overview design patterns (Section 2.1) help
people survey the contents of archives, and that search design patterns (Section 2.2) help people
query for specioc selections from a body of text. Table 2 ofers a summary of major design patterns
from prior work. Some individual systems (e.g., Expedition [123]) may implement both overview
and search patterns. Finally, we conclude this section by discussing Cliouery within the context
of prior work (Section 2.3).

2.1 Overview Design Paterns

2.1.1 Word Clustering. Because people often can not review every document in a large corpus,
many prior text analytics tools such as Termite [23], TIARA [78], Overview [13], RoseRiver [33],
TextFlow [32], Serendip [1], HierarchicalTopics [38], and ConVisIT [68] try to suggest overall
themes in a body of text by identifying and displaying groups of thematically related words in a
user interface. We describe this approach as the word clustering design pattern.
Many systems that implement the word clustering pattern are based on prior work from

NLP, information retrieval, and text mining, focused on identifying and representing patterns of
co-occurring words using methods such as topic models [10] and word embeddings [94].4 Re-
searchers in HCI and Visualization extend this work by considering how to present such patterns
in a graphical interface; some systems show changes in cluster patterns across time [32, 33, 78]
(e.g., Figure 3(a)), others do not show time-based topics [13, 23]. Because automatic clusters
may not match human mental models of a corpus, one line of work investigates human-in-the-
loop techniques, which allow people to modify word clusters through interactions with a GUI
[12, 68, 69, 73, 74, 103, 120].

Word clustering has a clear role in historical research. In query-oriented settings, clustering
methods may help people formulate queries they had not considered [135]. Moreover, special-
ized and computationally oriented digital humanists [96] and historians [55] have used word clus-
ters from topic models for corpus analysis. Nevertheless, successful application of topic modeling

4The system Themail [137] clusters words by time, instead of by co-occurrence statistics. Because this system shows lists
of related words (related by time period), we say the system implements word clustering. Similarly, VisGets shows clusters
(of document tags) deoned by a user’s selection in the interface [41], which we consider to be a form of clustering.
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requires specialized knowledge and extensive interpretive efort [5, 115], making this method less
accessible to a broader audience of historians. Additionally, many historians approach archives
looking for mentions of what Allen and Sieczkiewicz describe as <specioc keywords= [2] rather
than looking to explore word cluster overviews from a topic model API. Because we design for
historians investigating known query terms (Section 1), we do not employ the word clustering
pattern in the Cliouery interface.

2.1.2 Textual and Visual Summaries. Rather than showing lists of related words to ofer a cor-
pus overview, a large body of work on text summarization from NLP [35] instead attempts to
create short paragraphs that convey the most <important= information in a corpus by selecting a
collection of sentences or sentence fragments from input documents to form an output summary.
(This is sometimes described as extractive summarization [35], because the output text is extracted
from input text.) User-facing systems such as Newsblaster [92] and NSTM [3] apply this research
by showing such textual summaries in a graphical interface. We say that such tools implement
the textual summary design pattern (Figure 3(b)). Other closely related work from text visualiza-
tion considers how to present summary text in specialized visual layouts such as Document Cards
[128], Phrase Nets [136], or Word Trees [139]. We say that these interfaces ofer structured visual
summaries, as they place summary text within some structured visual format (e.g., a directed graph
[136]).
Likeword clusters, both traditional text summaries and structured visual summaries do not seem

to help with mention gathering and analysis. A user cannot turn to these forms of summaries to
ond and review query mentions, because <important= sentences selected for inclusion in summary
output may or may not contain a given query word. Moreover, traditional approaches typically do
not explain how <important= information is chosen, whichmay be important in the history domain
(Section 9.3).

However, two ideas from the text summarization literature may help historians perform men-
tion gathering and analysis. First, work in query-focused summarization tries to identify the most
salient information in a corpus based on a user’s query [97]. Historians might use such query-
focused summaries to review keywords in text. Query-focused summaries that deone all query
mentions as important enough to warrant inclusion in summary output may be especially helpful
(see Section 3.3.2). Second, work on sentence compression [47, 49, 76] tries to shorten individual
sentences by removing words, usually for the purpose of including more (shortened) sentences in
a oxed-length summary. These methods, or closely related sentence fusion techniques [4], might
be used to shorten passages containing query terms to help people quickly review many men-
tions of a query in context. We apply these two ideas from text summarization in Cliouery (see
Sections 4.3 and 4.7).

2.1.3 Time Series Plot. Instead of showing text to summarize corpus contents, time series plots
present the frequency of words or documents across time to ofer a visual (rather than textual)
corpus overview. This pattern is often implemented in text analysis tools [36, 37, 86, 112] and
keyword search systems [88, 100, 123]. Some time series visualizations [88, 93, 124] show the
frequency of a single query term across time (e.g., Figure 3(c)), often using a line chart. Others
show the frequency of multiple terms (e.g., highest-count words) using a stacked area chart [7, 61],
and may not require a user-supplied query. While time series plots alone can not be used for
mention gathering and analysis (because they do not show underlying text from a corpus), such
visualizations can hint at important events or changes across documents (e.g., Michel et al. [93]).
We thus implement this design pattern in Cliouery (Section 4.2).

ACM Transactions on Interactive Intelligent Systems, Vol. 12, No. 3, Article 22. Publication date: July 2022.



22:8 A. Handler et al.

Fig. 3. We define five major user interface design paterns from prior work devoted to helping users under-
stand news archives and other corpora (Section 2). Three of the design paterns focus on helping users gain
an overview of archive contents (top two rows). Two of the design paterns focus on helping the user to
search for specific documents or passages from a corpus (botom row). Following Tidwell [132], this figure
presents prototypical wireframes of each design patern, created by the authors of this work. Each example
above shows a system presenting results from 129 documents matching the query <NAFTA= on a corpus of
New York Times editorials published between 1988 and 1994.
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Table 2. Example Baseline Keyword Document Search Systems, Featuring Relevance-ranked Search
Engine Results Pages and Filtering by Date

Relevance ranking Filter by Date Known users

Chronicling America � � I3, I4, I5, P4, H1

Newspapers.com � � I1, P1, P4, H2

New York Times Search � � I3, I4, I5, P1, P5, H1, H2

ProQuest � � I1 to I5, P1, P3, P4, P5, H1, H2

Such features are common in many news archive interfaces [44]. Tables in the Appendix provide more details on
the backgrounds of known users. Above, we use I1 to I5 to indicate all interviewees.

2.2 Search Design Paterns

2.2.1 Keyword Document Search (baseline). Traditional keyword document search tools return
relevance-ranked lists of documents on a search engine results page (SERP) in response to a
free-text query [84]. Because historians often use such tools in practice (Section 1), we consider
these systems to be baselines for mention gathering and analysis.5

Although keyword document search tools are widely used (Table 2), these systems have clear
downsides for onding and reviewing query mentions. First, keyword document search systems
impose unnecessary burdens from reading and context switching. This is described in detail in
Section 1. Additionally, keyword document search systems rank documents according to a com-
putational model of relevance. This may be undesirable for historians, because relevance-ranking
introduces opaque algorithmic innuence over qualitative conclusions (by guiding people towards
particular documents). Section 3 describes the importance of neutral and comprehensive review
in historical research.
Ranking aside, keyword document search tools may also shape user perceptions of the contents

of the individual documents in an archive through displaying single-document summaries (also
called query-biased snippets [134]) on the search engine results page.6 For example, Figure 3(c) dis-
plays three sample single-document summaries, showing what a computer deems to be the most
important information from three diferent search results. Such single-document summaries may
be inappropriate for historical research, as some historians may be skeptical of opaque models that
select <important= information for their review (search engines try to include keywords in snip-
pets, but do not try to explain summaries [31, Section 6.3.1]). Prototypes shown in the Appendix
describe our own experiences attempting to apply similar document summarization techniques
for historians without success.

2.2.2 Multi-document Snippet. Where keyword document search systems return links to single
documents in response to a user query, other systems return collections of smaller units such as
paragraphs, sentences, or character spans, which are often drawn from multiple documents (see
Figure 3(e)). We observe two diferent implementations of this multi-document snippet design
pattern in interactive text analytics.
First, multi-document snippet features can be used in word clustering systems to help people

investigate mentions of particular clustered words in context. For example, TIARA [78] allows an-
alysts to review individual words from a cluster in underlying text. However, because TIARA is

5One strand of humanities scholarship critically investigates how widespread adoption of keyword document search tools
might be distorting traditional humanistic research [110, 125, 135].
6Google sometimes shows complex results snippets on the SERP, using proprietary techniques. Brin and Page brieny
mention the need for such <Result Summarization= in their original paper [15, Section 6.1].
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designed for showing broad themes rather than for reviewing query mentions, it does not com-
prehensively show all mentions of a given word in its multi-document snippet. Instead, TIARA
chooses some selection of mentions for display, optimizing for diversity [78, Section 6]. Such cu-
ration may introduce unwanted algorithmic bias (Section 3.3.4), because the system chooses some
but not all query mentions for display.
Additionally, other text analysis systems that are not necessarily focused on clustering some-

times include keyword-in-context (KWIC) views [104, 112], showing each mention of a query
word (or a selection of such mentions) on its own line of text amid immediately surrounding to-
kens or characters (e.g., Figure 3(e)). While this form of multi-document snippet can be used for
mention gathering and analysis, KWIC views have some limitations for historical research. First,
in many cases, historians need to investigate particular query mentions within the context of full
documents (Section 3.3.3). While KWIC views may include links to underlying sources, jumping
from KWIC views to documents requires context switching into new windows or tabs to gather
and analyze evidence.We explain why this is undesirable in Section 1. Second, KWIC views always
show some number of pixels, characters, or words immediately surrounding each query mention.
This may result in awkward-sounding or choppy snippets that do not include the most salient in-
formation in source sentences; evidence suggests that people dislike awkward-sounding snippets
[25]. Finally, KWIC views do not ofer a way to keep track of which mentions have been reviewed
during analysis, which may be important in historical research (Sections 3.3.2 and 4.5). Noting
these shortcomings, it is possible to interpret certain Cliouery features (Sections 4.3 and 4.4) as
a particular form of KWIC view, addressing some of these limitations.

2.3 Situating ClioQuery within the Broader Literature on Visual Analytics for Text

Researchers have proposed many approaches to interactive text analytics [1, 12, 13, 23, 24, 33, 42,
53, 68, 71, 78, 82, 103, 120]. Within this broad literature, Cliouery is unique because it is designed
to help people ond and analyze all occurrences of a query word across a corpus (see Section 3.1).
Using terminology fromChuang et al., Cliouery difers from prior work because its central <unit
of analysis= [24] is the queryword in context; the system’s <visual encodings,= <modeling decisions=
[24], and user interactions were all designed to help people quickly and comprehensively review
mentions of a query word across an archive. For instance, Cliouery includes a textual summary
feature that presents a synopsis of all occurrences of a query word in a corpus (Section 4.3).
Focusing on query words in context is a departure from prior work in text analytics, which

emphasizes other latent and observable textual units of analysis, such as topics [78], events [82],
document metadata [42], interrelated entities [53], or thematic hierarchies [13]. It is also a depar-
ture from keyword document search systems [99, 100], which focus on guiding people to ranked
documents (Section 2.2.1).

Our atypical decision to design and build a text analytics system for analyzing occurrences
of query words across a corpus followed from our systematic investigation into the tasks and
expectations of historians and archivists (Section 3), who often review queries in text. Chuang
et al.’s highly cited guidance for text analytics [24] stresses the importance of choosing units of
analysis that are best <aligned= to the <tasks, expectations and background knowledge= of intended
users.
Because Cliouery uses query words in context as its central unit of analysis, the system difers

from prior tools in several key ways. We highlight the most important diferences below.

2.3.1 ClioQuery Displaysuery Words in Underlying Text. Unlike Cliouery, some prior sys-
tems for interactive text analysis are designed for analyzing high-level textual units such as corpus
themes or temporal trends. As a result, these systems sometimes do not allow people to review
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occurrences of query words in underlying documents. For instance, structured visual summaries
such as theWord Tree [139] and Phrase Net visualizations [136], or time series displays like Theme
River [61], do not show query words in underlying text. Similarly, some text analytics systems
such as early versions of Overview [13] experiment with alternatives to query-based paradigms.7

By contrast, Cliouery is designed to help people ond and read query words in underlying docu-
ments; the tool’s central units of analysis (i.e., query words in context) are spans of text from doc-
uments in the corpus (see Section 3.1). This design choice was informed by prior work, which em-
phasizes the importance of displaying underlying text in interactive text analysis (see Section 9.2).

2.3.2 ClioQuery Ofers Complete Access to All uery Mentions in Context, without Extraneous
Mediating Abstractions. Like Cliouery, some text analysis tools do include features to help peo-
ple navigate to query words in context. However, because these systems are chieny designed for
analyzing other textual units (e.g., topics [78], events [82], or document hierarchies [13]), they ofer
only indirect and incomplete access to query words in underlying text, via extraneous mediating
abstractions. By contrast, Cliouery is designed to help people directly review all occurrences of
a query in a corpus.
For instance, EventRiver [82] helps people review temporal document clusters, which serve

as the system’s primary unit of analysis. In principle, a historian could use EventRiver to ond
and analyze query mentions in context by (1) onding document clusters containing a query word
Q using the tool’s search-by-keyword feature, (2) clicking such clusters, and (3) using the tool’s
Shoebox and Storyboard features to review those occurrences of Q that happen to fall within
documents from selected clusters. However, such a worknowwould have two downsides. First, the
worknow would be indirect; the historian would have to navigate through clusters to access query
words in context. Such indirect navigation would force the historian to attend to what Chuang et al.
describe as <extraneous information thatmight confuse or hamper interpretation= [24]. Second, the
worknow would be incomplete; a historian would have no way to navigate to occurrences of query
words that do not happen to fall within algorithmically deoned clusters. Aswe describe in Section 3,
this would likely pose a problem for historians, who need to directly and comprehensively observe
all mentions of their query in context, with minimal confounding algorithmic innuence.
Our focus on EventRiver merely serves as one illustrative example of a broader phenomenon.

TIARA’s mediating topic abstraction [78], Overview’s mediating hierarchy abstraction [13], Star-
Spire’s mediating cluster abstraction [12], and Jigsaw’s mediating entity abstraction [53] (some
queries are not entities, e.g., <race suicide= [83]) would also force historians and archivists to nav-
igate to query mentions in context via similarly confounding and extraneous abstractions.

2.3.3 ClioQuery Employsuery-focused Summarization to Ease the Burden of Reading and Con-
text Switching. Like Cliouery, some text analytics systems include a snippet feature that shows
words extracted from documents in a corpus. Examples include TIARA [78] Snippets, the Overview
and Footprints Document List [13, 70], and results snippets from keyword document search sys-
tems [31, Chp. 6.3]. While such snippets are visually similar to Cliouery’s Document Feed
(Section 4.3), they difer in important ways that are crucial to the work of historians and archivists.

Most importantly, many existing snippet components select and display only some occurrences
of a query in a corpus. For instance, TIARA’s Snippets feature displays a selection of occurrences
of a topic word in underlying documents [78], and the Footprints [70] Document List displays the
orst sentence in a document (regardless of whether the sentence contains a query word). Similarly,
keyword document search systems create and display snippets based on heterogeneous criteria [31,
Chp. 6], rather than display all occurrences of a query word in ranked documents. Prior systems

7The Overview authors describe the importance of adding query features in discussing their work [13, 127].
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also do not attempt to help people understand how text is selected for a snippet. For instance,
the Overview Document List [13] selects and displays keywords based on an opaque clustering
algorithm.
These properties make prior snippet features poorly suited to historians, who need to review

all occurrences of a query word in a corpus with minimal algorithmic innuence. Therefore, in-
stead of relying on prior snippet features, a historian who wished to review all occurrences of a
query word in a corpus would likely have to click through from snippets to underlying documents,
which are often [53, 78, 99] shown in individual windows or tabs. In Section 1 and Figure 2, we
explain how this worknow imposes unnecessary reading and context switching costs. By contrast,
Cliouery’s snippet-like Document Feed employs novel query-focused summarization tech-
niques to allow historians and archivists to quickly scroll through and examine every single occur-
rence of a query term in a corpus. We ofer qualitative and quantitative evidence of the importance
of this feature in Sections 6, 7, and 8.

3 NEEDFINDING STUDY: DEFINING PRACTICES AND REQUIREMENTS

3.1 Formalizing Historians’ Current Practice of Mention Gathering and Analysis

In Section 1, we document and informally describe historians’ current practice of mention gath-
ering and mention analysis. We now deone this work more formally. During mention gathering,
a historian investigates a unigram query Q in a newspaper archive. Q is a word type and each
mention of the query, i ∈ M (Q ), is a word token. For instance, a historian might investigate Q =
<Falluja= by gathering specioc mentions of the word <Falluja= in individual documents, published
on particular dates. Using d to refer to the text of a specioc document and t to refer to its publica-
tion date, we can formally deone mention gathering as the task of onding allM (Q) in an archive
A = {(d1, t2), (d2, t2) . . . (dN , tN )}, which is an unordered set of N timestamped documents.
The task of mention analysis consists of manually reviewing one or more querymentions in con-

text. We use the notation C (i ) to refer to a specioc passage showing a particular query mention in
context, where C (i ) is a token span. For instance, if <Falluja= occurs in documentd , then C (i )might
be a paragraph fromd that contains the string <Falluja.=We denote this using Cparagraph (i ). Note that
diferent systems may deone C (i ) in diferent ways. For example, keyword document search sys-
tems return whole documents. Thus, a keyword document search system deones C (i ) as the whole
document d containing i ∈ M (Q ). We denote this using Cfull doc. (i ).
Having now formally deoned historians’ current practice of mention gathering and mention

analysis and explained the limitations of baseline tools for these tasks (Section 1), we now describe
an investigation into the needs of historians (Section 3.2), which informs our design requirements
for a text analytics system (Section 3.3).

3.2 Observing and Analyzing Needs from Heterogeneous Data

We identioed user needs by collecting and analyzing two diferent sources of data, described below.

3.2.1 Observing Needs from Existing Literature. First, we studied historians’ needs by reviewing
a large literature from history, library science, and information science devoted to the systematic
study of the digital and non-digital information-seeking behavior of historians. To identify this
literature, we followed citations starting from Allen and Sieczkiewicz’s paper <How Historians
Use Historical Newspapers= [2], which we orst found via a search on Google Scholar. In total,
we reviewed and took notes on six prior studies describing surveys and interviews with 1002
historians (shown in a table in the Appendix). We consider our synthesis of this prior literature to
be part of the contribution of our work, as we translate these prior descriptive ondings (focused on
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how historians ond information) into actionable design requirements for an interface. The studies
we review are largely unknown in computer science disciplines such as NLP, IR, VIS, and HCI.

3.2.2 Observing Needs from Interviews and Feedback on Prototypes. We additionally supple-
mented, contextualized, and validated existing studies by conducting ove of our own one-on-one
needonding interviews with ove interviewees (I1 to I5) on Zoom video chat over a period of three
months.8 The Appendix describes the backgrounds of interviewees in detail. All but one interview
was 60 minutes long. (We met with I4 for 30 minutes, due to limited availability.) Interviews pro-
ceeded in two phases. During Phase A, in the initial exploratory stage of our work, one researcher
from our group interviewed I2, I4, and I5, who we recruited through convenience sampling [51].
The interviewer asked open-ended, exploratory questions about needs and practices and solicited
feedback on early prototypes. The researcher also took detailed notes. Later, whenwe better under-
stood how historians ond information in archives, we began Phase B. During this phase, the same
researcher conducted two one-on-one, video-recorded, semi-structured interviews with I1 and I3,
who also provided feedback on later prototypes. We recruited I1 and I3 via email outreach.9 The
researcher again took detailed notes. We include the interview script in supplemental material. In
total, each of the ove interviewees across Phase A and Phase B reviewed a diferent iterative pro-
totype. In the interest of space, we only present feedback on what we consider to be the two most
important prototypes, shown in the Appendix.

3.2.3 Analyzing Observations of Historians’ Needs. Following data collection, one researcher
qualitatively analyzed and organized notes and transcripts to articulate four overall needs and
translated these needs into four corresponding design requirements (described in Section 3.3). In
general, we found that feedback from needonding interviews and feedback on early prototypes
was very consistent with ondings from prior work. Nevertheless, our own needonding interviews
helped to contextualize and translate prior descriptive ondings on historians’ information-seeking
behaviors into actionable guidelines for system design.

3.3 Needfinding Results and Design Requirements

Following data collection and data analysis, we deoned four high-level design requirements (R1–
R4), based on four needs. We describe each requirement below.

3.3.1 R1: A System Should Show a Navigable Overview of Change over Time. Prior study of the
information-seeking behavior of historians emphasizes the theoretical importance of <the dimen-
sion of time= [19] in historical research and also emphasizes historians’ practical need to perform
<searching and narrowing by date= [2]. In our needonding interviews, historians and archivists also
stressed the theoretical and practical importance of time-based investigation. <Time is always a
historian’s orst move,= I3 explained. <It’s about change over time as the fundamental thing.= I5 noted:
<Historians are often trying to ond articles within a specioc date range and about a specioc topic ...
research often starts with a keyword and a date range and a source or list of sources.= Because histori-
cal research involves studying change across time, I2 explained how time series plots showing the
frequency of query words by time period (see Figure 3(d)) are often useful for gaining a temporal
overview of a corpus. <Bar charts [or line charts] by time are really helpful,= I2 explained, <because

8Our needonding interviews, expert interviews, and oeld study (Sections 3.2, 5, and 7, respectively) were approved as
exempt from review by our institution’s human subjects IRB ooce. All participants received a $50 Amazon gift card for
their time.
9We emailed ove PhD students in history at a nearby university. Each student expressed interest in media, archives, or
science in describing their work on their department’s web page. We also emailed all members of the editorial board at a
history journal. We do not list the name of the university or journal to ensure interviewees remain anonymous.
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news has these peaks where a topic becomes important and then dies down.= Such charts <help people
trace an idea or series of ideas or terminology over time.= Observing the centrality of temporal anal-
ysis in historical research, we assert a design requirement (R1): A system designed for historical
mention gathering and analysis should show some kind of navigable, visual overview of query
mentionsM (Q) across the time span of a corpus. Showing such a visual <overview orst= [63, 122]
is a known best practice in visual analytics.

3.3.2 R2: A System Should Help People Comprehensively Review Alluery Mentions in a Corpus.
Prior work often emphasizes the importance of gathering comprehensive evidence during histor-
ical research. <Comprehensiveness is clearly the highest priority in searching a database,= one study
concludes [34], explaining that 70% of 278 survey respondents would prefer to spend time oltering
out irrelevant material than run the risk that relevant material <might fall through the cracks= in a
limited search. Nevertheless, some historians in prior work acknowledge that truly comprehensive
search is an impossible goal. <I never think I’m going to be able to read every record,= one reports
[40]. <I’m always creating priority orders of what I think is going to be most useful.=
Our interviewees similarly emphasized the importance of comprehensiveness in gathering and

evaluating historical evidence. <The most important thing for historical researchers is to be conodent
that they are being exhaustive,= said I4. <I want to know I can be conodent I have been able to access
everything relevant. Did my search cast a wide enough net?= I4 also praised an early prototype (see
Appendix) for displaying a very large number of potentially relevant passages. <The biggest fear is
Type II error,= he explained. <In doing searches, am I missing something that is crucial but I don’t know
because I never looked?= Similarly, I5 explained that it is important to <be as completist as possible=
in historical research. <The thing about historians....they want to be as comprehensive as possible
with their topics.= Citing the importance of comprehensiveness, I5 expressed deep skepticism (see
Appendix) about an early prototype that omitted some information to form a summary. However,
like some interviewees in prior work, I2 pointed out that truly comprehensive investigation may
not be possible. <Ultimately,= she noted, <there is a limit in terms of time and money for any given
project.= We translate the need for comprehensive archival search into a second design requirement
(R2): A system for mention gathering and analysis should help people comprehensively review
all query mentions in a corpus. Expressed more formally, a system should help historians easily
navigate to and review every single i ∈ M (Q ) in an archive.

3.3.3 R3: A System Should Present asMuchContext as Possible for AnyGiven Record in an Archive.
Prior work emphasizes the importance of context in historical research. <Building context is the sine
qua non [indispensable condition] of historical research,= Duf and Johnson write [40]. <Without it
historians are unable to understand or interpret the events or activities they are examining.= In a
separate study, another historian explains, <You can’t have the specioc facts without the context ...
Where an article is in the paper, and what surrounds it, matters.=
During our own needonding interviews, historians and archivists also repeatedly emphasized

the importance of contextual information in archive news search. The job of a historian is to
<put facts in context,= I5 said. A historian will need to <contextualize= facts from a periodical by
examining its publishers and audience. Similarly, I4 noted that <as an archivist I do research to give
context to collections.= Finally, I2 stressed the importance of contextualizing evidence in archive
search software. <Who does the New York Times have writing this?= I2 asked, while examining an
early Cliouery prototype. <Where does each sentence occur in the document? What section of the
newspaper? You need to show more context.=
Observing the importance of context in historical research, we assert a design requirement (R3):

A system for mention gathering and analysis should show each query mention amid as much
surrounding context as possible. Formally, R3 implies that C (i ) should be as large as possible (in
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token length) for each i ∈ M (Q ). However, R3must be balanced against other requirements, which
impose competing demands. In particular, because screen space and human attention are limited
resources, if C (i ) is large (e.g., a full document), then this will make it harder for a historian to com-
prehensively review all mentions in a corpus. Balancing a need for context and comprehensiveness
is a challenge in designing for historians.

3.3.4 R4: A System Should Be as Transparent, Trustworthy, and Neutral as Possible. Prior studies
of the information-seeking behavior of historians underscore the need for trustworthy tools that
transparently present digital archival materials in a neutral manner. For instance, in one study
[39], a historian reports that they prefer original sources because they can trust such sources to
be <accurate, undistorted and complete.= Similarly, in another study [20], another historian explains
that direct <access to the original image of the primary source rather than to a transcribed version= is
important, <especially when there is no description of what rules they used to transcribe documents.=
This historian reports that they do not trust and can not interpret electronic transcription, and
thus must rely on direct observation of digitized images to draw conclusions.
In our interviews, historians and archivists similarly described the importance of transparently

presenting digitized archives in a neutral manner. <When I see something that is trying to decide
or curate for me that is a worry. That is a red nag,= I4 explained. Similarly, I2 added, <I think
the system should be as transparent as possible. I need to distinguish between what some primary
source is saying versus what the computer thinks a primary source is saying.= I5 also cited the impor-
tance of transparency and trust in expressing deep skepticism about an early prototype, shown in
the Appendix.10 Because historians frequently expressed commitments to direct and neutral ob-
servation of archival evidence, we assert a design requirement (R4): Search software should show
evidence in a maximally transparent and trustworthy manner. One consequence of R4 is that sys-
tems for mention gathering and analysis should not attempt to create a curated summary of the
most <important=M (Q) in an archive (see Section 9.3).

4 SYSTEM

Cliouery is a visual analytics system designed to support historians in their practice of mention
gathering and analysis. The system is unique within a large literature on text analytics, because it
is designed to help analyze query mentions in context, which constitute the system’s central <unit
of analysis= (this terminology comes fromChuang et al. [24]). By contrast, prior text analytics tools
focus on the investigation of other units of analysis such as topics [78], events [82], or thematic
hierarchies [13] (see Section 2.3).

Cliouery’s unique focus on query mentions in context renects our study into the needs and
practices of historical researchers, who helped reone early iterative prototypes [54]. Because such
historians need to quickly and comprehensively review occurrences of a query word in a large
corpus, Cliouery uses text simpliocation techniques (Section 4.7) to create a skimmable sum-
mary of a query across an archive. Such text simpliocation techniques and skimmable summaries
are unique within the large literature on text analytics and thus constitute the chief technical
contribution of our work. We hypothesize that this query-focused summarization, along with
Cliouery’s linked views, in-text highlighting, and history tracking features, can help experts
quickly, comprehensively, and transparently gather and analyzeM (Q), the comprehensive set of
all mentions of a query in a news archive.

10Even as some interviewees stressed the importance of unbiased, transparent, and trustworthy presentation of archive
evidence, I3 reported that, in practice, historical researchers do trust ranked results from keyword document search sys-
tems. She explained that many historians might not realize that black-box document rankings from a keyword document
search tool will afect conclusions from archival research.
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4.1 High-level System Description

The Cliouery web interface presents results from a Boolean search [84, Chapter 1], which re-
turns the unranked set of documents containing one or more mentions of a unigram query term
Q in an archive A. (This notation and terminology is deoned in Section 3.1; Section 10 discusses
possible extensions to exact string matching.) When a user entersQ into the search bar at the top
of the interface (Figure 1(A)), Cliouery identioes all documents containing Q and presents the
documents using three linked views [17]. First, Cliouery includes aTime Series View, showing
a graphical overview of the count of documents mentioning the query by year (Figure 1(D)). Sec-
ond, Cliouery includes a Document Feed view, presenting all query mentions from across all
documents in a single scrollable window (Figure 1(H)). Finally, Cliouery includes a Document

Viewer, which shows the full text of a single document from the corpus, with individual query
mentions from the document highlighted in context (Figure 1(I)). Cliouery also includes a olter-
ing system to help users narrow the set of querymentions shown in the interface (Figures 1(B), (C),
and (F)) and a history tracking system to automatically monitor and display reading history dur-
ing comprehensive search (Figure 1(G)). All features in the interface also follow a coordinated color
coding scheme. For instance, the user’s query word is always displayed using the purple query
color in the Document Feed and Document Viewer, and the Time Series View also uses a pur-
ple line to represent query frequency (Figure 1(D)). We consider the color-coded bolding of query
terms to be one form of automatic in-text highlighting [57] throughout the Cliouery inter-
face. Automatic in-text highlighting draws user attention to some word, phrase, or passage in text
by automatically setting the text’s foreground color, background color, or decoration (e.g., bold-
ing). The Appendix describes our process for selecting a colorblind-safe and print-friendly palette.
It also provides additional engineering details about our implementation of Cliouery.

4.2 Overview First: A Time Series View for Temporal Context (R1)

Because change across time is central to historical research (R1), Cliouery presents a navigable
Time Series View (Figure 1(D)) showing query frequency by year across a corpus. The component’s
x-axis represents time (binned by year) and its y-axis represents the annual count of all documents
containing the queryQ published during a given year. If a user also enters a subquery (Section 4.6),
then Cliouery’s Time Series View also shows the annual count of documents mentioning both
the query and subquery. In Figure 1(D), Cliouery displays one line showing the count of docu-
ments mentioning the query term in the purple query color and another line showing the count
of documents mentioning the subquery term (as well as the query term) in the green subquery
color . Cliouery’s time series plot also shows a single rug point (small vertical line) for each
document mentioning the query, just beneath the temporal x-axis (Figure 1(E)). Such rug points
allow the user to easily preview and navigate to individual news stories; we describe these possible
interactions in detail in the Appendix.

4.3 A Document Feed for Comprehensive Search (R2)

During needonding, we found that experts often emphasized the importance of gathering compre-
hensive evidence (Section 3.3.2) and also often search for specioc query terms in news archives
(Section 1). We thus designed Cliouery’s Document Feed to help such users easily gather and
analyze the comprehensive set of every single mention of a query term in a collection of news
stories (R2). We assume the user is working with a small corpus (or small set of documents from a
larger corpus), where such comprehensive review is possible. This assumption is appropriate for
our use case; for instance, Black reviews roughly 500 documents to analyze the racial history of
<watermelon,= [9] and MacNamara reviews 605 documents to analyze <race suicide= [83].
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Fig. 4. ClioQuery’s Document Feed uses text simplification methods from natural language processing
in conjunction with color-coded, automatic, in-text highlighting to summarize query mentions M (Q) in
context, in a visually consistent format designed for skimming. Here, one portion of one document (top of
stack, lev) containing three mentions of the query term Q = <Georges= has been shortened into a summary
of <Georges= (right). To create this summary, ClioQuery extracts each of the three sentences mentioning
<Georges= and simplifies each sentence to render a shorter sentence Cs � (i ) that is fewer than 60 characters
long. In this figure, for illustration, spans of tokens from one source document included in the summary are
shownwith italicized and underlined text. In typical use of ClioQuery there are oven hundreds or thousands
of documents containing Q (shown as document stack, above lev).

After a user issues a query Q , Cliouery populates the Document Feed to show a comprehen-
sive, skimmable, summary that includes every single i ∈ M (Q ) across the corpus (Figure 1(J)).
To create the summary, Cliouery selects each sentence containing some i ∈ M (Q )and then
automatically simplioes the sentence (without removing query words) so historians can quickly
read over the mention i in context. We use the notation Cs � (i ) to refer to a specioc query mention
i ∈ M (Q ) shown within the context of a sentence s that is simplioed to s � for display in the Doc-
ument Feed. Section 4.7.1 provides details on how Cliouery shortens sentences to create Cs � (i ).
To the best our knowledge, such text simpliocation is new to the literature on text analytics. In
presenting each Cs � (i ), Cliouery bolds and highlights the query word using the purple query
color so each Cs � (i ) is shown in a visually consistent format designed for skimming (Figure 4).
Note that by default, Cliouery displays a single Cs � (i ) from each document beneath the docu-

ment’s headline (the Appendix describes how the sentence is chosen). To see each i ∈ M (Q ) from
a document within a simplioed sentence, the user can click an <expand= button (Figure 2). The user
can also click a star to bookmark a document in the red bookmark color .

Cliouery’s Document Feed is designed to directly address two of the limitations of baseline
keyword document search systems, described in Section 1. First, by summarizing documents men-
tioning Q , Cliouery is able to ot more query mentions in limited screen space, reducing the
need for context switching across individual windows or tabs. For instance, in Figure 1, the Doc-
ument Feed saves the user from having to open 239 separate documents during comprehensive
review. Second, by selecting sentences mentioning the query from documents and removing to-
kens from those sentences, Cliouery reduces the user’s reading burden. For instance, in Figure 1,
the user has queried for documents mentioning Reagan and Duarte (in this example, Reagan is a
subquery; subqueries are described in detail in Section 4.6). By selecting and simplifying sentences,
Cliouery removes 87.0% of the tokens in all documents mentioning these two words (Table 3).
We include a detailed description of Cliouery’s text simpliocation techniques in Section 4.7.

4.4 A Linked Document Viewer for Necessary Context (R3, R4)

Because historians need to evaluate evidence in context without black-box algorithmic innuence
(R3, R4), we anticipated that Cliouery users would need to quickly review each i ∈ M (Q ) from
the Document Feed within the context of full underlying news articles. Therefore, Cliouery’s
Document Feed is closely linked with a corresponding Document Viewer, which shows the
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Table 3. Total Tokens Presented to a Historian, if
Each Mention of theuery <Reagan= and Subquery
<Duarte= is Shown within the Context of a Full

Document (Cfull doc.), a Full Sentence (Cfull sent.), or a
Shortened Sentence (Cs � )

Context Num. tokens
Cfull doc. 222,544
Cfull sent. 49,382
Cs � 28,859

By showing shortened sentences, Cliouery removes
87.0% of tokens from all documents containing a query
mention, and 41.6% of tokens from all sentences
containing a query mention. In some cases, removing such
tokens will exclude potentially relevant information from
the summary; in these circumstances, a person would
have to ond and review such information using the
Document Viewer. Counts come from the example in
Figure 1, using the Salvador corpus (Appendix) and
assuming Cliouery is shown on a 13-inch screen.

complete text of a single selected document from the corpus (Figure 1(I)). The Document Viewer
satisoes R3, because it shows each i ∈ M (Q ) within the context of a full document, denoted
Cfull doc. (i ). After a user clicks a shortened sentence Cs � (i ) in the Document Feed, the Document
Viewer updates to show the entire document containing Cs � (i ). Cliouery also automatically
scrolls the document so the (just clicked) simplioed sentence is visible on screen.
Cliouery also makes it easy for users to locate simplioed sentences by using automatic in-text

highlighting to further link the Document Feed and Document Viewer. Each simplioed sentence
Cs � (i ) from the Document Feed is shown with yellow background highlighting in the document
shown in the Document Viewer. Additionally, if a user hovers over a sentence in the Document
Feed or Document Viewer, then the sentence is highlighted in dark yellow hover color in each
component (shown in Figure 1(J) and 1(K)). We hypothesize that linking between shortened text
and full documents helps build user trust (R4), because it helps experts transparently see and un-
derstand how shortened mentions are drawn from underlying text. This feature is inspired by
CommunityClick [72].

4.5 Color-coded History Tracking for Systematic Review of Evidence (R2)

Some historical researchers emphasize the importance of comprehensively examining all avail-
able evidence during research (R2). To support historians in this work, Cliouery keeps track
of which documents the analyst clicks in the Document Feed and opens in the Document Viewer.
Cliouery also keeps track of bookmarked news stories (Figure 1(J)) and displays a simple stacked
horizontal bar chart (Figure 1(G)) showing the proportions and counts of read, unread, and book-
marked documents. The bar chart uses the read , unread , and bookmarked color scheme em-
ployed across the color-coordinated interface. (Cliouery considers all documents to be either
read but not bookmarked, unread or bookmarked. We do not allow intersection between these
sets.) For instance, Figure 1(G) shows 5 read, 89 unread, and 5 bookmarked documents. The user
can click check marks (Figure 1(G)) to show or hide documents in each category.
Cliouery’s Document Feed and Time Series View use the same color scheme to help users

quickly identify opened and unopened documents. Stories that a user has already clicked appear
with grey read text in the Document Feed, and their corresponding rug points are shown in grey
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in the Time Series View. For instance, in Figure 1, the user has read the story published on Jan. 9,
1985. The story is greyed out in the Document Feed, and its corresponding rug point is shown in
grey beneath the time series plot. Similarly, there are ove red rug points in Figure 1(E), because
the user has bookmarked ove documents.
Note that Cliouery’s history tracking is query-dependent; tracking resets each time a user

issues a new query (unlike the history-tracking mechanism in some prior work [70, Section 6]).
Such query-dependent tracking is appropriate for Cliouery, because the system is designed to
help historians review all mentions of some specioc keyword in a corpus. We hypothesize that
this feature ofers experts assurance they have comprehensively reviewed all i ∈ M (Q ). We leave
exploration of other forms of history tracking for future work.

4.6 A Filtering System to Review Many Results in a Neutral Manner (R4)

Some prior text analysis systems designed for historians (e.g., Expedition [123]) attempt to an-
swer keyword queries by ranking documents to direct users towards most-relevant news articles.
Because such ranked retrieval might introduce unwanted algorithmic innuence over the expert
search process (R4), Cliouery responds to queries with Boolean search, which returns the un-
ranked set of all documents containingQ . (The Document Feed shows such documents in chrono-
logical order.) Cliouery then allows users to narrow down unranked search results with a olter-
ing system, consisting of three olter controls.
The olter-by-date control selects documents by time period. After users select a start date and

end date from date pickers at the top of the interface (Figure 1(B)), Cliouery updates to show
only those documents mentioning the query published during the selected interval. (Historians
are often interested in specioc time periods; see Section 3.) In Figure 1(B), the user has oltered to
documents published in 1983–1985.
The olter-by-subquery control allows users to select documents that contain some additional

word, called a subquery. For instance, after a user queries for the Salvadoran leader <Duarte= they
might wish to further narrow results to understand the relationship between <Duarte= and his
ally U.S. President Ronald Reagan. To investigate, the user can enter the subquery <Reagan= to
select all documents mentioning the word <Duarte= that also mention the query word <Reagan=
(Figure 1(C)). We included this feature because complex Boolean queries are often popular with
experts [84, Section 1.4]. More complex Boolean expressions are possible in future work.
Theolter-by-count control olters results based on the the number of times a query term ismen-

tioned in a document. When a user adjusts the olter-by-count slider to some valueK ∈ {1, 2, 3, 4, 5}
all components of the interface update to show only those documents with K or more i ∈ M (Q ).
In cases where a user has set a subquery, the olter-by-count control allows the user to select docu-
ments that contain the subquery word at leastK times. For instance, in Figure 1(F), the user selects
documents that mention <Reagan= at least three times.
Cliouery also helps users quickly see the count of query terms within documents using

square-shaped, query-colored count markers, shown beside each document headline. Count
markers use brightness to encode the count of a query term within a document. For instance,
count markers for documents with more mentions of a query term have a darker purple color
than count markers for documents with fewer mentions. If a user enters a subquery, then count
markers show the count of the subquery within each document, using shades of the subquery
color (as in Figures 1(F) and 1(H)). This feature is inspired by TileBars [62].

4.7 Sentence Simplification to Help Summarize a uery across a Corpus

Cliouery introduces text simpliocation methods from NLP to the literature on text analytics.
We describe these methods below.
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4.7.1 Overview of Sentence Simplification in ClioQuery. Cliouery’s Document Feed displays
a query-focused summary of a user’s query and subquery by orst extracting and then simplifying
sentences mentioning query (or subquery) words. To simplify sentences, we turn to sentence com-
pression techniques from the text summarization literature in NLP (introduced in Section 2.1.2).
These methods try to summarize naturally occurring input sentences by removing words to cre-
ate shorter and well-formed output sentences that contain the most salient information from the
input. (A well-formed sentence is one that sounds natural, rather than garbled or choppy [117].)
In particular, we turn to a specioc class of sentence compression methods, which can ensure that
simplioed sentences both (A) ot within limited screen space in a user interface and (B) mention
the user’s query term or subquery term. Such methods are appropriate for Cliouery, because
each line in the Document Feed has a oxed width and must include some mention of the user’s
query or subquery.
More concretely, we use a query-focused clause deletion [58, 60] method to shorten sentences

in cases when a user has entered a query (Section 4.7.2) and also use relationship span extraction
method [59] in cases when a user has entered both a query and subquery (Section 4.7.3). We also
employ a onal fallback approach, character windowing, when it is not possible to shorten a sentence
using other techniques (Section 4.7.2). In the next sections, we describe each sentence-shortening
method in greater detail. The Appendix provides additional details on how Cliouery chooses
between possible sentence shortening methods.11

4.7.2 uery-focused Clause Deletion, and Character Windowing. Cliouery’s Document Feed
requires shortened sentences that mentionQ and ot within available screen space. We assume that
such shortenings should also be well-formed and contain the most salient information from longer
source sentences. Prior research in IR suggests that users prefer well-formed snippets [25], and
prior work in sentence compression [47, 48, 76] strives for both well-formedness and salience. We
also assume that methods for constructing shortenings must run with low latency, which is known
to be important in user-facing analytics systems [79]. Diferent sentence-shortening techniques
might optimize for and manage tradeofs between such requirements. But in this work, we turn to
a simple query-focused clause deletion method to meet such criteria, allowing us to focus on how
to apply text summarization methods in user interfaces for historical research.
Query-focused clause deletion exploits the fact that natural language sentences are sequences

of words that exhibit hierarchical and nested grammatical structure [8]. For instance, the sequence
<She swims in the pool= can be divided into interrelated word groups, with specioc grammatical
relationships; the words <in the pool= form a prepositional phrase that modioes the verb <swims.=
To represent such linguistic structure, clause deletion employs a dependency parse tree [102] gram-
matical formalism. A dependency parse is a directed tree graph with one vertex for each word in
the sentence, along with a latent root vertex.12 Each subtree in the parse corresponds to a con-
stituent subsequence in the sentence. The sentence simpliocation literature sometimes describes
such subtrees as clauses [49]. Figure 5(a) shows an example dependency parse.
Sentence simpliocation via clause deletion shortens sentences by iteratively deleting clauses

from a dependency parse.13 Figure 5 shows how one sentence is shortened by iteratively deleting

11In Figure 1, Cliouery uses relationship span extraction to shorten and display some sentence from 31 out of 239
documents that mention <Duarte= and <Reagan.= It uses query-focused clause deletion to shorten and display some sentence
from 85 documents, and it resorts to character windowing for the remaining 123 documents.
12We use the UD (v1) dependency formalism [102]; other related formalisms allow for non-tree parses [116]. Eisenstein
[45, Chapter 11] ofers a broad introduction to dependencies. We perform dependency parsing using Stanford CoreNLP
[21, 85].
13Tokens from the remaining tree are then printed in left-to-right order, based on their position in the original sentence.

ACM Transactions on Interactive Intelligent Systems, Vol. 12, No. 3, Article 22. Publication date: July 2022.



ClioQuery 22:21

Fig. 5. Sentence simplification via query-focused clause deletion [58, 60]. ClioQuery removes two subtrees
from a dependency parse across two steps to simplify the input sentence (5(a)) into the output sentence
(5(c)).

two clauses. Unlike sentence compression techniques that consider individual tokens for removal
(e.g., Filippova et al. [47]), deleting clauses naturally identioes and removes groups of relatedwords.
For example, a single deletion could remove the prepositional phrase <after the election,= or a much
longer word group with more modioers and embedded clauses: <after the previous election last
year, which went poorly.= Shortening sentences via clause deletion also makes it easy to ensure
that output sentences must include Q ; clauses that contain query mentions are not allowed to be
removed during deletion.14

To try and create well-formed output sentences, Cliouery turns to prior work on clause dele-
tion [58, Section 6], which has found that in general removingmore clauses from an input sentence
makes it less likely that the resulting output sentence will be well-formed. Thus, to shorten an in-
put sentence, Cliouery’s clause deletion orst identioes those candidate output shortenings that
can be constructed by removing at most K clauses from the input (without removing Q) and are
also short enough to ot in one line of text within the Document Feed. Because in practice it is of-
ten possible to dramatically shorten an English news sentence by removing only one or two large
clauses (for example, a lengthy relative clause, such as <Reagan met with the envoy who was sent
by the ...=), Cliouery only considers shortenings that can be constructed by removing 0 < K ≤ 2
deletions.15

To try and ensure that output shortenings include the most salient information from input sen-
tences, Cliouery then returns the candidate output shortening with the highest tf-idf score [84].
Tf-idf scores are often used in extractive sentence compression [26, 49] and text summarization
[35] to identify salient information for inclusion in summary output; this metric identioes words
that occur with unusual frequency (relative to the overall corpus), which is an important signal

14It is also possible to enforce such query constraints using integer linear programming (ILP). However, ILP-based sentence
compression techniques (e.g., Clarke and Lapata [26]) are NP-hard and have been shown to be orders of magnitude slower
than other iterative approaches to query-focused sentence compression [60].
15In addition to encouraging well-formed output, this strict limit ensures low latency for the user. For a sentenceM words
long, the worst case for performance is a tree where all words are leaf vertexes, resulting in M + M (M − 1)/2 possible
outputs of K = 1 or 2 deletions. But in typical trees, there are far fewer possible deletions because: (1) the query word and
all its ancestors are not allowed to be deleted, (2) after the orst deletion of a clause length C (i.e., the size of the deleted
subtree) only M − C candidates remain for the second deletion, and (3) if Cliouery onds any candidate shortenings
using K=1, then it will not search for candidates using K=2, as shortenings that remove fewer clauses are more likely to
be well-formed. We do not consider cases where K = 0, as most unshortened news sentences are too long to ot within the
Document Viewer.
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of salience in summarization [98]. The Appendix includes details of how we compute td-idf in
Cliouery to identify words that occur frequently in documents mentioning a query.
In some cases, there is no way to shorten a sentence by removing one or two clauses while

ensuring that that output sentence mentionsQ and will ot in the Document Feed. In these circum-
stances, Cliouery resorts to shortening the sentence by extracting the span of N characters to
the left and right ofQ in the sentence, wherewemaximizeN under the constraint that the resulting
character span will both ot in Document Feed and respect word boundaries. We use this character
windowing method only as a last resort, because it may cut of syntactic constituents (e.g., show
only a portion of a prepositional phrase), whichmay create awkward-sounding output. Footnote 11
describes how often Cliouery uses this fallback during an example run of Cliouery.

In the future, it might be possible to shorten more sentences with query-focused clause deletion
by considering candidate output shortenings that are created using more than K = 2 deletions.
(Prior work on query-focused clause deletion does not yet ofer an eocient solution for considering
such candidates [58].) Because the number of candidates grows withK , developing algorithms that
eociently search over possible outputs or learn greedy deletion policies based on data (e.g., with
reinforcement learning) might ofer useful starting points.

4.7.3 Relationship Span Extraction. Cliouery users who search for a query term Q can also
olter query results by a subquery.When a user enters both a query and a subquery term, we assume
that they are broadly interested in how these two terms are related in the corpus. For instance, a
user might query for the Salvadoran leader Q = <Duarte= and apply a subquery for the then U.S.
President <Reagan= to understand Duarte’s relationship to Reagan (Figure 1).

To meet this information need, Cliouery attempts to simplify long and complex sentences
mentioning both the query and subquery terms into short sentences that concisely describe the
relationship between the query and subquery. We describe the process of shortening sentences
in this manner as relationship span extraction, because each shortened sentence is a token span
(i.e., sequence of tokens) extracted from a longer sentence. For instance, in Figure 1, we extract
the span <Reagan sent congratulations to Mr. Duarte= from the longer sentence <President Reagan
sent congratulations to Mr. Duarte and Ambassador Thomas R. Pickering pledged United States
support for further meetings.=

Cliouery relies on a known natural language processing technique to perform relationship
span extraction, which is specioed in detail in prior literature [59, Section 4]. At a high level, this
method employs logistic regression to determine if an input sentence s containing two input query
words can be shortened to express a relationship between those two query words. To make this
determination, the method orst extracts a vector of linguistic features x containing information
about the query words in the sentence (e.g., is there a verb token between the query words in s?),
and then passes the dot product of x and a learned weight vector θ through a logistic function
σ . This returns a predicted probability that the token span between the query and subquery will
sound natural when removed from the sentence (Figure 6). In our case, the input query words
are the user’s query and subquery; we shorten a sentence s to a relationship span if the predicted
probability that the span sounds natural is greater than a threshold T = 0.5.16

In our implementation of Cliouery (as in prior literature [59]), relationship span extraction is
supervised using a benchmark corpus from Filippova and Altun [48], consisting of single sentences
paired with single-sentence summaries, which are automatically generated from news headlines.
In principle, a technically oriented Cliouery user would be able to retrain relationship span

16We implement with Scikit-learn [105]. Note that setting a lower thresholdT might increase the total number of shortened
sentences at the cost of creating fewer well-formed extractions (and vice versa).
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Fig. 6. Sentence simplification via relationship span extraction [59]. This method predicts the probability
that the span of tokens between the query and subquery words in a given sentence s will sound natural
as a shorter and standalone sentence. (If the predicted probability is high, then the sentence can likely be
shortened to the span of tokens.) This figure shows the predicted probability that the token span between
the query Duarte and the subquery Reagan will sound natural as a shortened sentence when extracted
from the longer sentence shown in Figure 1 (leter K). Seven words from s are not shown in the diagram
above.

extraction on their own corpus, using the technique from Filippova and Altun to automatically
generate training data from headlines in their own news archive.

5 EXPERT INTERVIEW STUDY PROCEDURE

After analyzing user needs (Section 3) and designing the Cliouery system based on such needs
(Section 4), we conducted an interview study over Zoom video chat to test Cliouery with histo-
rians and archivists who used the system to investigate questions from news archives.

5.1 Recruitment, Participants, and Corpora

We recruited ove participants (P1–P5) from two universities in the U.S. by emailing students, fac-
ulty, and staf listed on history and library department web pages. All participants had advanced
degrees (master’s or PhD) in history or library science, much like the expected users of our system.
We provide more details on the backgrounds of participants in the Appendix. Interviewees from
our needonding study (Section 3) did not participate in our expert interview study to avoid what
Sedlmair et al. describe as a potential form of bias [119]. Each participant in the interview study
had an established research or curatorial interest in some topic related to late 20th century or early
21st century history, which we express as a single topic word (see Appendix). We identioed this
designated topic word based on each participant’s publication record and professional web pres-
ence. Before each interview, we then loaded Cliouery with a corpus of New York Times (NYT)

editorials17 published between 1987–2007 [114] mentioning the designated topic word.

5.2 Data Collection

To administer the study, one researcher from our group conducted ove, one-on-one, 60-minute
interviews over Zoom video chat. (See supplemental materials for a detailed script.) During each
interview, the researcher asked each participant to brainstorm and then articulate a high-level
research question based on the participant’s prior work (10 minutes). They then introduced
the participant to Cliouery via a tutorial (7 minutes), and asked them to investigate their re-
search question using Cliouery (30 minutes). They concluded with a semi-structured interview

17Social researchers sometimes study editorials to better understand media sources [22, 81].
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(13 minutes). Throughout, the researcher observed and recorded participant reactions and invited
participants to think aloud [101] as they used the system. If a participant ofered feedback on some
portion of the interface during their investigation (e.g., ofered detailed feedback on the Time Series
View), then the researcher did not ask about this topic again during the semi-structured interview.

5.3 Thematic Coding

The researcher who conducted the interviews analyzed automatic Zoom transcriptions for each of
the video recordings and corrected transcription errors. The researcher then extracted 183 quotes
from across ove interview transcripts. Each quote consisted of a few sentences on a focused topic,
along with the preceding question or comment to provide context (e.g., a quote might discuss the
Document Feed). The researcher attempted to extract as many quotes as possible, while excluding
irrelevant quotes (e.g., tutorial instructions).
The researcher then developed a codebook of six high-level codes (described in Section 6) by

grouping and re-grouping the 183 quotes to identify common themes, much like the codebook-
based approach described in Miles, Huberman, and Saldaña [95, Chp. 4].18 After each assigning
each quote to exactly one of the six codes, the researcher shared the codebook with an under-
graduate coder with training and experience in qualitative coding (who was not involved with
the development of Cliouery). The second coder independently assigned codes to the same
quotes, using the codebook. The second coder was also invited to add new codes to the codebook
if needed, but reported that no new codes were necessary. (Thus, we did not modify the codebook.)
We include a copy of the codebook in supplemental materials.

Following independent coding of each of the 183 quotes, the two coders met for one hour over
Zoom video chat to discuss 41 disagreements and attempted to reach consensus via discussion.
In 21 cases, the two coders were able to reach agreement regarding the appropriate code. In
20 cases, the coders determined that disagreement renected genuine ambiguity in qualitative data
and agreed to disagree.
McDonald et al. [89, Section 2.2] use the term reliability to describe the extent to which coders

reach the same result from independent work and use the term agreement to describe the extent
to which coders reach consensus after discussion. Adopting this terminology, we measure the
reliability of the two coders by computing a Cohen’s κ = 0.724 (using the R psych 2.0 package
[111]), and we measure the agreement of the two coders by computing a κ = 0.855.

6 EXPERT INTERVIEW STUDY RESULTS

Six themes emerged from qualitative coding, described below.

6.1 ClioQuery Helps with Historical Sensemaking

While using Cliouery, each of the ove participants formed a question and then collected and in-
terpreted evidence to start to answer that question.We observed that Cliouery helped historians
with this investigative process, which Dalton and Charnigo [34] describe as historical sensemak-
ing. Our observations ofered partial validation for our hypothesis that Cliouery features can
aid historians in their work (Section 4).
For instance, as part of his research, P1 studies New York Times news coverage from journalists

embedded with United States military units in the Iraqi city of Falluja during the second U.S.–
Iraq war. From prior study, P1 understood that embedded U.S. journalists often published news
stories renecting the perspectives of U.S. military leaders. But while examining mentions of Q =
<Falluja= in New York Times editorials using the Cliouery interface, P1 expressed surprise when

18Miles, Huberman, and Saldaña [95, Chp. 4] describe assigning codes in two phases; we assign codes in a single phase.
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onding a more nuanced perspective from the opinion desk. <I didn’t see nearly as much of the sort of
sensational depiction of Falluja, and themilitants in Falluja [in editorials] that I expect from embedded
journalists [in news stories],= he reported.
Similarly, P2 used Cliouery to ond conorming evidence of shifting U.S. perspectives towards

Robert Mugabe. As P2 expected, early New York Times editorials from the corpus praisedQ = <Mu-
gabe= as a liberator, but then began to criticize <him as a bad statesman, as a tyrant and a dictator.=
P3 was likewise able to partially answer a research question with Cliouery. She explained that
while she had <a deep knowledge of [women in combat]. I don’t have a deep knowledge of what the
[NYT] editorial board has to say about it.= Using Cliouery, she found evidence of editorials using
<the gendered trope that women are supposed to be wives and mothers.= P5 also discovered an unex-
pected connection with musical copyright, while researching a hypothesis surrounding literary
copyright. <The parity [with the music service] Napster that’s really interesting ... That’s not some-
thing I thought about ... I was thinking ... deonitely more in literary items because that’s what I deal
with.=

6.2 ClioQuery Features Ofer a Corpus Overview, alongside Complementary Context

Participants ofered detailed feedback on Cliouery features during interviews, which often
matched our design goals for particular components of the interface. To begin, three participants
reported that Cliouery’s Time Series View ofered a useful overview of the entire corpus by
directing their attention to salient time periods. P1 said the Time Series View was an <easy way
of visualizing= corpus trends, and P5 suggested that the Time Series View might be helpful <when
students are kind of in that exploratory phase ... as a way of ... coming up with research questions.= P4
ofered similar feedback. <I really like this,= she said. <This looks really functional and really useful.
I like how there is quite a lot of information packed in.=
P1, P2, and P5 reported that the Document Feed was a useful feature of Cliouery, because

it helped summarize query mentions. The Document Feed <condenses all of the essential informa-
tion and sort of leaves out all the extra stuf,= said P1. Said P2, <I found [the Document Feed] useful,
especially the expand button. If I click expand I can see a rundown of the mentions right after the title
without seeing the article.= P5 reported using the Document Feed to <do some ... simple kind of topic
modeling in my own head ... just to see if I could pull out any ... themes there.= P5 added that, <having
this here [i.e., Document Feed] is really helpful to kind of see what they’re talking about.= P3 and P4
discussed the Document Feed while describing the importance of context in historical research;
we include their feedback on this feature in Section 6.4.

Several participants also reported that theDocument Viewer helped during their research. For
instance, P3 reported that automatic in-text highlighting in the feed was very helpful. <I’m a visual
person. So I’m looking for the words. I like that they’re in purple and green ... the words that you’ve
given me the pop out ... and I can see if it’s a pro or con article pretty quickly just from that.= P2 said
he used the Document Viewer to <provide detail.=
P1, P2, and P5 noted that Cliouery’s linkedDocument Feed and Document Viewer served

complementary purposes. They described how the Document Feed provided a summary of the
query term, while the Document Viewer provided necessary and complementary details. <You need
both [the Document Feed and Viewer],= said P2. <With just the Document Feed I won’t be able to get
the full picture of the story. And with just the Document Viewer I will not be able to trace the mentions
quite comprehensively and speciocally.= P2 then added, <as a researcher, it’s important to see things
in detail. If you just conclude from what you see in the Document Feed you are not going to get an
objective picture of the context of the story line. But if you see the Document Feed, see the mentions,
see what they imply, and then you want to understand the context of the story you are going to get to
the Document Viewer.= P1 said, <I like having both the Document Feed and the Document Viewer side
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by side. [The Document Viewer helps with] reading for more depth when I want more depth and [the
Document Feed] helps with ... quick scans pretty easy.= Similarly, P5 explained, <I see [the Document
Feed and Viewer] working together really well ... I start by looking at the feed to kind of pick out the
articles that would want to kind of dive into deeper and then I go into the Document Viewer.=
P4 and P5 speciocally mentioned that complementary linked views from the Document Feed

and Document Viewer helped withmention gathering and analysis, as compared to a baseline
keyword document search system. <A lot of databases that we work with do something similar to
this [i.e., the Document Feed],= said P5, while describing a search engine results page. <But you often
then have to click on the article to go into the article to get to that reading ... here it is nice that it was
just kind of next to it and you can scroll through it.= Similarly, P4 described the dioculties of context
switching between documents from the Google search engine results page. <Obviously, it’s a time
saver,= she said, comparing Cliouery to the keyword document search system. <You can tell ...
just using the editorials at one newspaper.=
Two participants relied on Cliouery’s oltering system to investigate their research topics.

P1 investigated the NYT editorial board’s discussion of the query term <Falluja= using the olter-
by-subquery feature (e.g., searching for <Falluja= and <resistance= or <Falluja= and <terrorist=). <It’s
pretty interesting to me that I get three hits with the words Falluja and resistance and only one with
the word terrorist,= he said. <That would suggest a certain orientation from the editorial board that
will be unexpected.= P2 found the olter-by-count feature very helpful. <Oh, this is good,= he said,
while testing out the slider. <It gets us through to the most important, the most critical pieces that we
want to read.=

6.3 Some Disavow Obligation to Perform Comprehensive Review, Noting High Costs

During needonding, interviewees emphasized the importance of comprehensively reviewing all
available evidence. However, to our surprise, during the expert interview study, P4 explicitly dis-
avowed an obligation to search comprehensively. <I don’t feel like I have an obligation to look at
everything,= she said. <I have an obligation to get an overview and I think you know, with a completely
unscientioc measure of, oh, I think I’ve got enough now.= Similarly, P1 commented that, <I don’t think
anyone actually does it [search comprehensively].= He went on, <A lot of people pretend they do it
... [but] in terms of like visiting archives ... everyone’s skimming ... they already know what they’re
looking for and they’re just trying to ond it.= P2 pointed out that comprehensive manual review was
desirable but ultimately had high costs. <I am not saying we should get rid of personal scrutiny, the
way you do it yourself. [But] you want to save time. If you do it [i.e., read] one-by-one it wastes too
much time.= We discuss ambiguity surrounding comprehensive review in Section 9.

6.4 Context Is Crucial in Historical Research, so Some Are Wary of Text
Summarization

Like during needonding (Section 3.3.3), participants often emphasized the importance of context
in historical research. For instance, P3 described extensive research to prepare for oral history
interviews to <get that context to be able to ask them the questions that I asked them.= P2 also reported
that context is <very important= for historians, as it <helps you understand why things are what they
are.=
Some historians’ emphasis on context informed their feedback on the Document Feed. While P1,

P2, and P5 found theDocument Feed useful (Section 6.2), P3 and P4 expressed reservations, because
they felt they needed more context to reach conclusions. P3 took the more extreme position. <For
me, I don’t know if [the Document Feed] is necessary,= she said. <As a history scholar, you can’t take
things out of context. You need to know the bigger context.= However, P4 reported that she would
need more context (i.e., longer extractions from news stories) before the feature would be useful.
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<The more context I can take in within as compact a time frame and compact a format, but suociently
informative [the better]= she said. <But I think these [shortened sentences in the Document Feed] might
have to be longer for that to work.=

6.5 Some Users Recognize a Tradeof between Neutral Review and Limited Time

During needonding and prototyping, interviewees often stressed the importance of avoiding pos-
sible bias from software in historical research. But during our expert interview study, P4 reported
that she relied on black-box relevance models to direct her attention while searching archives. <I
do try to use the chronological sorting [when using ProQuest],= said P4. <But it is ... too much to wade
through. If your corpus is reasonably big then you have to have a relevance kind of algorithm in there.
Otherwise, it’s just going to be too frustrating.= P4 also recognized that reliance on ranking intro-
duces confounds. <I think it would be appropriate to make people look at all of the irrelevant stuf,=
she said. <So they realize the algorithm is pulling the relevant stuf for you ... but you can’t make the
search s*** for people just to sort of make that point.=
However, P5 liked how Cliouery used oltering to avoid potential bias. <I think it’s better that

its just showing everything,= he explained. <I prefer having everything there to kind of whittle down
... as opposed to having certain things like cherry-picked ... I guess it’s never super clear to me why
certain things might be moved to the top of results ... it raises questions about how things are ordered
and how they’re brought to light.=
As I3 predicted (Section 3.3.4), P1 described relying on the search function of theNew York Times

website [99] without understanding how the site was ranking search results by relevance. <I wasn’t
super aware of how they were pulling up articles for me ... They rank it in terms of views right?= he
said. He added, <I just don’t, you know, have the knowledge of how to navigate these ... search engines
well enough.= We discuss mixed feedback on algorithmic bias in Section 9.4.

6.6 Access, Integrity, and Integration Are Important to Current Practices

Many participants commented on the importance of access, integrity, and integration in describ-
ing their current practices with newspaper archives (see also Section 10). P1 reported gathering
news articles on U.S.–Iraqi relations from around the web <for years= by using search engines like
Google or the New York Times website [99], saving these articles to the Internet Archive [28], and
then organizing this collection using the software program Omeka [30]. This participant pointed
out that Cliouery <assumes you have found all the stuf you want to work with,= which is not true
for his current research. P2 said that he had to rely on physical archives of print newspapers in
Zimbabwe, which required burdensome international travel. P3 said that she rarely used newspa-
pers in her own research, because many newspaper archives are often inaccessible behind pay-
walls, and P4 emphasized the need for better optical character recognition technology to improve
search over printed newspapers. P5 reported that he <used Zotero a lot= to store and organize
archival sources; he liked that Zotero is open source and integrates with Microsoft Word.

7 FIELD STUDY

In their review of design study methodology, Sedlmair et al. emphasize the importance of deploy-
ing a designed solution <in the wild= to test if new software helps <real users= solve <real problems=
with <real data= [119]. Thus, we deployed Cliouery over the web in a oeld study for two histori-
ans who used the tool to answer questions from their own research. Unlike in the expert interview
study, during the oeld study, historians investigated questions over multiple meetings, and tried to
reach substantive rather than preliminary conclusions. We believe that this evaluation ofers more
realistic but also less uniform feedback than the one-hour expert interviews described in Section 5.
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7.1 Procedure

We recruited two historians, H1 and H2, through convenience sampling [51]. The Appendix in-
cludes details on their backgrounds. H1 and H2 did not participate in the initial design or develop-
ment of Clioueryto avoidwhat Sedlmair et al. [119] describe as a potential source of bias. During
the oeld study, one member of our research team conducted three one-on-one meetings with each
historian over Zoom video chat. The orst meeting was 30 minutes long and the subsequent meet-
ings were 60 to 70 minutes long, with one to three weeks between each meeting. Each meeting in
the three-meeting sequence had a distinct focus. During the orst meeting, the researcher presented
a tutorial of the software, described the oeld study process, and invited the historian to describe a
question related to their research. After the orst meeting, a member of our research team gathered
the data needed to answer the historian’s research question and loaded it into Cliouery (the Ap-
pendix describes this data gathering). During the secondmeeting, each historian learned to use the
Cliouery software and performed a preliminary exploration of the data. Then, during the onal
meeting, each historian investigated some specioc query by analyzing the comprehensive set of all
mentions using the Document Feed and Document Viewer. During each meeting, the researcher
observed each historian and invited the historian to think aloud [101] as they used the system. The
researcher also asked the historian to describe their ondings and explain how Cliouery helped
or did not help answer their research question.

7.2 ClioQuery Helps Experts Investigate by Skimming, an Advantage over Baselines

During the oeld study,H1 andH2 each usedCliouery to reach substantive historical conclusions,
ofering additional evidence for our hypothesis (Section 4) that Cliouery can help experts answer
research questions from news archives.
H1 used Cliouery to verify a well-known claim from Herman and Chomsky, who argue that

for-proot news organizations in the United States shape public opinion towards the interests of
political and economic elites [64]. To ofer evidence for this theory, in their work, Herman and
Chomsky assert that The New York Timeswrote ove articles in February andMarch of 1984 describ-
ing the Salvadoran army as a protector of El Salvador’s election. To verify this result, H1 searched
a New York Times corpus (see Appendix) for the query <election= and then used the olter-by-date
feature to select articles from February and March of 1984. H1 then used the olter-by-subquery
feature to identify those query results that contained the subquery <army.=H1 then systematically
reviewed all 32 matching documents, through what H1 described as <skimming highlighted parts=
in the Document Viewer. By using Cliouery in this manner, H1 said that they were <able to ond
what might be the ove articles= Herman and Chomsky used to partially support their conclusions.
H1 explained, <The tool is great for exactly this.=
H1 found Cliouery’s in-text highlighting helpful for their research task, drawing a compari-

son with a baseline keyword document search system (Section 2.2.1). <I like how you have the bold
highlighted and colored words in the text itself,= they said. <That is the advantage that this interface
has over the New York Times website.= H1 also explained how such highlighting reduced reading
burden ( compared to a keyword document search). <What I need to know is the army described as
a protector of the election [in an article],= he said. <I don’t need to read every word of the article to
ond that out. I can look at the paragraphs where they are describing the army and I see what they are
saying in those paragraphs. That is pretty useful.=
H2 chose to use Cliouery to study how the United States media represented female astro-

nauts Svetlana Savitskaya and Sally Ride in the early 1980s. (H2 needed to answer this question
to research a planned book.) To investigate, H2 used Cliouery’s Document Feed and Document
Viewer to review portrayal of Sally Ride in The New York Times. H2 queried for the word <Ride=
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and then scrolled through the Document Feed to skim over mentions of Ride in the 63 matching
documents, sometimes also clicking to open individual news stories in the Document Viewer. <I
have some hypotheses that I was able to develop very quickly through the experience of using this
[system],= H2 reported. <One is that Ride was presented to the American public [in The New York
Times] ... orst as a woman and second as a scientist.= H2 asked us to continue to provide access after
the study, so she could continue researching her book using the tool.

Cliouery’s Document Feed was particularly helpful for H2, who found that query-focused
summarization ofered an advantage over a baseline keyword document search system. Ride was
a PhD astrophysicist-turned-astronaut, andH2wanted to understand how themedia portrayed her
scientioc credentials. The Document Feed helpedH2 quickly review this information. <[Here] she’s
called a night engineer,= H2 said, pointing to the Document Feed. <I can see this already [without
opening the document].= H2 then scrolled through the Document Feed to ond shortened sentences
where Sally Ride was described with her academic title (Dr. Ride) and sentences where Ride was
described (or not described) as a physicist. H2 explained that she could identify this information
<just doing the quick scan [in the Document Feed].= She went on to explain how she would normally
research this question with The New York Times archive (by opening and reading individual news
stories using a web browser). <The question is,= she said, <what can I do here [with ClioQuery]
that I can’t do there [i.e., on The New York Times website]?= H2 continued, <It’s exploring the left
hand Document Feed here. This is awesome ... I am liking these short contextual pieces [i.e., shortened
sentences].= We illustrate this comparison in Figure 2; by using Cliouery, H2 was able to easily
gather and analyze mentions of Ride across the corpus.

8 A QUANTITATIVE COMPARISON WITH KEYWORD DOCUMENT SEARCH TOOLS

8.1 A Crowdsourced Historical Reading Comprehension Task

We designed a crowdsourced historical reading comprehension task to compare Cliouery with
a keyword document search system (IR), which we consider to be a baseline tool for historical
research (Sections 1 and 2). Our task is designed to renect historians’ common practice of mention
gathering and analysis, in which expert social researchers ond and review occurrences of a query
Q in an archive (Section 1) to draw conclusions about society. In our crowdsourced adaptation
of this common historical research process, we tasked non-specialists with onding and reviewing
occurrences of a query in a newspaper corpus.19 We then used reading comprehension questions to
measure how well participants performed at onding and reviewing information about the query;
many common educational assessments use similar reading comprehension questions to assess
how well people learn information from documents [6, Chp. 7].
To ensure we presented an ecologically valid research prompt, we modeled our crowd task af-

ter a real historical question from P2. In our interview study (Section 5), P2 used Cliouery to
investigate if The New York Times portrayed the controversial ogure Robert Mugabe as a corrupt
authoritarian, or as a hero of Zimbabwe’s oght for independence. In our crowd study, we presented
participants with one of two text analytics tools loaded with the same small corpus of 12 New York
Times editorials mentioning Robert Mugabe, published from January, 2001 to June 2003. We then
asked participants to <ond and remember everything The New York Times wrote about Robert Mu-
gabe= using their tool. Because historians have only so much time for a given research project
(Section 3.3.2), we limited participants to exactly six minutes to conduct their research using their
assigned interface. After six minutes, we presented eight true/false reading comprehension ques-
tions about New York Times coverage of Mugabe and observed the total number of correct answers

19We did not ask participants to take the next step of drawing substantive historical conclusions from their ondings, which
would have required deep historical knowledge and specialized training.
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for each participant. Because scoring well on this test of reading comprehension requires onding
and reviewing information about a query in a corpus, we believe our crowd task measures how
well people perform mention gathering and analysis, using a particular interface.

8.1.1 Details: Reading Comprehension uestions and Scoring. To ensure that our task was as
objective and neutral as possible, we created reading questions using theWikipedia page for Robert
Mugabe [140]. Speciocally, we used a semi-automated procedure based on tf-idf sentence vectors
(described in detail in the Appendix) to identify Mugabe facts from Wikipedia reported in New
York Times editorials about Mugabe. We then selected four facts from Wikipedia reported in the
12 editorials in the corpus and four facts fromWikipedia that were not reported in the 12 editorials.
These four facts were reported in some other New York Times editorial that was not presented to
participants (because the editorial was published before or after January 2001 to June 2003). In
total, this process created a list of eight Mugabe facts from Wikipedia.
To evaluate reading comprehension, we presented all eight facts in randomized order and asked

participants to select those facts that appeared in the articles they had reviewed during the task.
To get a perfect score of eight out of eight correct answers without guessing,20 a participant would
have to ond and remember the four Mugabe facts reported in the editorials shown during the
task, without selecting any of the four facts that were not reported in the editorials. The Appendix
includes a screenshot showing the reading comprehension questions.

8.2 Experiment Design and Experiment Details

We compared Cliouery with a keyword document search system using a between-subjects ex-
periment design with U.S. masters workers recruited via Amazon Mechanical Turk. (Amazon con-
fers the master designation on crowdworkers with a record of success in crowd tasks.) Participants
were randomly assigned to complete the reading comprehension task using either Cliouery or
a baseline keyword document search interface (IR). We then measured the diference in the mean
number of total correct answers from workers in each group to determine if Cliouery helped
people ond and remember information about Robert Mugabe (as compared to the IR system).

8.2.1 Implementation of the IR Baseline. We implemented the IR system using Whoosh, an
open-source Python keyword document search tool that ranks results using the common BM25
metric.21 The Appendix contains a screenshot of this baseline interface.

To ensure fair comparison, we tuned Whoosh to be most similar to Cliouery. Speciocally,
Whoosh accepts a number of conoguration parameters that govern how the system creates snip-
pets on the results page (see Section 2.2). Because such snippets are similar to the snippets in the
Cliouery Document Feed, we adjusted the Whoosh snippet parameters so Whoosh snippets
were as close as possible in length to the shortened sentences in the Cliouery Document Feed.
Further details about the tuning procedure are described in the Appendix. We also adjusted the IR
system to use the same font size as Cliouery.
To minimize possible variation in worker behavior, we hard-coded the IR system (and the Clio-

uery system) to use the query <Mugabe= during the experiment.22 To rank the 12 documents in
the corpus using the IR system, we loaded the IR tool with all New York Times editorials published
between 1987 and 2007 that include the word <Zimbabwe= and then queried for <Mugabe= while

20In this task, a participant would have a .58 ∗ 100 = 0.391% chance of correctly guessing all eight answers.
21Whoosh is similar to other traditional keyword document search tools like Lucene. https://whoosh.readthedocs.io/.
22During the experiment, we also removed Cliouery interface elements that are not relevant for the task, such as the
corpus selection control, olter-by-date feature, and olter-by-subquery feature.
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applying a date olter to select only those results that were published from January 2001 to June
2003.
We did not implement the IR system using proprietary black-box search tools such as Google or

New York Times search [99]. This is because it is not possible to load open-source versions of such
systems with a custom corpus. Loading a custom corpus is crucial for two reasons. (1) Our broader
goal is to design an open-source software system that can be deployed and used by historians, who
are often interested in corpora that are not published on the web (Section 10) and thus inaccessible
to Google (or to any other web search engine product). Comparing to an open-source search engine
is thus more appropriate than comparing to a black-box system like Google. A historian could use
an open-source search engine to index and analyze the documents they collect during their work.
(2) For a controlled experimental comparison of two user interfaces, it is necessary to ox the dataset
used for both interfaces. In our experiment, users were evaluated based on what information they
found (which would change based on the dataset).

8.2.2 Experiment Sequence, Experiment Pretest, and Phases of Data Collection. At the start of
the experiment, participants in each condition watched a roughly one-minute training video de-
scribing how to use their randomly assigned interface. They also read several screens with task
instructions, where they entered short phrases into text boxes to conorm they understood the task
and were paying attention. After these preliminaries, participants took an easy pretest that was
very similar to the main task (but was about Iraq instead of Zimbabwe). We describe the details
of the pretest in the Appendix. After the pretest, participants proceeded to the main Robert Mu-
gabe task, conducted their research, and answered the eight reading comprehension questions. The
task concluded with qualitative questions, including questions about the strengths or weaknesses
of the assigned interface. Qualitative questions are provided in the Appendix. In total, the task took
20 minutes.
Data collection for the task proceeded in two phases. We orst collected data from 18 participants

in a small initial pilot. Following the initial pilot, we made adjustments to the task described in the
Appendix, including oxing a bug that was favorable to the IR baseline. Following these changes,
we collected data from the remaining 103 participants. We decided to include data from the pilot
in our analysis, because collecting data from crowdworkers was expensive and because we had
trouble recruiting participants from the limited pool of master’s workers. (Pooling data is common
in settings where data is sparse.) Because we struggled with recruitment, we had to increase task
payment from $2.50 to $5.00 during data collection. We include details in the Appendix.

8.2.3 Detecting Engaged and Not-engaged Workers. In their highly cited study on crowdsourc-
ing for HCI, Kittur et al. [75] emphasize the importance of detecting suspect responses from crowd-
workers who may not be completing tasks in good faith. We thus measure worker engagement in
two diferent ways. First, because the pretest was designed to be very easy, we assume that partic-
ipants who did not score perfectly on the pretest were less engaged in the crowd task than other
participants. Second, we also assume that participants who made mistakes on task instructions
were also less engaged. For instance, some participants made a mistake on task instructions by
trying to skip ahead without watching the training video (we logged this and similar behaviors).
In subsequent analysis, we refer to participants who both completed the pretest correctly and did
not make any mistakes on task instructions as engaged participants. Engaged participants are a
subset of all participants, the set of all people who completed the task.

8.3 Results and Analysis

We found that participants assigned to complete the historical reading comprehension task with
Cliouery averaged more total correct answers than participants assigned to complete the same
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Fig. 7. Total correct questions by interface, among all participants, and among engaged participants. A star*
indicates a significant diference between the means of the ClioQuery and IR groups.

task with the IR system (Figure 7). Among the 62 engaged participants, workers in the Clio-
uery group averaged 0.519 more correct answers than workers in the IR group (Cohen’s d =
0.495).23 Cliouery’s efect was weaker among all participants, where Cliouery workers aver-
aged 0.399 more correct answers than IR workers (Cohen’s d = 0.352). We hypothesize that this
weaker efect may be due to inattention among non-engaged participants, which may have intro-
duced data collection noise. For instance, participants who did not read task instructions carefully
or who failed the pretest may have been more inclined to guess on the Mugabe task.24

We tested for possible equality of means using bootstrap hypothesis testing [43]
(Algorithm 16.2). Using 100,000 samples, we found that the diference in means among all work-
ers in each condition was signiocantly diferent (p = 0.030). We also found that the diference in
means among the subset of engaged workers in each condition was also signiocant (p = 0.029).
We show separate bootstrapped distributions of sample means in Figure 8.

8.3.1 ualitative Analysis. Our experiment suggested that some properties of the Cliouery
interface helped participants on the historical reading comprehension task. To try and gain a better

23Computed with v0.8.1 of the effsize package in R.
24The number of workers in each group is not exactly equal. This is common in crowdsourced settings, where someworkers
may not onish a task. For instance, we used an alert to ask workers attempting to complete our task on a phone rather
than a computer to not proceed with the survey.
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Fig. 8. Distribution of sample means, across 2,500 bootstrap samples of scores from the 59 IR participants
and 2,500 separate bootstrap samples of scores from the 62 ClioQuery participants.

understanding of which exact aspects of Cliouery may have been helpful, we reviewed quali-
tative feedback from the eight Cliouery participants who achieved a perfect score in reading
comprehension. Each of these participants praised one or more Cliouery features in ofering
qualitative feedback on the system. <I liked that I could expand the articles and olter them by the
number of times the key word was mentioned,= one top performer wrote. Said another, <I liked be-
ing able to control the number of mentions so I could determine relevance rather than trust a search
engine.= A third liked that Cliouery, <made it easy to see which articles I have already read and
which ones I have yet to read.= One high scorer did note that while in-text highlighting was in
general helpful, <the part of this highlighting that I didn’t like is that ... it was hard to gain context
without reading the unhighlighted text before or after the highlighted sections.=
However, the four IR users who got perfect scores ofered scattered feedback. One liked how

the results did not show <a bunch of random stuf or products to buy,= while two others disagreed if
the snippets were useful (one praised them, one said they did not help). Comments from the onal
high-scoring IR participant suggested that the IR system ofered a realistic baseline. <There wasn’t
much to like or dislike,= they said. <I really didn’t ond any diferences how I would normally do it.=

9 DISCUSSION

9.1 ClioQuery Suggests New Features and Directions for Interactive Text Analysis

Much prior work in interactive text analysis focuses on helping people investigate bodies of docu-
ments by presenting textual units such as topics [78], events [82], or thematic hierarchies [13]. But
motivated by the needs of historians and archivists, Cliouery instead proposes and tests a new
approach to interactive corpus investigation, organized around the analysis of query mentions in
context (see Section 2.3).
To help people investigate this <unit of analysis= [24], Cliouery employs new text summa-

rization techniques from the NLP literature to create a summary of a query term across a corpus.
The system then presents summaries alongside more traditional features from the text analytics
literature, such as linked views and in-text highlighting, to help people easily and transparently
review summary text in underlying documents. During expert interview and oeld-study evalua-
tions, many historians said that they found such features helpful for archival research. They re-
ported skimming over querymentions in the Document Feed to gain a sense of a query’s use across
a corpus and then reading highlighted mentions in the Document Viewer for more context and
detail. Several speciocally mentioned that these components helped with mention gathering and
analysis.
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This query-oriented approach suggests new directions for interactive text analytics in other
query-oriented settings. For instance, some marketing applications identify salient words and
phrases in online forums [52, Section 4.1]; Cliouery’s query-focused summaries and linked
views might help marketing analysts using such systems understand what people say about prod-
ucts online. Features based on Cliouery might also be applied in existing text analytics systems.
For instance, people might formulate a query using overview-oriented features such as word clus-
ters and then investigate this query word using a Cliouery-style Document Feed and Document
Viewer.

9.2 ClioQuery Tests an Idea: <Text and Its Afordances Should Be Taken Seriously=

Researchers have proposed many approaches to text visualization, which map high-dimensional
text to two-dimensional graphical representations such as time series plots (e.g., ThemeRiver [61])
or bubble diagrams (e.g., EventRiver [82]). By contrast, Cliouery’s Document Feed and Docu-
ment Viewer do not map text data to a graphical representation. Instead, Cliouery uses text
summarization methods from NLP to extract and present spans of text from a corpus for people to
read, using automatic in-text highlighting to facilitate skimming. In this sense, Cliouery follows
the advice of Sultanum et al. [130], who suggest that <text and its afordances should be taken seri-
ously= in text analytics by making text itself <a central piece of the visualization.= Viewed through
the lens of this recommendation, Cliouery renects one strategy for a text analytics system fun-
damentally organized around displaying spans from a corpus. Other work from Sultanum et al.
[129] also explores this <reading-centered approach.= Some authors of prior text analytics systems
have later noted the importance of showing underlying documents during interactive analysis.
Authors of the Jigsaw system found that <interactive visualization cannot replace the reading of
reports= [53]. Similarly, creators of both Overview [127, Section 5] and ThemeRiver [61, Section 7]
also describe onding that people need to read underlying text.

9.3 User Feedback on Summarization Has Implications for Natural Language
Processing

Cliouery applies particular ideas from query-focused text summarization for interactive text
analysis. However, building and evaluating a user-facing system forced us to reexamine sev-
eral core assumptions from the text summarization literature. In particular, early versions of
Cliouery applied standard optimization-based summarization methods [90] to select <impor-
tant= information from a corpus. This approach was reminiscent of prior temporally oriented lan-
guage engineering systems such as HistDiv [124], TimeMine [2], and TimeExplorer [88], which
each attempt to automatically identify most-relevant information based on a query.
However, during needonding and prototyping, we found that some historians and archivists

strongly disliked this approach. Experts reported that they needed to understand why the com-
puter was showing particular summaries before they could actually draw conclusions from the
output (see prototypes in the Appendix). Based on this feedback, in later versions of Cliouery,
we stopped trying to extract <important= mentions of a query term in search results. Instead,
we decided to shorten and present every single sentence mentioning a user’s query in the Doc-
ument Feed and allow people to easily examine such shortenings in context in the Document
Viewer. During our expert interview and oeld study and evaluations, we found that this ap-
proach was more successful. We hypothesize that experts liked this format because they could
understand why Cliouery showed query shortenings and thus use Cliouery output in their
research.
Our experiences might have implications for NLP, where research in summarization typically

focuses on generating summaries that best match <gold= references [35, 97] without worrying
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about explaining how summaries are formed. In particular, much recent work on abstractive sum-
marization in NLP [65, 113] seeks to generate summary passages that do not occur in the input
text. Because such abstractive output can not be checked against underlying sources, and because
such methods also currently sufer from frequent factual errors [77], much more research may be
required before abstractive approaches might be applied towards social research.

9.4 Comprehensive and Unbiased Search Costs Time; Transparency Might Help

During needonding interviews, historians and archivists often emphasized the importance of di-
rectly and comprehensively examining all evidence relevant to a given research question, without
allowing black-box algorithms to innuence their conclusions.We thus designed Cliouery tomin-
imize potential bias from algorithmic ranking. Yet, feedback on these aspects of Cliouery was
mixed (Sections 6.3 and 6.5). Some appreciated how Cliouery used olters instead of ranking to
narrow down search results. But others reported that truly forgoing algorithmic curation required
the researcher to spend too much time reading irrelevant documents. For instance, some admit-
ted that they often have no choice but to trust computer models of relevance to ond evidence in
archives, because keyword search often turns up far more documents than they can possibly re-
view. While historians do sometimes work with smaller corpora (Section 4.3), this issue would be
particularly problematic in larger archives, where some queries will be mentioned many times.
Why did some express deep commitment to full manual review of evidence during needonding

interviews, while others admit that they had to trust search engines to select evidence during sys-
tem evaluation? There are at least two possibilities. One possibility is that historians and archivists
might express commitment to comprehensive review when describing their ideal practices but re-
member the limitations of this ideal when faced with a real task during system evaluation. Some
approaches to needonding in HCI emphasize the limits of user interviews [11], because <what peo-
ple say and what they do can vary signiocantly.= Another possibility is that there is variation in
historians’ commitment to comprehensiveness. Some but not all historians may feel required to
comprehensively review all evidence during research, possibly based on intellectual background
or suboeld. (Other authors ond similar variation among doctors [131, Section 4.3.5].) Better un-
derstanding this apparent contradiction between experts’ stated commitments to comprehensive
review and the realities of inevitable tradeofs between recall and time [108, Figure 6] will require
further research.
Nevertheless, future researchers might resolve the contradiction with improved user interfaces.

Speciocally, systems might transparently show which documents are selected or hidden by an
algorithm and allow people to easily override and investigate any document-ranking decisions
from a machine. Such features would be particularly important for larger corpora, where histo-
rians would not be able to review all query mentions in context. Research on tools for visually
and interactively reoning search results [118] might ofer a useful starting point. Features that
help groups of historians to collaborate during search could also enable teams of researchers to
comprehensively review evidence from larger corpora.

10 LIMITATIONS AND FUTURE WORK

Because it was diocult and expensive to recruit and interview highly trained experts, this study
relies on in-depth interviews with a small sample of humanists. While such one-on-one inter-
views provided rich feedback, the opinions of our participants likely only approximate the true
requirements of all historians and archivists. Moreover, interview studies may have limitations
in unearthing design requirements (Section 9.4). In the future, we thus plan to take steps to fa-
cilitate adoption to learn more about user needs. In particular, we found that historians have to
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collect, organize, and sometimes digitize news stories before they are ready to gather and ana-
lyze query mentions (Section 6.6). We thus plan to add features for importing news stories into
Cliouery from existing tools such as Zotero and the Internet Archive. Additionally, throughout
this work, we assume that query mentions are deoned by exact string matches. This simplify-
ing assumption allows us to focus on user experience and interaction but has clear limitations.
For instance, authors sometimes refer to <Reagan= using the nickname <Dutch.= Automatically
detecting such aliases (and other deviations from exact string matching) will be important for
future work.

11 CONCLUSION

This study describes the design and evaluation of the Cliouery text analytics system. Where
prior tools focus on the analysis of textual units such as topics [78], events [82], or hierarchies [13]
(Section 2.3), Cliouery is uniquely organized around investigation of query words in context,
which form the system’s central <unit of analysis= [24].

Cliouery’s unusual emphasis on the analysis of query words in context emerged from our
study into the needs and practices of historians and archivists who ond and analyze occurrences
of queries in their research. Working with and studying historians revealed that analyzing change
across time, undertaking comprehensive review of evidence, evaluating contextual information,
and conducting neutral observation were each central to the practice of historical research. Based
on these insights, we designed the Cliouery system, which applied query-focused text summa-
rization methods from NLP to create skimmable summaries of a query term across an archive.
Cliouery then used more traditional analytics features like linked views and automatic in-text
highlighting to show summary text within the context of underlying news stories to build expert
trust in automatic summaries.
We tested Cliouery in two separate user studies with historians, where we found that Clio-

uery’s approach to organizing and presenting query mentions could help experts answer real
questions from news archives. Many historians reported that Cliouery’s Document Feed facil-
itated rapid analysis of query mentions and that Cliouery’s linked Document Viewer ofered
complementary context and detail. In a separate quantitative comparison study, we found that
Cliouery helped crowd participants answer signiocantly more questions than a keyword docu-
ment search tool.
Together, our work on Cliouery suggests possible new directions for interactive text analy-

sis. In particular, Cliouery’s combination of text summarization and linked in-text highlight-
ing could be applied in other query-oriented settings, where people also need to investigate
query words in context. For instance, some marketing applications suggest notable keywords
from comments in online forums [52, Section 4.1]. Cliouery methods might be applied to help
marketers gather and analyze keyword mentions or to help others investigate queries in other
domains.

A APPENDIX

The ClioQuery system: Additional Details

Implementation Details. Cliouery is a web application written in Python 3, using the Flask
and React libraries.25 The text simpliocation methods in the article use Stanford CoreNLP [85] for
tokenization, dependency parsing, and part-of-speech tagging.26 Cliouery’s relationship span

25https://nask.palletsprojects.com/en/1.1.x/ and https://reactjs.org/.
26Eisenstein [45] ofers a detailed introduction to these NLP techniques.
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extraction method also employs logistic regression; we use the implementation from Scikit-learn
[105]. In the future, rewriting our Python-based prototype in a faster language like Java or Cwould
reduce our system’s latency, helping Cliouery scale to larger corpora. It might also be possible
to further improve performance by employing time and space eocient IR methods for eociently
indexing and retrieving the locations of query words in documents [84].

Time Series View: Additional Details. Cliouery’s Time Series View shows a single rug point
(small vertical line) for each document mentioning the query. These markings both help explain
aggregated count statistics encoded in the time series plot (more rug points mean an higher annual
count) and help link the Time Series View with the Document Feed. If a user hovers over a rug
point, then Cliouery displays the headline of the corresponding news story using a tooltip; if
the user clicks a rug point, then Cliouery updates so the story is displayed in the Document
Feed and in the Document Viewer. When a user hovers over some year in the Time Series View,
Cliouery displays a tooltip showing the total count of documents containing the query for that
year.

Default System Behaviors. If a user has not yet entered a query, then Cliouery’s time series
plot simply shows the overall counts of documents by year across the entire corpus, shown with a
neutral black line. In this case, the Document Feed also shows all documents in the corpus. More-
over, when olter-by-date is not used, Cliouery shows documents from the time span of the
corpus.

Choosing Colors. We chose colors for Cliouery using Colorbrewer [14], a common resource,
which ofers colorblind-safe and print-friendly palettes. Hall and Hanna [56] test how foreground
and background color afects how people read, retain, and experience text on screen. Our study
focuses on testing the utility of in-text highlighting and text simpliocation for expert social re-
searchers; future work might test the efect of varying the foreground or background color.

Handling Token Gaps during Clause Deletion. In some cases, there may be gaps between tokens
in simplioed mentions, where tokens have been removed from the middle of a sentence (these are
shown with ellipses in the Document Feed). In these cases, in performing automatic in-text high-
lighting to link the Document Feed and Document Viewer, we highlight the span in the Document
Viewer, which begins with and ends with the orst and last token of the corresponding simplioed
mention, shown in the Document Feed.

Computing Tf-idf Scores of Iterative Clause Deletion. To compute tf-idf scores during iterative
clause deletion, we assign each word in each possible output candidate shortening a word-level tf-
idf score and average the word-level tf-idf scores of all words in each possible candidate shortening
to compute an overall, sentence-level tf-idf score. We assign each word a tf score equal to the total
occurrences of the word among all documents that contain Q and an idf score equal to 1 divided
by the count of documents containing the word across the corpus. We then multiply each word’s
tf score by its idf score to get a word-level td-idf score. We then select the candidate shortening
with the highest overall tf-idf score for display in the Document Feed.

Choosing among Possible Sentence-shortening Methods. In the System section, we describe three
diferent sentence-shortening techniques, which are applied in the Cliouery interface. Below,
we describe how Cliouery chooses to apply the three diferent methods.

After a user enters a query Q , for each document mentioning Q , Cliouery’s Document Feed
displays the orst sentence within the document mentioning Q that can be shortened via query-
focused clause deletion. If no such sentence exists, then Cliouery resorts to shortening the orst
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sentence mentioning Q via character windowing. (Character windowing is only used as a last
resort, because it does not attempt to create well-formed output containing salient words from the
input.)
In cases when a user has entered both a query and subquery, for each document mentioning

the query or subquery, Cliouery will attempt to display the orst sentence in the document that
can be shorted via relationship span extraction. This is because we assume the user is interested
in the relationship between the query and subquery. If there is no sentence that can be short-
ened via relationship span extraction, then Cliouery will display the orst sentence that can be
shortened via query-focused clause deletion. If no sentence can be shortened via clause deletion,
then it will resort to shortening the orst sentence mentioning the query or subquery via character
windowing.

Cliouery also allows the user to click <expand= to see all sentences mentioning the query
within the document, as described in the System section. In this case, Cliouery will orst attempt
to shorten each sentence mentioningQ via query-focused clause deletion before resorting to short-
ening the sentence with character windowing. If the user has also set a subquery (in addition to
Q), then Cliouery will orst try to shorten each sentence mentioning the query and subquery
using relationship span extraction (and then attempt clause deletion and character windowing).

Field Study: Additional Details

To help H1 answer their question using Cliouery, we gathered a custom corpus of articles from
the New York Times (NYT). To gather the corpus, we searched for <El Salvador= on the New
York Times website [99] and then automatically downloaded all query-matching articles published
between 1980 and 1985 in the <World News= and <Week in Review= sections of the newspaper. We
oltered downloaded articles to create a corpus of NYT articles containing the word <Salvador,= and
we loaded this corpus into Cliouery for H1.

To help H2 answer their research question, we similarly gathered a second custom corpus of
articles by searching for <astronaut= on the New York Times website [99] and then automatically
downloading all query-matching articles published between 1980 and 1985. We then similarly ol-
tered the documents to ensure that all query-matching mentioned <astronaut= and loaded the cor-
pus into Cliouery for H2.

uantitative Comparison Study: Additional Details

Additional Details Regarding Creation of Reading Comprehension uestions. We used a semi-
automated procedure to create reading comprehension questions for our quantitative crowd study.
Speciocally, we orst collected all editorials from the New York Times Annotated Corpus [114],
which included the words <Zimbabwe= and <Mugabe.= We then used the TodfVectorizer class from
scikit-learn [105] with default settings to construct tf-idf vectors for all 1,689 sentences in the
editorials. We also similarly constructed tf-idf vectors for all 597 sentences from the Wikipedia
page on Robert Mugabe [140]. We then computed the cosine similarity of each sentence pair in
the Cartesian product of Wikipedia and New York Times sentences. We manually reviewed the 200
sentence pairs with the highest cosine similarities and manually labeled 37 total sentences from
New York Times editorials that reported a fact described in some sentence from Wikipedia. This
process identioed 37 facts about Mugabe from Wikipedia reported in editorials in The New York
Times. We selected 8 of these facts to create reading comprehension questions for our task.

Additional Details Regarding Tuning of IR Baseline. We implemented the IR baseline using
Whoosh, an open-source Python search engine. Like many search engines, Whoosh shows small
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document snippets from ranked documents on the search engine results page (Figure A.3). To
encourage fair comparison between Whoosh and Cliouery, we tuned Whoosh so document
snippets contained roughly as much text as the shortened sentences in the Cliouery Document
Feed. Speciocally, Whoosh allows snippet customization by setting the maxchars and surround

parameters in its Highlightermodule. We set these parameters by performing a grid search over
all possible values from 10 to 100 (for each parameter) to maximize the average number of charac-
ters perWhoosh document snippet, under the constraint that the average was less than or equal to
90 characters (the length of the longest-possible shortened sentence in the Cliouery Document
Feed). The onal setting for the surround parameter was 27 characters and the onal setting for the
maxchars parameter was of 10 characters. Using these settings, we observe a mean snippet length
of exactly 90 characters using the IR system on the crowd task. Beyond tuning these parameters,
we use default settings for the Whoosh search engine.

Additional Details Regarding the Crowd Study Pretest. Before beginning the main task in our
crowd study, participants in each condition used their interface to complete a three-minute pretest
using a small corpus of six New York Times editorials mentioning <Iraq.= The pretest was very
similar to the main task; each interface was hard-coded to use the query <Falluja,= and partici-
pants were instructed to <ond and remember everything the New York Times wrote about Falluja=
using their tool. After participants typed this exact phase into a text box to conorm they under-
stood the instructions, they conducted research using their assigned interface. After three minutes,
participants were then presented with a screen with four facts about U.S. involvement in Falluja
(included in supplemental materials) and asked to identify which facts were reported in the six
articles. Because only one fact from the list was reported in the articles, to get a perfect score
of 4 out of 4 on the pretest, workers had to both correctly identify the reported fact, and refrain
from guessing any of the other three facts. The pretest was designed to be very easy for attentive
workers.

Additional Details Regarding Data Collection Phases for the Crowd Task. Data collection for the
crowd task proceeded in two phases: an initial pilot phase and a main data collection phase. After
the small pilot, we added two training screens for Cliouery participants (shown in supplemen-
tal materials) to help Cliouery users gain practice using unfamiliar features. We also oxed a
bug in the pilot in which Cliouery users were shown an extra two editorials. We emphasize
that these two editorials did not contain any facts about Mugabe that could be used to answer the
reading comprehension questions, and also note that the two extra editorials would have made
the task harder for Cliouery participants (because they would have had to read extra text dur-
ing the task, which was not relevant to the reading comprehension questions). Finally, after the
pilot, we adjusted the random assignment mechanism so participants were assigned to conditions
in an alternating fashion following an initial random draw (i.e., orst Cliouery, then IR, then
Cliouery...). In the pilot, participants were assigned to conditions at random when they loaded
the orst screen in the task.

Additional Details Regarding Task Payment. Because we had trouble recruiting qualioed masters
workers for our lengthy and complex task, we increased payment during data collection. The orst
18 participants were paid $2.50 to complete the pilot. After the pilot, we increased payment to
$3.00 and collected data from 75 more participants. Because data collection was still very slow
(e.g., 10 workers over a 24-hour period), we further increased payment to $4.00 for the task and
collected data from 26 more workers. Finally, we increased payment to $5.00 for the task. When
only 2 workers signed up over a half-day period at the $5.00 rate, we ended data collection.
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A.1 Additional Figures

Fig. A.1. Participants answered eight true/false questions about what theNewYork Timeswrote about Robert
Mugabe, using the form shown above. The four facts shown with checkboxes were described in editorials
available to participants during the study. The four false facts shown without checkboxes were described in
other editorials, not available to participants during the study. Participants who found and remembered the
four facts from the corpus and who also did not incorrectly guess any of the four facts not described in the
corpus scored 8 out of 8 on the reading comprehension task. The order of questions was randomized.

Fig. A.2. ualitative questions for participants at the end of the crowd task.
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Fig. A.3. The IR baseline interface in our crowd study.

Fig. A.4. A single search result from the IR interface in our crowd study.
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Fig. A.5. An early prototype of ClioQuery, which used traditional, optimization-based text summarization
methods from natural language processing [90] to try and select the most salient information from a given
time period for display. This prototype selects four most <important= articles (shaded in light yellow in the
feed below) to summarize the hundreds of articles mentioning the query <Bertrand Aristide= in the New York

Times from May 20, ’93 to June 18, ’95 (shown shaded in light yellow in the time series above). I5 strongly
disliked this approach, prompting a shiv towards interfaces emphasizing transparency and trustworthiness.
<I need to know what is included and why,= I5 explained. <I need to know why it is showing this limited view.=

I5 continued, <I am wary of algorithms that choose for me what the important facts are. I am a PhD historian.

Leaving stuf out. We are taught to be critical of that.= Ultimately, I5 noted, <History is writen by the victors.

What actually maters is what people choose to put in the timeline.= We theorize that I5 could not trust the
prototype because it seemed to lack the capacity to select important facts or the integrity to adhere to
historical research principles; prior work in HCI (e.g., SMILY [18]) assumes that to earn user trust, a system
must have both the capacity to help the user and the integrity to adhere to principles that are important in
a given domain.

ACM Transactions on Interactive Intelligent Systems, Vol. 12, No. 3, Article 22. Publication date: July 2022.



ClioQuery 22:43

Fig. A.6. An early prototype of ClioQuery, displaying and highlighting every single mention of the query
term <Aristide= in New York Times articles mentioning <Haiti.= <Are we showing too much information in this
interface?= one researcher from our group asked I4, when presenting the prototype. <This is literally every
mention of your query term.= <No this is good,= I4 explained, <because of what I was calling the type II error

concern [i.e., the fear of missing relevant material]. When I see something that is trying to decide or curate for

me that is a worry. That is a red flag.= However, I4 went on to explain how the interface needed to provide
more context and transparency surrounding highlighted snippets. <With this design you have to click or read

each snippet to see if it is relevant,= he said. <The snippets are valuable and good but very small and you have to

look at the contents of the article. Sometimes you can eliminate that by just quickly scanning the article title ...

there needs to be a way to provide the information in a more transparent way.= (The search bar shown at the
top is non-functioning mockup; the <0= on the lef-hand side is a placeholder.)

A.2 Additional Tables

Table A.1. Interview Study Participants

ID Research experience Library experience University role Gender Topic

P1 6 0 PhD candidate Male Iraq
P2 5 0 PhD candidate Male Zimbabwe
P3 4 0 PhD candidate Female combat
P4 20 0 Instructor/researcher Female wages
P5 0 3 History librarian Male copyright

We report history and library experience in years.

Table A.2. Historians in the Field Study

ID Research experience Library experience Academic role Gender Research area

H1 5 0 PhD student Male Media and society
H2 25 0 Tenured faculty Female Space exploration

History and library experience are listed in years.
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Table A.3. Interviewees in our Needfinding Study

ID Research experience Library experience University role Gender Field

I1 5–10 1–5 PhD Candidate Male History
I2 0 20–30 Librarian Female Lib. Science
I3 10–20 0 Junior Faculty Female Am. Studies
I4 10–20 10–20 Archivist Male Lib. Science
I5 10–20 10–20 Librarian Non-binary History

We list research experience and library experience as a range of years. We abbreviate American Studies as Am. Studies
and Library Science as Lib. Science.

Table A.4. A Selection from Prior Work in Library Science and Information Science, Focused on
the Information-seeking Behavior of Historians

Author(s) Venue Study type Participants

Allen and Sieczkiewicz [2] Proc. ASIS&T (Info. Science) Interview 8
Case [19] The Library Quarterly Interview 20
Duf and Johnson [40] The Library Quarterly Interview 10

Chassanof [20] The American Archivist Survey 86
Dalton and Charnigo [34] College & Research Libraries Survey 278
Duf, Craig, and Cherry [39] The Public Historian Survey 600

These papers describe studies of N = 1,002 historians (in total).
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