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Abstract. We propose a notion of minimal free resolutions for differential modules, and
we prove existence and uniqueness results for such resolutions. We also take the first steps
toward studying the structure of minimal free resolutions of differential modules. Our main
result in this direction explains a sense in which the minimal free resolution of a differen-
tial module is a deformation of the minimal free resolution of its homology; this leads to
structural results that mirror classical theorems about minimal free resolutions of modules.

1. Introduction

A differential module is a module D equipped with an endomorphism ∂ : D → D that
squares to 0. Differential modules generalize chain complexes and appear in the literature
as far back as Cartan-Eilenberg’s text [CE56]. The study of differential modules was truly
launched by Avramov-Buchweitz-Iyengar’s seminal work [ABI07], and they have played an
important role in commutative algebra and representation theory in recent years, for instance
in articles by Iyengar-Walker [IW18], Ringel-Zhang [RZ17], and Rouquier [Rou06], among
others, e.g. [DeV11,Sta17,Sta18, ŞÜ19,TH20,Wei15,XYY15].

The central theme of Avramov-Buchweitz-Iyengar’s article [ABI07] is that theorems about
free complexes ought to have analogues for what they call free differential flags, as these
differential modules come equipped with a filtration that can act as a substitute for a ho-
mological grading. With this in mind, we ask whether one can find an analogue of minimal
free resolutions for differential modules.

1.1. Motivation. A main source of our motivation for this project comes from our work
on sheaves over toric varieties in [BE21]. In more detail: the main goal of [BE21] is to
extend Eisenbud-Fløystad-Schreyer’s theory of Tate resolutions of sheaves on Pn [EFS03] to
more general toric varieties. The results in [BE21] require a multigraded version of the BGG
correspondence, which gives an adjunction between complexes of modules over the Cox ring of
a projective toric variety and differential modules over its Koszul dual exterior algebra E (see
[HHW12] for a proof of the multigraded BGG correspondence, or see [BE21] for an overview).
Just as the theory of Tate resolutions in [EFS03] involves minimal free resolutions of E-
modules, our toric generalization involves a theory of minimal free resolutions for differential
E-modules.

Another source of motivation comes from commutative algebra. A conjecture of Avramov-
Buchweitz-Iyengar [ABI07, Conjecture 5.3] predicts that, over a local ring of Krull dimension
d, there is a lower bound on the rank of certain free differential modules with nonzero finite
length homology that depends on d. This conjecture generalizes a long-standing conjecture of
Carlsson in algebraic topology [Car86, Conjecture I.3] and a folklore conjecture of Avramov
about free complexes with nonzero finite length homology (see the introduction of [IW18]);
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it is also closely related to conjectures of Buchsbaum–Eisenbud [BE77, p. 453] and Hor-
rocks [Har79, Problem 24] on the ranks of free modules in a minimal free resolution of a
finite length module. While the Avramov-Buchweitz-Iyengar conjecture was recently proven
by Iyengar-Walker to be false [IW18], the conjecture and its consequences nevertheless high-
light the importance of understanding homological properties of free differential modules.
We hope that a notion of minimal free resolutions of differential modules will provide a new
and fruitful perspective on this topic; see the end of Section 1.2 for more details.

1.2. Results. Let R be graded local ring; that is, assume R =
⊕∞

i=0Ri is a Noetherian N-
graded ring with R0 local. How should one define a minimal free resolution of a differential

module D? A first guess might be to define it as a quasi-isomorphism F
'−→ D, where

F is free, and the differential ∂F on F is minimal, i.e. ∂F (F ) ⊆ mF . The problem with
this definition is that such resolutions are not unique up to isomorphism. For instance, let
R = Q[x]/(x2), and take D = 0. For any n > 0, we can take F = Rn, with differential given
by ∂F = x · idF ; the map (Rn, ∂F )→ (0, 0) is a quasi-isomorphism for all n.

The problem here is already present in the study of free resolutions of complexes of mod-
ules: a pair of minimal free resolutions F, F ′ of a chain complex C are only guaranteed to
be isomorphic if they are bounded below, i.e. Fi = 0 = F ′i for i � 0 [Rob98, Proposition
4.4.1]. The above example may be reinterpreted as a collection of non-isomorphic minimal
free complexes

· · · x−→ Rn x−→ Rn x−→ · · · ,
each of which is a free resolution of the 0 complex.

We are then led to ask: what is the right notion of “bounded below” in the setting of
differential modules? Avramov-Buchweitz-Iyengar’s work points toward the answer: a free
flag is a differential module of the form F =

⊕
i≥0 Fi, where each Fi is free, and ∂F (Fi) ⊆⊕

j<i Fj ([ABI07] Section 2).1 We define a free flag resolution of a differential R-module D

to be a quasi-isomorphism F
'−→ D, where F is a free flag.

It follows from the proof of [Sta18, Lemma 3.5] that every differential R-module admits a
free flag resolution; we discuss two ways to construct free flag resolutions in Section 2.2. We
can represent the differential of a free flag (F, ∂F ) as a matrix of the form



F0 F1 F2 F3 · · · Fn · · ·
F0 0 ∂1,0 ∂2,0 ∂3,0 · · · ∂n,0 · · ·
F1 0 0 ∂2,1 ∂2,0 · · · ∂n,1 · · ·

...
...

...
...

...
. . .

...
. . .

Fn−1 0 0 0 0 · · · ∂n,n−1 · · ·
Fn 0 0 0 0 · · · 0 · · ·

...
...

...
...

...
. . .

...
. . .


,

where each ∂i,j is a map of free modules. Notice that, if F is a free flag such that ∂(Fi) ⊆ Fi−1
for all i ≥ 1, then F can be viewed as a bounded below complex of free modules.

Since flags provide an analogue of bounded below complexes, a second guess might be
that a minimal free resolution of a differential R-module D should be a free flag resolution

1While [ABI07] do not equip their flags with splittings F =
⊕

i≥0 Fi of the filtration, we include the choice

of a splitting to streamline presentations of differentials as matrices.
2



F
'−→ D such that ∂F is minimal. Unfortunately, this definition has the opposite problem:

such resolutions don’t always exist.

Example 1.1. Let R = Q[x, y], with the standard grading. Take D = R⊕2, with differential

(1.1) ∂D =

(
xy −x2
y2 −xy

)
.

While D is free and minimal, it is observed in [ABI07] that it does not admit the structure
of a free flag (one can check this directly or see this from [ABI07, Rank Inequality], as in
[ABI07, Example 5.6]). It follows that D is not a free flag resolution of itself. In fact, we
will show in Example 5.8 that D does not admit any free flag resolution whose differential
is minimal.

However, it turns out that the differential module D in Example 1.1 is a summand of the
(non-minimal) free flag resolution F = R⊕4 of D with differential

∂F =


0 −y −x −1
0 0 0 −x
0 0 0 y
0 0 0 0

 ;

see Example 5.8 for details. In particular, summands of free flags need not be free flags.
This finally leads to our definition: a free resolution of a differential module D is a quasi-
isomorphism

ε : F
'−→ D

such that F is a free differential module, and ε factors as F → F̃ → D, where F̃ → D is a

free flag resolution, and F → F̃ is a split injection of differential modules. We say ε : F
'−→ D

is a minimal free resolution if ∂F is minimal.
For instance, the differential module D in Example 1.1 is a minimal free resolution of itself.

For an example that is minimal and free but is not a minimal free resolution of itself, consider
again the examples of R = Q[x]/(x2), F = Rn for n > 0, and ∂F = x · idF . Since each such
F is acyclic but not contractible, it cannot be a summand of a flag by [ABI07, Theorem 3.5].

To motivate our definition of a free resolution, we observe that an aspect of free flags that
makes them suitable to play the role of free resolutions is a certain lifting property: given a
pair of free flag resolutions F → D and F ′ → D′ and a morphism f : D → D′ of differential

modules, there is a morphism f̃ : F → F ′ that makes the square

F //

f̃
��

D

f
��

F ′ // D′

commute up to homotopy, and the lift f̃ is unique up to homotopy (see Lemma 2.11). But
summands of free flag resolutions also have this lifting property, so it is reasonable to also
use them to play the role of free resolutions. This subtlety is not present in the study of free
resolutions of complexes, because while a summand of a free flag need not be a free flag, a
summand of a bounded below complex of free modules is again a bounded below complex
of free modules (recall that R is graded local, so all projectives are free).
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We prove the following existence and uniqueness results for minimal free resolutions of
differential modules; see Theorem 4.2 below for a slightly more general statement. We note
that, throughout the paper, we denote the homology of a differential module D by H(D).

Theorem 1.2. Let D be a differential R-module such that H(D) is finitely generated.

(a) If H(D) has finite projective dimension, then D admits a minimal free resolution
M → D that is unique up to isomorphism of differential modules and such that M
has finite rank as an R-module.

(b) If R0 is a field, and the differential on D is homogeneous of degree 0, then D admits
a minimal free resolution M → D that is unique up to isomorphism of differential
modules. Any basis for M as an R-module has finitely many elements of degree j for
any j ∈ Z and no degree j elements for j � 0.

Remarks 1.3.

(1) The hypotheses in Theorem 1.2 provide finiteness conditions that are needed to apply
Nakayama’s Lemma to M . See also Remark 4.3.

(2) If D is finitely generated with zero differential, then the minimal free resolution of
D is just the usual minimal free resolution of the underlying module, considered as
a differential module.

(3) Passing from a free flag resolution to a minimal free resolution provides uniqueness
at the potential cost of the flag structure. In fact, minimal free resolutions have
genuinely distinct behavior from free flags. For instance, the minimal free resolution
D in Example 1.1 does not satisfy [ABI07, Rank Inequalities]. However, Theorem 1.4
gives a precise description of the relationship between the minimal free resolution of
D and the minimal free resolution of its homology, in the spirit of the above theorem
of Avramov-Buchweitz-Iyengar.

(4) One can define the Betti numbers βDM
j (D) of a differential module D in terms of

Tor, just as in classical homological algebra (see Section 5.1). If M is a minimal free
resolution of D, then βDM

j (D) is the number of degree j elements in any basis of M .

Our second main result shows that the minimal free resolution of a differential module is
closely related to–and is, in fact, a deformation of–the minimal free resolution of its homology,
providing the beginning of a structure theory for such resolutions. Here we state the result
for degree 0 differential modules; see Theorem 3.2 for the more general statement.

Theorem 1.4. Let D be a differential R-module whose differential is homogeneous of degree
0 and such that H(D) is finitely generated. Let

F0
∂1,0←− F1

∂2,1←− F2
∂3,2←− · · ·
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be a minimal free resolution of H(D). There exists a free flag resolution of D such that the
underlying module is

⊕
i Fi, and the differential has the form:

∂ =



F0 F1 F2 F3 · · · Fn · · ·
F0 0 ∂1,0 ∂2,0 ∂3,0 · · · ∂n,0 · · ·
F1 0 0 ∂2,1 ∂3,1 · · · ∂n,1 · · ·

...
...

...
...

...
. . .

...
. . .

Fn−1 0 0 0 0 · · · ∂n,n−1 · · ·
Fn 0 0 0 0 · · · 0 · · ·

...
...

...
...

...
. . .

...
. . .


.

The ∂i,j with i − j > 1 measure, in a sense, the extent to which D fails to be quasi-
isomorphic to its homology. In fact, one can use this result to produce an explicit degen-
eration (see Remark 3.1) from a resolution of the differential module D to a resolution of
the ordinary module H(D). This allows one to transfer structural results on minimal free
resolutions from the category of modules to that of differential modules. For instance, we
obtain an analogue of the Hilbert-Burch theorem for differential modules:

Corollary 1.5. Let R = k[x1, . . . , xn], and let D be a differential R-module whose differential
is homogeneous of degree 0. Assume that H(D) is a Cohen-Macaulay, codimension 2 quotient
of R. The minimal free resolution of D is of the form


R F1 F2

R 0 ∂1,0 ∂2,0
F1 0 0 ∂2,1
F2 0 0 0

,
where, setting r = rankF2, we have rankF1 = r + 1, and the entries of ∂1,0 are the r × r
minors of ∂2,1.

As noted earlier, Avramov-Buchweitz-Iyengar conjectured in [ABI07] that, if R is a lo-
cal ring, and F is a free flag differential module with nonzero finite length homology,
then rankF ≥ 2dimR. This was largely motivated by similar conjectures of Buchsbaum-
Eisenbud [BE77, p. 453] and Horrocks [Har79, Problem 24] about the minimal rank of
a free resolution of a nonzero finite length module. Walker recently proved a variant of
these conjectures for minimal free resolutions [Wal17], while Iyengar-Walker provided coun-
terexamples to Avramov-Buchweitz-Iyengar’s conjecture for flag differential modules [IW18].
Theorem 1.4 offers a new perspective on the tension between these recent results, providing
a comparison between the minimal free resolution of D and that of H(D), and showing that
the rank of the minimal free resolution of D can only be strictly smaller than the rank of
the minimal free resolution of H(D) when the maps ∂i,j for i− j > 1 in Theorem 1.4 are not
minimal. This raises a new question:

Question 1.6. Let R be a graded local ring of Krull dimension d, and let D be a differential
R-module such that H(D) is nonzero and has finite projective dimension and finite length.
Let M be the minimal free resolution of D. What is a maximal lower bound for rank(M) in
terms of d?
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Iyengar and Walker produce examples in [IW18] where H(M) = k⊕2 and where, for d
even, rankM =

(
d+2
d
2
+1

)
. Thus, any bound in Question 1.6 must be significantly smaller than

2d (see [IW18, Remark 4.9]). For instance, recent work of Banks-VandeBogert provides
examples where H(M) = k and where rankM = 2d−1 [BV22, Proposition 3.8].

The paper is organized as follows. Section 2 provides background on differential modules,
including a summary of how to construct free flag resolutions. We prove Theorem 1.4 in
Section 3. In Section 4, we introduce a minimization procedure for differential modules
and use it to prove Theorem 1.2. Section 5 contains a number of applications of our main
results to the study of Betti numbers, Cohen-Macaulay codimension two and Gorenstein
codimension three examples, and more.

Acknowledgements. We thank Maya Banks, David Eisenbud, Srikanth Iyengar, and Frank-
Olaf Schreyer for helpful conversations, and we thank the referee for their careful reading and
useful comments. The computer algebra system Macaulay2 [GS] provided valuable assistance
throughout our work.

Conventions. Throughout this paper, R denotes a graded local ring, by which we mean
an N-graded Noetherian (not necessarily commutative) ring R =

⊕
i≥0Ri, where R0 is (not

necessarily commutative) local ring.2 The arguments for graded local commutative rings
go through verbatim without the commutative hypothesis, so there is no cost to working
in this generality. Also, as noted above, we are partly motivated by applications involving
exterior algebras. All R-modules are left modules; moreover, all R-modules and morphisms
of R-modules are graded, though we may sometimes omit this hypothesis to avoid tedious
repetitions.

2. Background on differential modules

2.1. Basic definitions. Let a ∈ Z. A degree a differential R-module is a pair (D, ∂), where
D is an R-module, and ∂ : D → D(a) is a homogeneous, R-linear map such that ∂2 = 0.
A morphism D → D′ of degree a differential modules is a homogeneous map f : D → D′

satisfying f∂ = ∂′f .
We write DM(R, a) for the category of differential modules of degree a. The homology of

an object D ∈ DM(R, a) is the subquotient

ker(∂ : D → D(a)/ im(∂ : D(−a)→ D),

denoted H(D). A morphism in DM(R, a) is a quasi-isomorphism if it induces an isomorphism
on homology. A homotopy of morphisms f, f ′ : D → D′ in DM(R, a) is a morphism h : D →
D′(−a) of R-modules such that f − f ′ = h∂ + ∂′h. A differential module D ∈ DM(R, a)
is contractible if idD is homotopic to 0. The mapping cone of a morphism f : D → D′ in
DM(R, a) is the module D′ ⊕D(a) equipped with the differential

(D′ D(a)

D′(a) ∂′ f
D(2a) 0 −∂

)
.

2The Noetherian and local assumptions are not necessary in §2, except in the remarks concerning finitely
generated/minimal free flag resolutions in Constructions 2.7 and 2.8.
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Proposition 2.1. An object in DM(R, a) is contractible if and only if it is isomorphic to an
object of the form

(2.1) M ⊕M(a)

0 1
0 0


−−−−−→M(a)⊕M(2a)

for some R-module M .

Proof. An object of the form (2.1) may be equipped with the contracting homotopy

(
0 0
1 0

)
.

Conversely, suppose (D, ∂) ∈ DM(R, a) is contractible. Choose a contracting homotopy
h : D → D(−a). We first observe that, if z ∈ D is a cycle, then z = (∂h)(z); this implies
that H(D) = 0. Let Z denote the submodule of cycles in D, and consider Z ⊕ Z(a) as an

object in DM(R, a) with differential

(
0 1
0 0

)
. The map D → Z⊕Z(a) given by the transpose

of the matrix
(
1− h∂ ∂

)
is an isomorphism of differential modules with inverse

(
1 h

)
. �

Example 2.2. Any complex C = (· · · → Ci
∂i−→ Ci−1 → · · · ) of R-modules determines a

differential R-module, in the following way. We can “fold” C into an object in DM(R, a),
for any a ∈ A; that is, we take D =

⊕
iCi(ia) and ∂ : D → D(a) to be the map induced by

the ∂i. This gives a functor

Fold : Com(R)→ DM(R, a)

for all a. For example, let R = k[x, y], and take

K =

R
(
x y

)
←−−−−− R(−1)⊕2

−y
x


←−−−− R(−2)

 ,

the Koszul complex on x and y, concentrated in homological degrees 0, 1, and 2. The object
Fold(K) ∈ DM(R, a) has underlying module

D = R⊕R(a− 1)⊕2 ⊕R(2a− 2)

and differential

∂ =


R R(a− 1) R(a− 1) R(2a− 2)

R(a) 0 x y 0
R(2a− 1) 0 0 0 −y
R(2a− 1) 0 0 0 x
R(3a− 2) 0 0 0 0

.
Remark 2.3. The category DM(R, a) is equivalent to the category of left dg-modules over
the dg-algebra R[x, x−1] with trivial differential, where x has homological degree −1 and
internal degree a. The equivalence sends an object (D, ∂D) to the complex

· · · −x∂D−−−→ D
x∂D−−→ xD

−x∂D−−−→ · · ·
with the obvious R[x, x−1]-action. In particular, it follows from well-known results about
dg-modules that DM(R, a) is an abelian category. The above notions of quasi-isomorphism,
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homotopy, and mapping cone for differential modules all correspond, via this equivalence, to
the usual notions for complexes.

Remark 2.4. The categories DM(R, a) change as a varies. For instance, suppose R =
Z[x]/(x2), where |x| = 1. The category DM(R, 1) contains a rank 1 free differential module

that is exact but not contractible, namely R
x−→ R(1). But, when a 6= 1, DM(R, a) contains

no such object.
This marks a departure from the setting of chain complexes. If M →M ′ is an R-linear map

that is homogeneous of degree a, one can twist the source or target to form an equivalent map
that is homogeneous of degree 0; for this reason, it suffices to study complexes of graded
modules whose differentials are homogeneous of degree 0. But, as the previous example
illustrates, this trick doesn’t work in the setting of differential modules.

Remark 2.5. If R is graded by an arbitrary abelian group A, then one can define the category
DM(R, a) in the same way as above. As long as a version of Nakayama’s Lemma holds for
the A-graded ring R, one can apply standard techniques to extend all of the results in this
paper to this setting. For instance, our results extend to the case where R = k[x1, . . . , xn] is
equipped with the monomial Nn-multigrading, which is the focus of [DeV11].

2.2. Free flag resolutions. Recall the definition of a free flag resolution from Section 1.2.
The following result is well-known; cf. [Sta18, Proposition 3.5]:

Proposition 2.6. Every D ∈ DM(R, a) admits a free flag resolution.

We give two proofs of Proposition 2.6 (Constructions 2.7 and 2.8), as both constructions
will be useful in this paper.

Construction 2.7. This construction uses a Cartan-Eilenberg-type resolution and appears
in [Sta18, Lemma 3.5]. The base ring in [Sta18] is assumed to have finite global dimension
and is not graded, but the construction adapts easily to the graded case, and removing the
finite global dimension assumption just allows for the resolution to be infinitely generated.

In detail: let Z, B, and H denote the cycles, boundaries, and homology of D. We have
short exact sequences

0→ B → Z → H → 0 and 0→ Z → D → B(a)→ 0.

Choose a free resolution FB of B, and let GB be the same complex, but with GB
i = FB

i (ia).
Notice that the differential on GB is homogeneous of degree a, with respect to the internal
grading. Choose a free resolution FH of H, and define GH similarly. We obtain a differential
module G := GB ⊕GH ⊕GB(a) whose differential decomposes as ∂ + ε, where:

• ∂ : G → G(a) is the degree a folding (see Example 2.2) of a free resolution of D
obtained by applying the Horseshoe Lemma to the two above exact sequences, and
• ε : G → G(a) sends the third summand GB(a) of G to the first summand GB(a) of
G(a) via the identity.

One can check that a flag structure on G may given by

Gi = GB
i ⊕GH

i ⊕G
B(a)
i−1 .

Indeed, (∂ + ε) : G→ G(a) satisfies (∂ + ε)(Gi) ⊆ Gi−1(a)⊕Gi−2(a).
The rest of Stai’s argument goes through essentially verbatim. Note that, when D is

finitely generated, we can choose FB and FH so that they’re minimal, but the resulting free
8



flag resolution will still typically not be minimal. When FB and FH are finite free resolutions
whose terms are finitely generated, the resulting free flag resolution is finitely generated.

Construction 2.8. Our second construction mimics the usual algorithm for resolving a
module. Choose a set of cycles in D that descends to a homogeneous generating set of
H(D). Let F0 be a free R-module with basis indexed by this set, where the basis element
corresponding to a cycle c is in degree |c|. Regard F0 as a differential module with trivial
differential, and let ε0 : F0 → D be the morphism of differential modules that sends each basis
element to its associated cycle. Next, choose a set of cycles in cone(ε0) that descends to a
homogeneous generating set of H(cone(ε0)). Construct F1 in the same way as F0, and define
ε1 : F1 → cone(ε0) in the same way as well. Notice there is a natural map cone(ε0)→ cone(ε1).
Continuing in this way, we get a sequence

cone(ε0)→ cone(ε1)→ cone(ε2)→ · · ·

of differential modules. Taking the colimit, we obtain a flag F =
⊕

i≥0 Fi and a quasi-

isomorphism ε : F
'−→ D. If H(D, ∂) is finitely generated, then we can choose minimal

generating sets in every step of this process, yielding a free flag resolution where Fi is finitely
generated for all i.

Remark 2.9. Constructions 2.7 and 2.8 can both be implemented in a computer algebra
package. It would be interesting to understand which of these constructions–or perhaps
even some other construction–is the most efficient.

Remark 2.10. Just like free resolutions of modules, free flag resolutions of differential modules
are not unique. But there is an additional choice involved when constructing a free flag
resolution: not only are the differential and underlying module of a free flag resolution not
unique, but, once these are fixed, the flag structure is not unique.

For instance, take R = k[x, y], where k is a field, and let D be the differential module

k
0→ k in DM(R, 0). A natural choice for a free flag resolution F

'−→ D is to set F0 = R,F1 =
R(−1)⊕2, and F2 = R(−2); and to equip F = F0⊕F1⊕F2 with the Koszul differential. But
another flag resolution is given by setting F0 = R,F1 = R(−1), F2 = R(−1) and F3 = R(−2)
with differential

R(−2)
−y //

x

77
R(−1)

0 //

x

%%
R(−1)

y // R.

There are infinitely many other choices for the flag structure on this resolution.

We now turn to the lifting property of free flag resolutions. In classical homological algebra,
maps of modules may be lifted to maps on free resolutions. A similar statement holds for
differential modules: given a diagram

(2.2) F
ε // D

f
��

F ′
ε′ // D′
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in DM(R, a), where ε and ε′ are free flag resolutions, there is a map f̃ : F → F ′ that makes
the diagram commute, up to homotopy. More generally, we have the following result. The
proof is similar to the proof of the analogous statement for complexes.

Lemma 2.11 (cf. [FHT01] Proposition 6.4). Suppose we have a diagram of differential
R-modules of degree a, as in (2.2), where F is a summand of a free flag, and ε′ is a quasi-

isomorphism. There is a morphism f̃ : F → F ′ that makes (2.2) commute up to homotopy,

and f̃ is unique up to homotopy.

Remark 2.12. It follows immediately from the definition that free resolutions of differential
modules inherit the lifting property of Lemma 2.11.

3. Degeneration to the homology

In this section, we prove Theorem 1.4. We will use the following elementary fact: if
(F, ∂) is a differential module, and Q : F → F is an automorphism of F , then (F,Q−1∂Q) is
isomorphic to (F, ∂) as a differential module.

Remark 3.1. Here is the sense in which the minimal free resolution of H(D) is a degeneration
of the minimal free resolution of D. Consider the differential appearing in Theorem 1.4.
Multiplying ∂i,j by ti−j−1 yields a family of free differential modules over R[t] that are quasi-

isomorphic to D for t 6= 0 and quasi-isomorphic to H(D)
0→ H(D) for t = 0.

We now prove the following generalization of Theorem 1.4, allowing a 6= 0, which compli-
cates the notation somewhat:

Theorem 3.2. Let D ∈ DM(R, a), and assume that H(D) is finitely generated. Let

F0
∂1,0←− F1

∂2,1←− F2
∂3,2←− · · ·

be a minimal free resolution of H(D), twisted so that all maps are homogeneous of degree
a.3 There exists free flag resolution of D, where the underlying module is

⊕
i Fi and the

differential has the form:

∂ =



F0 F1 F2 F3 · · · Fn · · ·
F0(a) 0 ∂1,0 ∂2,0 ∂3,0 · · · ∂n,0 · · ·
F1(a) 0 0 ∂2,1 ∂3,1 · · · ∂n,1 · · ·

...
...

...
...

...
. . .

...
. . .

Fn−1(a) 0 0 0 0 · · · ∂n,n−1 · · ·
Fn(a) 0 0 0 0 · · · 0 · · ·

...
...

...
...

...
. . .

...
. . .


.

Proof. Apply Construction 2.7 to get a free flag resolution of D of the form GB⊕GH⊕GB(a),
with GH and GB constructed from minimal free resolutions of the homology and boundaries

3Thus, replacing Fi by Fi(−ia) and considering the same maps would yield a minimal free resolution of
H(D) that is homogeneous of degree 0. See Remark 2.4.
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of D, respectively. The differential on this free flag resolution is of the form

∂ =


GB GH GB(a)

GB(a) ∂B α id +γ
GH(a) 0 ∂H β
GB(a)(a) 0 0 ∂B

,
where ∂B and ∂H are the differentials on GB and GH . Here, the map “id” in the upper-right
corner arises from the map ε from Construction 2.7. The rest of the matrix arises from the
map ∂ in Construction 2.7, i.e. the differential on the free resolution of the underlying module
of D obtained by applying the Horseshoe Lemma twice. We set τ := id +γ. Note that γ
is nilpotent, since it decreases homological degree and GB is a bounded below complex. It
follows that τ is invertible, with inverse id−γ + γ2 − γ3 + · · · . We now partially minimize
this differential module. We start by conjugating by the diagonal matrixid 0 0

0 id 0
0 0 τ−1

 ,

yielding the differential

∂′ =

∂B α id
0 ∂H βτ−1

0 0 τ∂Bτ−1

 .

Since (∂′)2 = 0, we have the relations

(3.1) ∂Bα + α∂H = 0, ∂B + αβτ−1 + τ∂Bτ−1 = 0, ∂Hβτ−1 + β∂Bτ−1 = 0.

Next, we let Q be the automorphism

Q =

 id 0 0
βτ−1 id 0
τ∂Bτ−1 −α id

 ;

note that

Q−1 =

 id 0 0
−βτ−1 id 0

−τ∂Bτ−1 − αβτ−1 α id

 .

A direct computation, using the relations in (3.1), shows that

Q−1∂′Q =

0 0 id
0 ∂H − βτ−1α 0
0 0 0


It follows that our free flag resolution is isomorphic, as a differential module, to the direct
sum of (GH , ∂H − βτ−1α) and a contractible differential module. In particular, there is a

quasi-isomorphism (GH , ∂H − βτ−1α)
'−→ D. Using that τ−1 = id−γ + γ2− γ3 + · · · , we see

11



that the resulting differential has the form:



GH
0 GH

1 GH
2 GH

3 GH
4 · · ·

GH
0 (a) 0 ∂H1 −β1α2 β1γ2α3 −β1γ2γ3α4 · · ·

GH
1 (a) 0 0 ∂H2 −β2α3 β2γ3α4 · · ·

GH
2 (a) 0 0 0 ∂H3 −β3γ4 · · ·

GH
3 (a) 0 0 0 0 0 · · ·

...
...

...
...

...
...

. . .

.
Here, αi denotes the restriction of α to GH

i , and similarly for βi and γi. This is clearly a free
flag resolution, completing the proof. �

Remark 3.3. The proof of Theorem 1.4 gives an explicit formula for the entries of ∂i,j in
terms of the chain maps α, β, γ arising from the applications of the Horseshoe Lemma. The
entries ∂i,i−1 are always minimal, since they come from a minimal free resolution of H(D).
Every other entry has both an α and a β term, and thus if either α or β is minimal, then
F itself is a minimal free resolution of D. On the other hand, if any ∂i,j for i − j > 1 is
not minimal, the minimal resolution of D has smaller rank than the minimal resolution of
H(D). This happens, for instance, in Example 1.1.

Remark 3.4. In [ABI07], the free class of a free flag F is defined to be the minimal ` such that
F has a flag structure F = F0⊕F1⊕· · ·⊕F`. One can extend this definition to an arbitrary
differential module over a local ring by setting the free class of D to be the minimal ` such
that D admits a free flag resolution F → D where F has free class `. Theorem 1.4 implies
that the free class of D is always bounded above by the projective dimension of H(D). It
would be interesting to better understand when this inequality is an equality and when it
is a strict inequality. For instance, if H(D) is Cohen-Macaulay and has finite projective
dimension, then combining Theorem 1.4 with [ABI07, Class Inequality] implies that D has
free class exactly equal to the projective dimension of H(D).

4. Minimal free resolutions

Recall that R is a Noetherian, N-graded ring R =
⊕

i≥0Ri, where R0 is a local ring. We
write m for the maximal ideal of R, which is the sum of the maximal ideal of R0 and the
maximal homogeneous ideal R+. We say a morphism f : M → N of R-modules is minimal if
f(M) ⊆ mN . We write k for R/m.

In this section, we prove our existence and uniqueness results for minimal free resolutions.
We first introduce a minimization procedure for finitely generated, free differential modules.

Proposition 4.1. If F is a finitely generated free differential R-module, then F ∼= M ⊕ T ,
where M is minimal and T is contractible.

Proof. If F is minimal, then we are done, so assume otherwise. Choose a basis of F , and
view ∂F as a matrix with respect to this basis. We first observe that the condition ∂2F = 0
forces ∂F to have a unit entry u that does not lie on the diagonal. Indeed, suppose that the
(i, i) entry of ∂F is u, but no other entries in row i or column i are units. Then the (i, i)
entry of ∂2F is u2 modulo the maximal ideal, which is impossible since ∂2F = 0. Without loss
of generality, we assume that the (2,1) entry is a unit.

12



Let B be the matrix corresponding to the row operations that zero out all other entries
in the first column of ∂F . The matrix B∂FB

−1 has the form

B∂FB
−1 =


0 a1,2 a1,3 · · ·
u a2,2 a2,3 · · ·
0 a3,2 a3,3 · · ·
0 a4,2 a4,3 · · ·
...

...
...

. . .

 .

Let C be the matrix corresponding the column operations that zero out all the other entries
in the second row of B∂FB

−1. This is an identity matrix, except in the top row. It follows
that C−1B∂FB

−1C has the form

C−1B∂FB
−1C =


0 a′1,2 a′1,3 · · ·
u 0 0 · · ·
0 a′3,2 a′3,3 · · ·
0 a′4,2 a′4,3 · · ·
...

...
...

. . .

 .

The fact that this matrix squares to zero and u is a unit then forces the first row and the
second column of this matrix to also be zero, yielding:

C−1B∂FB
−1C =


0 0 0 · · ·
u 0 0 · · ·
0 0 a′3,3 · · ·
0 0 a′4,3 · · ·
...

...
...

. . .

 .

Since B and C are automorphisms of F , we conclude that F = F ′ ⊕ T for some differential

module F ′, where T is a rank 2 free R-module, and ∂T =

(
0 0
u 0

)
. Finally, by changing

basis on T via the diagonal matrix (1, u−1), we can assume u = 1. If F ′ is minimal, then
we are done; otherwise, we iterate. The process terminates because the rank of F ′ is strictly
smaller than the rank of F , which is finite. �

We are now ready to prove our existence and uniqueness results for minimal free resolutions
of differential modules:

Theorem 4.2. Let D ∈ DM(R, a).

(a) If D admits a free flag resolution F → D such that F is finitely generated, then
D admits a minimal free resolution M → D that is unique up to isomorphism of
differential modules, and where M is finitely generated.

(b) If R0 is a field, and D admits a free flag resolution F =
⊕

Fi with Fi finitely generated
for all i and such that

– each graded component (F )j is finite dimensional over R0, and
– the graded components (F )j vanish for j � 0,

then D admits a minimal free resolution that is unique up to isomorphism of differ-
ential modules.

13



Note that Theorem 4.2 implies Theorem 1.2 from the introduction. Indeed, Theorem 1.4
shows that if H(D) has finite projective dimension, then D admits a finite free flag resolution;
thus Theorem 4.2(a) implies Theorem 1.2(a). If, on the other hand, D has degree 0, then
Theorem 1.4 yields a flag resolution F satisfying the hypotheses of Theorem 4.2(b); it follows
that Theorem 4.2(b) implies Theorem 1.2(b).

However, the hypotheses of Theorem 4.2 are strictly weaker than those of Theorem 1.2:
Example 5.12 below shows that D can have a finitely generated flag resolution even when
H(D) has infinite projective dimension, and any D ∈ DM(R, a) will satisfy the hypotheses
of Theorem 4.2(b) if R = k[x1, . . . , xn]/(f) is a graded hypersurface ring where deg(f) > 2a.

Proof of Theorem 4.2. We first address the existence statements in parts (a) and (b). Exis-
tence in part (a) is immediate from Proposition 4.1. To prove existence in (b), we use Zorn’s
Lemma. Let F be a free flag resolution satisfying the conditions in part (b), and let Σ be
the set of all contractible differential submodules C of F such that the inclusion C ↪→ F of
differential modules admits a splitting. The set Σ is a nonempty poset under inclusion. Let
C1 ⊆ C2 ⊆ · · · be a chain in Σ. Each Ci is a summand of Ci+1; for each i ≥ 1, choose Ti such
that Ci = Ti⊕Ci−1 (take T1 = C1). We claim that

⊕
i≥1 Ti ∈ Σ. Indeed, we have morphisms

F → Ti for each i, and therefore a morphism F →
∏

i≥1 Ti. Since the graded components
of F are finite dimensional over R0, this morphism must factor through

⊕
i≥1 Ti; moreover,

the induced map F →
⊕

i≥1 Ti is surjective. It is easy to check that free contractible objects
in DM(R, a) are projective, and therefore this surjection splits. Thus,

⊕
i≥1 Ti ∈ Σ, and

it is clearly an upper bound for our chain. Applying Zorn’s Lemma, we choose a maximal
element C of Σ. Write F = M ⊕ C. If M is not minimal, we can apply Proposition 4.1
to split a contractible summand from M , contradicting the maximality of C. Thus, M is a
minimal free resolution of D.

As for uniqueness, choose two minimal free resolutions M and M ′ of D. Applying
Lemma 2.11 to the identity map on D, we may choose morphisms of differential modules
α : M →M ′ and β : M ′ →M and homotopies h and h′ such that

βα− idM = h∂M + ∂Mh

αβ − idM ′ = h′∂M ′ + ∂M ′h
′.

Since ∂M and ∂M ′ are minimal, we conclude that βα = idM and αβ = idM ′ modulo m.
Now, for uniqueness in part (a): the proof of existence in part (a) shows that we can

assume that M is a finite rank free module. Since αβ = idM ′ modulo m, this implies that M ′

must also have finite rank. The fact that β and α are isomorphisms follows from Nakayama’s
Lemma. For (b): the proof of existence in (b) shows that we can assume that the underlying
module of M has the form

⊕
j∈ZR(−j)βj , where βj = 0 for j � 0 and is finite for all j.

Since αβ = idM ′ modulo m, the underlying module of M ′ is a summand of the underlying
module of M , and so it has the same form. The fact that β and α are isomorphisms now
follows from the graded version of Nakayama’s Lemma. �

Remark 4.3. We include a few words about the difficulty of loosening the hypotheses on D
in Theorem 4.2. Suppose D admits a free flag resolution F such that Fn is finitely generated
for all n; this is the case, for instance, when the homology of D is finitely generated. In
this case, one can use Proposition 4.1 to minimize any finite piece F0 ⊕ · · · ⊕ Fn of the flag
F . Taking an appropriate limit, one can construct a minimal differential submodule M of
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F such that the inclusion M ↪→ F is a quasi-isomorphism. But, without the additional
finiteness assumptions on F in Theorem 4.2, determining whether M is a summand of F
becomes difficult.

Extending our uniqueness results creates similar problems. The lifting property in Lemma
2.11 does not immediately imply uniqueness unless one can apply Nakayama’s Lemma to
M . For instance, if R is a (trivially graded) local ring, and M is a free R-module with
countably infinite basis, there exist maps M →M that are the identity modulo m but that
fail to be surjective. This problem doesn’t arise when proving the uniqueness of minimal free
resolutions of modules, because such resolutions are finitely generated in each homological
degree, and chain maps respect homological degree.

5. Examples and Applications

5.1. Betti numbers of differential modules. Given D ∈ DM(R, a) and an R-module N ,
we define

TorRDM(D,N) = H(F ⊗R N),

where F is a free resolution of D, and F ⊗R N is equipped with the differential ∂F ⊗ id. It
follows from Lemma 2.11 that this definition doesn’t depend on the choice of F . We define
the Betti numbers of D to be given by

βDM
j (D) = dimk TorRDM(D, k)j,

where TorRDM(D, k)j is the degree j part of the Tor group. Recall from Remarks 1.3 that, if
D admits a minimal free resolution M , then βDM

j (D) is the number of degree j elements in
any basis of M .

Given an ordinary R-module N , denote its Betti numbers by βi,j(N) := dimk Tori(N, k)j.
We have the following result bounding the Betti numbers of D in terms of those of H(D).

Corollary 5.1. Let D ∈ DM(R, a), and suppose H(D) is finitely generated. We have

βDM
j (D) ≤

∞∑
i=0

βi,j+ia(H(D)).

If a = 0, then we also have

βDM
j (D) ≡

∞∑
i=0

βi,j(H(D)) (mod 2).

Proof. This follows in a straightforward manner from Theorem 3.2. In more detail, let F
be a free flag resolution of D as in Theorem 3.2. Write bj :=

∑∞
i=0 βi,j+ia(H(D)), so that

F =
⊕

j R(−j)bj . By definition, βDM
j (D) is the number of copies of k(−j) in the homology

of

F (−a)/m
∂→ F/m

∂→ F (a)/m.

Focusing on the degree j part, we see that βDM
j (D) equals the rank of the homology of

k(−j + a)bj−a(−a)
α→ k(−j)bj α′→ k(−j − a)bj+a(a),

where α, α′ are the restrictions of ∂ to the relevant summands. Thus βDM
j (D) = bj−rankα−

rankα′. Both statements follow. �
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Example 5.2. Let D be a degree 0 differential module such that H(D) has a pure resolution;
that is, the minimal free resolution of H(D) has the form F0 ← F1 ← · · · , where each Fi is
generated in a different degree. Then the differential ∂F in Theorem 1.4 must be minimal,
and thus the Betti numbers of D are the same as those of H(D). This begs the question: is
there a Boij-Söderberg theory [BS08,ES09,Flø12] for differential modules?

Example 5.3. Let D ∈ DM(R, 0). If, for every j ∈ Z, there is at most one integer i such
that βi,j(H(D)) 6= 0, then the Betti numbers of D equal those of H(D). For instance, let
R = k[x1, . . . , xn], and assume that H(D) = R/(f1, . . . , fc), where f1, . . . , fc is a regular
sequence such that deg(fi) = 2i for all 1 ≤ i ≤ c. We have that βDM

j (D) = 1 for all

0 ≤ j < 2c+1.

Example 5.4. The Betti numbers of differential modules can behave quite differently as
one varies the degree a. For instance, let R = k[x]/(x2), where deg(x) = 1. For any a ∈ Z,

we can consider the differential module D given by k
0−→ k(a) as an object in DM(R, a).

This has the following Betti numbers, as a varies from 0 to 2:

a βj(D)
0 1 for all j ≥ 0, and 0 for all j < 0
1 ∞ for j = 0, and 0 for all j 6= 0
2 1 for all j ≤ 0, and 0 for all j > 0.

Remark 5.5. Assume that R0 is a field and that R is generated in degree 1. We set
regDM(D) := max{j : βDM

j (D) 6= 0}. We already noted in Remark 2.4 that the categories
DM(R, a) can differ as one varies a. Consider the following observations:

(1) Every finitely generated D ∈ DM(R, 0) satisfies regDM(D) <∞ ⇐⇒ R is regular.
(2) Every finitely generated D ∈ DM(R, 1) satisfies regDM(D) <∞ ⇐⇒ R is Koszul.

The first statement is immediate from Theorem 3.2, and the second statement follows from
Theorem 3.2 and [AP01, Theorem 1 and Corollary 3]. In particular, the properties of
DM(R, a) for different a seem to be related to interesting homological phenomena.

5.2. Minimal free flag resolutions. When D ∈ DM(R, 0), D has finitely generated ho-
mology, and R0 is a field, one need not choose between a minimal resolution and a flag
resolution.

Proposition 5.6. Assume R0 is a field and that D is an object in DM(R, 0) with finitely

generated homology. Let d be any integer such that the minimal free resolution M
'−→ D

is generated in degree ≥ d. The resolution M admits a flag structure given by the splitting

M =
⊕

j∈ZMj, where Mj = R(−j − d)β
DM
j+d(D).

Proof. After replacing D by D(d), we can assume that d = 0 and that M is generated in
degree ≥ 0. With this hypothesis, Mj is generated entirely in degree j. Since the differential
on M is minimal, it must send Mj to

⊕
i<jMi, thus yielding a flag structure. �

Remark 5.7. In the situation of Proposition 5.6, the following variant of Construction 2.8 can
be used to iteratively produce the minimal free resolution. Since H(D) is finitely generated,
we can twist by some d ∈ Z so that H(D) lives in entirely in degrees ≥ 0. Let b0 :=
rankH(D)0, and let ε0 : Rb0 → D be a map whose image descends to a basis of H(D)0. Then
cone(ε0) is a finitely generated differential module whose homology lives entirely in degrees
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≥ 1. We then define ε1 : R(−1)b1 → cone(ε0) analogously. The resulting free differential
module is a flag by construction and minimal for degree reasons.

Example 5.8. We return to Example 1.1, where R = Q[x, y], D = R⊕2, and ∂D : R⊕2 →
R(2)⊕2 is the matrix (

xy −x2
y2 −xy

)
.

We saw in Example 1.1 that D does not admit the structure of a free flag. We will now show
that D does not even admit a free flag resolution that is minimal. By uniqueness of minimal
free resolutions, it suffices to check that D is its own minimal free resolution. There is a free

flag resolution ε : F
'−→ D, where F = R⊕4,

∂F =


0 −y −x −1
0 0 0 −x
0 0 0 y
0 0 0 0

 , and ε =

(
x −1 0 0
y 0 1 0

)
.

If A =


−1 0 0 0
x −1 0 0
y 0 1 0
0 −y −x −1

 , then A∂FA
−1 =


0 0 0 −1
0 xy −x2 0
0 y2 −xy 0
0 0 0 0

 .

In particular, F is isomorphic to the direct sum of D and a contractible differential module.
Since ∂D is minimal, this implies that D is its own minimal free resolution.

5.3. The structure of special minimal free resolutions. Theorem 1.4 allows one to
use results about minimal free resolutions of modules to prove structural results for certain
special families of differential modules. Corollary 1.5 provides one such example, and we
now provide a brief proof of that fact.

Proof of Corollary 1.5. Theorem 1.4 combined with the Hilbert-Burch Theorem [Eis95, The-
orem 20.15] provides a flag free resolution of D of the form

(5.1)


R F1 F2

R 0 ∂1,0 ∂2,0
F1 0 0 ∂2,1
F2 0 0 0

.
For degree reasons, the free module F2 cannot have any generators of degree 0, and thus ∂2,0
must be minimal. Since ∂1,0, ∂2,1 came from a minimal free resolution, this implies that the
entire differential is minimal, and so F is the minimal free resolution of D. �

Example 5.9. In the setup of Corollary 1.5, there can be many non-isomorphic differential
modules D with a fixed H(D). For instance, let R = k[x1, . . . , xn] be a standard graded
polynomial ring over a field, and assume that H(D) = R/(x1, x2). By Theorem 1.4, every
such D ∈ DM(R, 0) has a minimal free resolution of the form

0 x1 x2 q
0 0 0 −x2
0 0 0 x1
0 0 0 0

 ,
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where q ∈ R is some quadratic form. By changing basis, we can eliminate any terms in
q involving x1 or x2, and we see that such modules D are in bijection with quadratics in
x3, . . . , xn.

Example 5.10. Now, suppose D is as in Corollary 1.5, except we allow the degree of the
differential on D to possibly be nonzero. Again, by combining Theorem 1.4 with the Hilbert-
Burch Theorem [Eis95, Theorem 20.15], we obtain a free flag resolution of the form (5.1). If
F2 has a degree 0 generator, which is only possible when a > 1, then this resolution may fail
to be minimal. This is precisely what happens in Example 5.8.

We obtain a similar structural result when H(D) is a Gorenstein codimension 3 algebra.

Example 5.11. Let R be a polynomial ring over a field, and let D ∈ DM(R, 0) such
that H(D) is a Gorenstein codimension 3 quotient of R. Theorem 1.4, combined with the
Buchsbaum–Eisenbud structure theorem for such algebras [BE77], implies that D has a flag
resolution of the form 

R F1 F2 R(−e)
R 0 ∂1,0 ∂2,0 ∂3,0
F1 0 0 ∂2,1 ∂3,1
F2 0 0 0 ∂3,2
R(−e) 0 0 0 0

,
where ∂2,1 is a (2n+1)×(2n+1) skew-symmetric matrix, ∂1,0 consists of the 2n×2n principal
Pfaffians of ∂2,1, and ∂3,2 is the transpose of ∂1,0. For degree reasons, neither F2 nor F3 have
summands of degree 0 or e, and so F must equal the minimal free resolution of D. Many
non-trivial examples of this form exist. For instance, one can freely choose ∂3,0 and ∂2,0 and
then set ∂3,1 to be the negative transpose of ∂2,0.

Example 5.12. Theorem 1.4 shows that if H(D) has finite projective dimension, then the
minimal free resolution of D is finitely generated. It can also be the case that the minimal free
resolution of D is finite even when H(D) has infinite projective dimension. For example,
if R = k[x]/(x2) with deg(x) = 1, consider D = R(−a) ⊕ R(−1) ∈ DM(R, a) with the
differential (

0 x
0 0

)
.

The homology of D is k(−a)⊕ k(−2), which has infinite projective dimension. By contrast,
D is the minimal free resolution of itself.
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