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Abstract—To meet the extreme compute demands for deep
learning across commercial and scientific applications, dataflow
accelerators are becoming increasingly popular. While these
“domain-specific”’ accelerators are not fully programmable like
CPUs and GPUs, they retain varying levels of flexibility with
respect to data orchestration, i.e., dataflow and tiling optimiza-
tions to enhance efficiency. There are several challenges when
designing new algorithms and mapping approaches to execute
the algorithms for a target problem on new hardware. Previous
works have addressed these challenges individually. To address
this challenge as a whole, in this work, we present a HW-SW co-
design ecosystem for spatial accelerators called Union' within the
popular MLIR compiler infrastructure. Our framework allows
exploring different algorithms and their mappings on several
accelerator cost models. Union also includes a plug-and-play
library of accelerator cost models and mappers which can easily
be extended. The algorithms and accelerator cost models are
connected via a novel mapping abstraction that captures the
map space of spatial accelerators which can be systematically
pruned based on constraints from the hardware, workload, and
mapper. We demonstrate the value of Union for the community
with several case studies which examine offloading different
tensor operations (CONV/GEMM/Tensor Contraction) on diverse
accelerator architectures using different mapping schemes.

Index Terms—Spatial accelerators, MLIR, Deep learning

I. INTRODUCTION

Numerous custom ASIC accelerators have emerged in the
recent past to effectively exploit massive parallelism and
locality in the Machine Learning (ML) applications. The most
popular examples, such as TPU [1], xXDNN [2], RAPID [3],
are based on the systolic arrays. There are also more advanced
forms including NVDLA [4], Eyeriss [5], ShiDianNao [6]
and MAERI [7]. These accelerators have demonstrated lower
runtime and higher energy efficiency relative to existing pop-
ular architectures such as multi-core CPUs and many-core
GPUs [1]. The main architectural features that distinguish
these “spatial” accelerators from CPUs and GPUs are par-
allelism using hundreds to thousands of processing elements
(PEs), efficient communication using a fast network-on-chip
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(NoC) to connect those PEs, and aggressive data reuse using
private/shared scratchpad buffers with efficient scheduling.

The success of these accelerators within the context of ML
draws researchers’ attention to using these accelerators in other
compute-intensive domains as well, such as High Performance
Computing (HPC) applications. On the other hand, the ac-
celerators are evolving rapidly with novel designs to support
new application targets or to provide better performance.
Comparing all those novel designs and understanding whether
they can be good solutions to a specific algorithm/workload
have become incredibly difficult for computer architects and
compiler researchers. Hence, there is a strong need for a
flexible, composable, and reusable framework for evaluating
new algorithms, their mappings on new spatial accelerator
architectures.

There are three critical components, algorithm/workload,
mapping, and hardware for such an ecosystem. In the previous
works, these are tightly coupled to each other. For example,
simulators [8], [9] and analytical cost models [10], [11] are
focusing on a limited set of accelerators. They are also tightly
coupled to a set of tensor operations as their inputs. New
high level interfaces or new algorithms sometimes require
intrusive changes to the cost models. In this work, we develop
unified abstractions in order to design a modular framework
and mitigate the aformentioned problems.

The workload inputs for cost models vary depending on
the cost models as well. State of the art cost models require
users to translate the operation in a specific format for the
cost model [11] or translate a coarse-grained operation into
fine-grained operations that the cost model understands [10].
Since this process is different depending on the frameworks, it
requires manual efforts by users, which can be error-prone and
tedious. A unified workload abstraction for the cost models
that we are presenting would get rid of this inefficiency. The
current cost models also differ in the mapping abstractions.
For example, MAESTRO [10] uses data-centric mapping, In-
terstellar [12] uses Halide scheduling, and Timeloop [11] uses
loop-nest mapping. These abstractions have different strengths
and limitations in expressing all possible mappings of various
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tensor computations and estimating cost metrics for these
mappings on a new accelerator. The existing mappers [11]-
[17], which find optimal mappings for the target workload
and accelerator, are tightly dependent on their cost models
due to the different mapping representations. This limits the
interoperability and reusability of the mappers even though
conceptually mappers could be used among different cost
models if they use a unified mapping abstraction. Finally, a
unified hardware abstraction is needed to represent a broad
set of accelerators with diverse interconnects and memory
hierarchies [7], [18]-[20] to explore future hardware designs.

This work introduces Union, a unified ecosystem to evaluate
tensor operations on spatial accelerators while addressing the
challenges mentioned above. The ecosystem is designed with
unified abstractions at every level, starting from a tensor
operation and its mapping description to hardware description.
These abstractions enable the usage of different mappers
and cost models interchangeably. Also, these abstractions are
generic enough to use for future cost models and mappers.
Our ecosystem leverages the recently introduced MLIR infras-
tructure [21] to integrate with different high-level languages
or frameworks, such as Tensorflow, PyTorch for ML, and
COMET [22] for HPC. To the best of our knowledge, Union
is the first framework unifying multiple high-level frameworks
for tensor computations, mappers, and cost models for spatial
accelerators. We believe that our work would reduce the
burden of computer architects, compiler researchers, and algo-
rithm designers with our unified abstractions and ecosystem.
In summary, the contributions of this paper are listed below:

« We provide a plug-and-play unified ecosystem to quickly
evaluate tensor operations in various domains such as ML
and HPC on spatial accelerators leveraging the MLIR
infrastructure.

o We introduce new unified abstractions to describe tensor
operations and their mappings on spatial accelerators to
integrate different mappers and cost models. This allows
us to evaluate diverse tensor operations from HPC kernels
and ML use cases.

o We introduce operation-level/loop-level analysis to iden-
tify operations to be evaluated with the target spatial
accelerator using a cost model.

o We show how our framework can be used with various
workloads using different mappers and cost models for
the diverse set of accelerators, including flexible and
chiplet-based ones. The studies provide an inspiration
for the future co-design of tensor operations and spatial
accelerators.

We believe Union framework could enhance the co-design
opportunities between compiler researchers, algorithm devel-
opers, computer architects and simulation tool developers.

II. BACKGROUND
A. Tensor Operations

In this section, we discuss several key tensor operations
across ML and HPC.

Algorithm 1: A loop nest for a CONV2D Operation
Input: JA: An input activation with [n][c][x][y]
OA: An output activation with [k][c][z'][v/]
F: An array of filters with [k][c][r][s]
stride: Stride for sliding windows
for n = 0 to N-1 do
for k = 0 to K-1 do
for x = 0 to (X-R) / stride do
for y = 0 to (Y-S) / stride do
for c = 0 to C-1 do
for r = 0 to R-1 do
for s = 0 to S-1 do

xx =z X stride +r

yy =y X stride + s
10 OA[n][k[ally]+ =
LA[][k)jwz]lyy] x FlK]lr]ls]
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Algorithm 2: A loop nest for a TC Operation

Input: A: A 4D input tensor with [d][f][g][b]
B: A 4D input tensor with [g][e][a][c]

C': A 6D output tensor with [a][b][c][d][e][f]

1 for a = 0 to A-1 do

2 | for b =0 to B-1 do

3 for c = 0 to C-1 do
4 for d = 0 to D-1 do
5

6

7

8

for e = 0 to E-1 do
for f= 0 to F-1 do
for g = 0 to G-1 do
Cla][b][c][d][e][f]+ =
Ald][f]lg][b] x Blg]le]lallc]

Deep Neural Network (DNN) Models. Recently, DNN
models are outperforming other ML conventional techniques
in various domains. Convolution layers and fully-connected
layers form the bulk of most DNN models, with the former
dominating computer vision models and the latter dominat-
ing Natural Language Processing (NLP) and recommendation
models. From an acceleration perspective, the 2D convolution
(CONV2D) and generalized matrix-multiplication (GEMM)
operations are being widely used to represent these two
layers respectively. The algorithm 1 describes the convolution
operation using the loop nest representation. Some accelerators
such as TPU [1] use algorithmic transformations such as the
im2col [26] to convert CONV2D to the GEMM operation
while others directly compute convolution operations.

HPC Kernels. Tensor Contraction (TC) operations are gen-
eralization of matrix multiplications with arbitrary dimensions.
They are popular in HPC domains including many scientific
and engineering problems, such as quantum chemistry and
finite-element methods. For example, the perturbative triples
correction in couple cluster CCSD(T) [27] methods used in
the NWChem computational chemistry framework [28], [29]
produces a 6D output tensor from two 4D inputs tensor. The



TABLE I
COMPARISON OF OUR FRAMEWORK UNION WITH OTHER EXISTING FRAMEWORKS.
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B loops Loop-centric from TF (ML)
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Interstellar [12] Spatial Generic Heuristics legd Hahd‘e 3level N/A Co-design
operations scheduling accelerators
XLA TPU Custom Custom LHLO LHLO ffeTcllaﬁUc TF (ML) Compilation
ZigZag [24] Spatial Generic | Heuristics, LOMA I\IIeSted Memory-target | p0 o chical N/A Co-design
0ops Loop-centric
XLA TPU Custom Custom LHLO LHLO ffeTCl‘)ﬁUc TF (ML) Compilation
Specific . . TVM TVM Specific to o
TVM [25] (e.g., VTA) Generic Annealing statements scheduling target TF, ONNX (ML) | Compilation
. . . . Nested Cluster-target . . TF (ML), .
Union Spatial Generic Unified loops Loop-centric Hierarchical COMET (HPC) Co-design

corresponding loop nest is shown in algorithm 2. Tensor
contractions are computationally intensive and dominate the
execution time of many computational applications, thus many
optimizations have been developed to improve the perfor-
mance of executing these kernels. Traditional compilers mostly
focus on optimizations such as loop fusions, loop tiling, and
loop reordering. High-level Domain-Specific Language (DSL)
compiler, instead, can take advantages from re-formulating
tensor contractions in a form that is amenable for execu-
tion of heterogeneous devices. For example, the COMET
compiler [22], a DSL compiler for dense and sparse tensor
algebra for chemistry and graph analytics, reformulates tensor
contractions by rewriting them with equivalent transpose-
transpose-GEMM-transpose (TTGT) expressions. The TTGT
computation first flattens the tensors into matrices via explicit
tensor transposition and reshape operations, then executes
GEMM, and finally folds back the resulting matrix into
the original tensor layout. The main advantage of this re-
formulation comes from leveraging highly efficient GEMM
accelerators such as the NVIDIA tensor core [30] or other
novel dataflow accelerators, such as the ones targeted in
this work. These advantages usually overcome the additional
transpositions and generally yield higher performance. How-
ever, rebuilding the semantics of a tensor contraction from
optimized loops is complicated. To achieve high performance
on novel dataflow architectures, it is paramount that a compiler
retains the semantics of the language operations throughout all
the optimization steps, which explain why most of the novel
dataflow accelerators proposed leverage high-level languages.

B. Multi-Level Intermediate Representation (MLIR)

To bridge the semantic gap between high-level language
and low level Intermediate Representations (IRs), we leverage
the MLIR framework. MLIR has been proposed for both

reusability and extensibility [21] and allows intergration of
multiple IRs with different level of semantics at the same time.

Currently, many languages and libraries exist, including
TensorFlow, Rust, Swift, and Julia, that rely on their own
specific IR. On the other hand, multiple target architectures are
emerging, especially in the Artificial Intelligence (AI) domain.
Maintaining all these compiler frameworks and porting each
of them to any new architecture are challenging tasks, which
may limit the scope of each language to a limited number
of target architectures. The MLIR framework addresses this
fragmentation problem by proposing a modular and reusable
IR stack that sits in between the language representation and
the architectural representation [21]. In this way, architectural
specific operations and types can be encapsulated in specific
IRs, while sharing common operations, types, and optimiza-
tions across languages and target architectures.

MLIR also supports the compilation of high-level abstrac-
tions and domain-specific constructs while providing a dis-
ciplined and extensible compiler pipeline with gradual and
partial lowering. The design of MLIR is based on minimal
fundamental concepts and most of the IRs in MLIR could be
fully customized. Users can build domain-specific compilers
and customized IRs, as well as combining with existing IRs,
opting in to optimizations and analysis. The core MLIR
concepts include the followings.

o Operations are the units of semantics and model con-

cepts from “instructions” to “functions” and “modules”.
An operation always has an unique opcode. It takes arbi-
trary number of static single assignment (SSA) operands
and produces results. It may also have attributes, regions,
blocks arguments, and location information as well.

o Attributes provide compile-time static information, such

as integer constant values, string data, or a list of constant
floating point values.
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Fig. 1. A simple spatial accelerator architecture with 8 PEs.

« Values are the results of an operation or block arguments,
and a value always has a type defined by the type system.
A type contains compile-time semantics for the value.

« Dialects consist of a set of operations, attributes and types
which are logically grouped and work together.

o Regions are attached to an instance of an operation to
provide the semantics (e.g., the method of reduction in
reduction operation).

Moreover, a region comprises a list of blocks, and a block
comprises a list of operations. Beyond the built-in dialect in
MLIR system, MLIR users can easily define new dialects,
types, operations, analysis or transformation passes and so on.
This feature makes MLIR easily extensible.

In this work, we leverage MLIR to decouple high-level lan-
guage semantics, general optimizations and transformations,
and architecture-specific mappings focusing on operations,
attributes, and dialects.

C. Spatial Accelerators

To increase the compute throughput while achieving high
energy-efficiency for DNN operations, various spatial accel-
erators have been proposed recently from both industry and
academia. A simple spatial accelerator architecture composed
of eight PEs with shared L2 buffer are shown in Fig. 1.

1) Architecture: The spatial accelerators can be catego-
rized into three groups based on their structure: rigid accel-
erators (e.g., TPU [1], NVDLA [4], Eyeriss), flexible accel-
erators (e.g., Eyeriss_v2 [19], MAERI [7], SIGMA [31]) and
multi-chiplet accelerator (e.g., Simba [18]). Unlike traditional
architectures including CPUs and GPUs, spatial architectures
use scratchpads as their intermediate buffers. Scratchpads are
programmable so that the user can stage intermediate data tiles
to maximize data reuse by properly mapping the data at the
right time at the right location.

2) Cost Models: To quickly evaluate the performance and
energy-efficiency of accelerators, the architecture community
has been developing various cost models. Unlike CPUs and
GPUs, where runtime contention for shared resources in the
datapath and memory hierarchy can lead to non-determinism,

accelerators can actually be modeled to the fairly accurate
degree as their datapaths and memory hierarchies are tailored
to the operation they are designed to accelerate. This allows
accelerators to be modeled analytically without requiring
cycle-level simulations. Different cost models exist today in
the community for modeling different kinds of accelerators at
varying degrees of fidelity. For e.g., SCALE-sim [8] models
systolic arrays (e.g., Google TPU), MAESTRO [10] mod-
els spatial arrays with configurable aspect ratios [7], [19],
Timeloop [11] can model hierarchical spatial arrays with
complex memory hierarchies (e.g., partitioned buffers and
buffer bypassing [20]), and Tetris [32] can model 3D arrays.

3) Mappers: Using an accelerator cost model, one can esti-
mate the performance of the program with a specific mapping
on the target hardware. However, it is not straightforward
to find the optimal mapping for a given workload and an
architecture for two reasons. First, the space of mappings
can be extremely large [11] which makes exhaustive searches
infeasible. This has led to several mappers being developed
to reduce the search time by pruning the search space or
searching with efficient methods. Marvel [13] proposes a de-
coupled approach to decouple the off-chip map-space from the
on-chip one, Timeloop [11] leverages sampling-based search
methods, Interstellar [12] uses heuristic-based search, Mind
Mapping [33] develops a surrogate model to perform gradient-
based search, and GAMMA [15] uses genetic-algorithm based
method to efficiently progress by leveraging the previous
results. This is currently an active area of research and we
expect many more to come. Next, defining the map-space
can often be complex by itself since different operations
and diverse hardware accelerators may impose constraints
on the mappings that are feasible. This is the reason why
the mappers described above are highly tied to specific cost
models today, limiting interoperability. We discuss this further
in the following section.

D. Challenges with Existing Frameworks

The main challenge of the existing frameworks is that they
have been developed in a tightly-coupled manner. For example,
MAESTRO is a cost model which estimates the performance
of the hardware only when a mapping is given. Therefore,
it does not find an optimal mapping for the hardware for a
workload. GAMMA and Marvel are mappers which search
for the optimal mapping for the target hardware/workload
using MAESTRO as the cost model. Since both GAMMA
and Marvel are tied to MAESTRO, it is not possible to reuse
mappers in GAMMA and Marvel using another cost model
like Timeloop without having non-trivial engineering effort.
On the other hand, Timeloop includes both a cost model
and a mapper. Similar to the previous example, it is not
possible to use MAESTRO as the backend cost model using
the Timeloop’s mapper without significant engineering effort.
We summarize the comparison of our Union framework with
prior frameworks in Table I. Since the goal of our work is to
bring such Accelerator Design-Space Exploration tools under



a unified framework, to the best of our knowledge, there is no
such framework to compare directly with our approach.

Unfortunately, the lack of interoperability stifles innovation,
since none of the mappers and cost models is perfect. Most
new accelerator proposals develop new cost models for their
design, but they are only able to demonstrate their efficiency
for a few hand-optimized mappings. Similarly, researchers
working on mapping/compilation for accelerators typically
evaluate its efficiency on a specific accelerator for which they
have access to the specific cost model (or real hardware).

This problem gets exacerbated as we move up the soft-
ware stack since DNN model developers using high-level
frameworks rely on very simple metrics like total number
of Multiply-Accumulate (MAC) operations or the number of
trainable parameters in their model to estimate the efficiency of
the model which has been shown to be ineffective and often-
times misleading [34] as it loses all nuances related to the
dataflow of the accelerator and data reuse capabilities.

We believe it is crucial to enable domain-experts, compiler
experts, and computer architects to have an access to an end-
to-end infrastructure that provides a library of plug-and-play
mappers and cost models so that users can explore different
options interchangeably, and focus on their specific research
target (e.g., a new DNN model or a new mapper or a cost
model for a new accelerator) without having to engineer
or approximate the other parts. Considering the features we
discussed previously, MLIR can play a role as the right bridge
for this effort.

III. OVERVIEW OF UNION

In this section, we describe our framework, Union. The
overview of the framework is shown in Fig. 2. A user will
use Union by specifying workload in high-level language like
TensorFlow or DSL, target hardware (with an architecture
file and a mapping constraint file), and optimizer options
including mapper type, cost model type and unit operation.
Union analyzes and lowers the given problem to a Union
problem which is used for finding an efficient Union mapping
that captures how the data should be tiled and delivered within
the memory hierarchy. The affine dialect annotated with a
Union mapping can further be lowered to accelerator specific
configurations to run the specific accelerators, but this is not
the scope of this project and we leave it to the users who want
to run their own accelerators. One of the key contributions of
Union is a set of abstractions for problem/hardware/mapping
to unify different modules which will be presented in Sec. IV.
Here, we introduce the overview of Union.

A. Frontend: Using MLIR as a Bridge

To demonstrate the composability and flexibility of our
framework, we consider two high level DSLs which target
very different application domains, TensorFlow for ML and
COMET DSL for computational chemistry.

1) TensorFlow: TensorFlow is one of the most famous
open source platforms for machine learning. Although sev-
eral independent efforts exist to explore different ways of
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Fig. 2. Union overview. The pink boxes indicate the inputs of Union while
green boxes are showing how the codes are getting lowered. Rectangles and
arrows with dotted lines are out of the scope of this paper.

lowering TensorFlow code to mid-level MLIR dialects (such
as linear algebra) including IREE [35] and NpComp [36],
we follow the Tensor Operator Set Architecture (TOSA)
dialect approach [37] in this work. Moreover, current efforts,
including ours, mostly focus the inference side and assume
that the machine learning model has been already built and
trained. This approach is common on state-of-the-art DNN
accelerators, such as the NVIDIA Deep Learning Accelerator
(NVDLA) [4], where models are trained on GPUs and the
NVDLA is used for inference.

We use a trained machine learning model using the standard
execution flow on CPU, GPU, or TPU, which is saved as a
graph. The graph is associated with a set of properties, includ-
ing shape, types, and number of layers. Next, the generated
graph is optimized and converted to its functional counterpart
by removing some of the specific TensorFlow information,
such as TensorFlow control regions and islands. At this point,
this graph can be converted to the TOSA dialect, which is
a generic MLIR dialect for tensor algebra targeting machine
learning applications. The TOSA dialect is also the lowest
domain-specific dialect in our framework. As explained next,
the rest of the compilation pipeline including mappers and cost
models are shared across the various domains.



2) COMET DSL: The COMET compiler [22], [38] sup-
ports the COMET DSL for sparse and dense tensor algebra
computations, focusing on computational chemistry kernels
in NWChem and graph analytics. The compiler is based on
MLIR [21] which performs a progressive lowering process to
map high-level operations to low-level architectural resources.
It also includes a series of optimizations performed in the
lowering process, and various IR dialects to represent key con-
cepts, operations, and types at each level of the MLIR. At each
level of the IR stack, COMET performs different optimizations
and code transformations. Domain-specific, hardware-agnostic
optimizations that rely on high-level semantic information are
applied at high-level IRs. These include reformulation of high-
level operations in a form that is amenable for execution
on heterogeneous devices (e.g., rewriting TC operations as
TTGT) and automatic parallelization of high-level primitives
(e.g., tiling for thread- and task-level parallelism). Currently,
the compiler generates efficient code for traditional central
processing unit (CPU) and GPU architectures as well as
Verilog code for FPGAs.

3) Lowering to Linalg/Affine Dialect: Regardless of the
language used for the original application, we lower the code
down to the language-specific description of the application to
frontend MLIR dialects, e.g., TensorFlow to TOSA or COMET
DSL to COMET Tensor Algebra (TA) dialect. This is shown
in Fig. 2. Next, we further lower from the domain-specific
dialects to generic, language-independent constructs and oper-
ations, such as CONV2D and GEMM. In our framework, both
TOSA and COMET TA dialects are lowered to a common
Linear Algebra (Linalg) MLIR dialect. At this stage, the IR
is effectively decoupled from the original language and we
can analyze the operations independently from the language.
Depending on the accelerator cost model (as discussed next),
the operations may be lowered further to Affine dialect for a
loop-nest representation.

Cost Model Dependent Conformability Passes. The next
step needs to consider the requirements from the underlying
cost models. Here, Union transforms and annotates the generic
IR obtained in the previous step with information that is neces-
sary for the mapping design space exploration. The cost mod-
els we consider in this work targeting spatial accelerators have
different constraints for the workloads that they can evaluate.
For e.g., MAESTRO natively supports CONV2D and GEMM
operations, where as Timeloop supports perfectly affine nested
loops with no conditionals. Hence, our framework includes
operation-level or loop-level conformability passes to check
if the tensor operation is conformable to the underlying cost
model for evaluation. These conformability passes embody
different constraints (such as checking for specific operations
or loop bounds [13]) of different cost models to determine
whether it can be evaluated by the cost models.

B. An Optimizer for an Efficient Mapping: Union-opt

After processing at the Union-frontend, the target problem
is translated into an instance of Union problem abstraction
(Sec. 1V). The Union optimizer, Union-opt, searches for
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Fig. 3. Normalized energy consumption and latency with EDP for different
mappings of a layer from DLRM on a 3-level spatial architecture with 16 16
PE array.

the efficient mapping of the problem based on the target
metric such as latency, energy, Energy-Delay-Product (EDP).
To do so, Union-opt explores the map-space for the given
problem, architecture and constraint. Different mappings can
incur different PE utilization, data distribution, reduction, and
data reuse affecting to the performance and energy efficiency.
Fig. 3 shows how the latency and energy consumption can
vary for different mappings that Union explores for a layer
from DLRM [39] on a simple spatial architecture with 16x 16
PE array. We will discuss more about how Union-opt can be
used through the case studies in Sec. V. Since the mapping
space for a simple problem can be extremely large due to
the exponential and multiplicative characteristics of number
of cases, it is inevitable to have efficient mappers other than
exhaustive search [11].

1) Mappers: We currently integrate a few mappers in
Union including exhaustive search, random sampling based
search (from Timeloop [11]), decoupled approach (from Mar-
vel [13]) and a few heuristic-based approaches. Users can
add their own mappers and/or cost models by supporting our
abstractions directly or adding converter from their format to
our abstractions (Sec. 1V).

2) Domain-Specific Accelerator Cost Models: We cur-
rently implement Timeloop and MAESTRO as the cost models
in Union to evaluate the mappings for proof of concept, but
Union can easily be integrated with other cost models.

MAESTRO [10] takes a high-level DNN operation such
as CONV2D, GEMM, and DWCONYV as an input problem.
Therefore, whether the given problem is conformable or not
depends on the high-level operation type. On the other hand,
Timeloop [11] can take a fully nested loop which satisfies a
few rules as an input problem. The fully nested loop should
have affine indexes and every loop re-ordering should not
change the result of the problem. Furthermore, each cost
model assumes an unit operation for a PE such as two-operand
MAC with certain data type. To evaluate the performance of
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Fig. 4. An example of a memory-target loop-centric mapping and its
interpretations on a 8x8 2D PE array.

the given problem, the unit operation should be supported
in its energy model. For example, CONV2D can be used
as an input problem for Timeloop since it can be described
as a fully nested loop following the given rules as shown in
algorithm 1 assuming that the energy model is configured with
two-operand MAC as its unit operation. Similarly, GEMM or
Tensor Contraction can be evaluated using the Timeloop cost
model since they all can be described as a fully nested loop
following the given rules and using the two-operand MAC
operation as its unit operation. Matricized tensor times Khatri-
Rao product (MTTKRP) operation cannot be evaluated using
Timeloop if its energy model is configured with two-operand
MAC as its unit operation, but it can be done by changing
three-operand-multiply-add as its unit operation and provide
the necessary energy model.

The backend of Union can be customized for generating
configurations of individual accelerator targets. The backend
is beyond the scope of this paper and part of our future work.

IV. UNION ABSTRACTIONS FOR WORKLOAD,
ARCHITECTURE, AND MAPPING

Evaluating a mapped problem on a target spatial architecture
requires abstractions between the architecture, mapping, and
the workload. Different frameworks that evaluates spatial
accelerators have come up with different abstractions respec-
tively to compare the performance and energy consumption of
mappings of tensor operations on spatial architectures. We first
discuss some of their limitations and present the abstractions
we developed for Union.

A. Limitations of Current Mapping Abstractions

1) Memory-target Loop-centric Approach: Most of previ-
ous frameworks [11]-[15] use each hardware memory level

as the target of a loop tiling level (i.e. tiling can only happen
in each memory hierarchy level, such as between L2 and L1
buffers) to exploit temporal and spatial locality. Fig. 4 shows a
memory-target loop-centric mapping o and four different pos-
sible interpretations of such mapping on a 8x8 2D PE array.
Its loop nest representation is shown in Fig. 4(a) where for
loops describe the temporal mapping while spatial_for
loops describe spatial mapping (i.e., parallel units). Since the
o does not have the information about in which direction the
problem dimensions is parallelized in physical spatial units,
the mapping can be realized by all options in Fig. 4(b)-
(e). To circumvent the ambiguity the mapping representation,
prior frameworks either assume certain implicit rules specific
to the accelerators, or introduce extra annotations to indicate
the mapping with spatial distribution and physical spatial
axis. Another limitation of such abstraction is that there is
a 1-to-1 mapping between a tensor rank and physical spatial
dimension in the memory-target representations. For example,
memory-target abstraction cannot describe parallelizing the
M dimension onto both horizontal and vertical axis in the
PE array. Similarly, it is impossible to precisely describe a
mapping which distributes M and N dimensions on horizontal
axis and distributes /N and K dimensions on the vertical axis
using memory-target loop-centric mapping scheme. Moreover,
due to the hierarchical order between spatial_for loops,
two iterators cannot change concurrently except at the loop
bounds. Such limitation forbids a mapping which parallelizes
different problem dimensions at the same time.

2) Cluster-target Data-centric Approach: MAESTRO [10]
introduces the notion of clusters. A cluster means a logical
group of PEs. Instead of fixed hardware memory levels,
MAESTRO targets each logical cluster level for tiling to
explore more fine-grained tiling opportunities and remove
the ambiguity caused by memory-target approach. However,
MAESTRO’s mapping abstractions use a data-centric notation
which is not suitable to reason about using high-level compute-
based abstractions, such as MLIR. Moreover, MAESTRO
assumes a fixed accelerator architecture: a 2-level memory
hierarchy with private L1 buffers and shared L2 buffer, so it is
not possible to explore mappings for accelerator architectures
with more complex memory hierarchy.

Union combines the best of both these approaches dis-
cussed above and introduces a logical cluster-target loop-
centric approach. We adopt a cluster-target approach to be
able to describe more mappings (addressing the shortcoming
in Timeloop’s representation) while still enabling a straightfor-
ward translation between our notation and loops from MLIR
(addressing the shortcoming in MAESTRO’s representation).
Table II shows the differences between prior abstractions and
Union.

B. First Abstraction: From MLIR Dialects to a Problem In-
stance

Common cost models support a set of workloads, defined in
different levels (ex. operation level for MAESTRO [10] while
loop level for Timeloop [11]). From the workload written in



Problem: 1 Name: C4 i Ca \ // Ca: DRAM to L2 1 // Ca: DRAM to L2
Operation: GEMM \ Virtual: False ! | target_cluster: C4 1 fortm3=0
i Dimension: X ! DRAM | temporal_order: MNK 1 fortn3=0...1
Shape: ! Local: ! | temporal_tile_sizes: 16, 32,16 |  for tk3 =0...1
Name: Example ! Memory: DRAM ! Cs | spatial_tile_sizes: 16, 32, 16 ! spatial_for sm3 =0
Dimensions: [M, N, K] ! 1 ! ! spatial_for sn3 =0
Data-space: E Sub-tree: i | L2 Buffer | E // Ca: L2 to V2 E spatial_for sk3 = 0
- l\Fl,ame: Input ! N\:;l_rrr;e: |C|3: | E | Interconnection Network | ' :argetfcllustzr: C:\ANK ! ;/ Ca: I£2 tg V21
rojection: 1 irtual: False I 1+ temporal_order: 1 fortm2 =0...
-[IM], [KT] | Dimension: Y \ | temporal_tile_sizes: 8, 16, 8 \ fortn2=0...1
H Local: H | spatial_tile_sizes: 8, 8, 8 | fortk2 =0...1
- Name: Weight H Memory: L2 Buffer ! H | spatial_for sm2 =0
Projection: 1 ! \ //Ca:V2to L1 | spatial_for sn2 = 0...1
- [KI, [N]] ' Sub-tree: ! | target_cluster: C2 ! spatial_for sk2 = 0
! Name: C2[1...2] ! | temporal_order: MNK 1 //Ca:V2to L1
- Name: Output ! Virtual: True ! | temporal_tile_sizes: 8, 8, 8 ! fortm1=0
Projection: ! Dimension: X ! ! spatial_tile_sizes: 8, 8, 2 1 fortn1=0
- [M], [N]] ! ! ! 1 fortkl =0
Read-write: true E Sub-tree: : E // C1: L1 to MAC E spatial_for sm1 = 0
i Name: C1[1...4] | | target_cluster: C1 | spatial_forsn1=0
Instance: \ Virtual: False 1 | temporal_order: MNK | spatial_forsk1=0...3
M: 16 1 Local: | | temporal_tile_sizes: 1, 1, 1 | // C1: L1 to MAC
N: 64 | Memory: L1 Buffer H | spatial_tile_sizes: 1, 1, 1 ! fortm0=0...7
K: 32 ! Compute: MAC Unit | , | fortn0=0...7
| ! | 1 fortk0=0...1
' ! ' | spatial_for sm0 =0
| | | | spatial_for sn0 =0
| ! | 1 spatial_for sk0 =0
1 1 1 1

(a) Union problem (b) Union architecture

(c) Target accelerator architecture

(d) Union mapping (e) Loop nest representation

Fig. 5. Union abstractions to describe a GEMM problem with a mapping on an accelerator which is composed of a simple 2D PE array. (a) describes a
Union problem for a GEMM problem and (b) describes the Union architecture of the target architecture shown in (c). (d) shows a Union mapping that shows
how to map the data to the architecture to run the GEMM problem. (e) represents the Union mapping in loop nest form.

TABLE II
COMPARISON BETWEEN PRIOR ABSTRACTION AND UNION.

Hardware Memory-target
N/A
Timeloop [11],
Interstellar [12]

Logical Cluster-target
MAESTRO [10]

Union (This work)

Data-centric

Loop-centric

high-level language and the target cost model, Union-frontend
extracts the information from both levels as an affine dialect
with an operation annotation. To handle the given problem
with an affine dialect with an operation annotation, our ab-
stractions includes loops, projections of the data spaces from
array references, and operation type as shown in Fig. 5(a)’.
Loop iterators in the affine loop are set as dimensions and array
references set each data in data-space with their projections.
Finally, the size of each dimension is derived from the loop
bounds. The affine dialect is analyzed and re-organized to
set dimensions, data-space, projection, and instance. We use
the attribute Operation to indicate the operation (if given).
This abstraction captures both operation-level and loop-level
information so that any cost model which supports one of them
can be used.

C. Second Abstraction: Describing Architecture

One of the key features of Union is to describe a logical
spatial architecture instead of a fixed one. We start with
the hierarchical architecture abstraction used in the previous
work [11] and extend it to describe the architecture in the
logical cluster-target manner. Fig. 5(b) shows a Union archi-
tecture abstraction for the target spatial architecture illustrated
in Fig. 5(c). The target architecture is composed of a 2D PE

2inspired from Timeloop problem instance description

array, an L2 buffer shared across all PEs, and a private L1
buffer for each PE. We call the top cluster level in the n-
level cluster architecture as C,, in this paper. For example, in
Fig. 5(c), we call the outermost cluster level which has DRAM
as its local memory as C; while the innermost cluster which
has a L1 buffer as its local memory is called as C'.

Various features can be specified in each cluster level such
as compute, memory, and sub-clusters (and size of each sub-
cluster). We also add two new attributes in each cluster level,
Virtual and Dimension in addition to the abstractions used in
the previous work [11]. The first attribute, Virtual, indicates
whether the cluster has a dedicated physical memory or not.
The second attribute, Dimension, defines how the sub-clusters
are laid in the physical dimension. In the example architecture
shown in Fig. 5(c), the cluster at C; has DRAM as its memory
and is composed of a single sub-cluster as C'5. A cluster
at C3 has L2 buffer and is composed of two instances of
C5 which are laid in Y-axis. A cluster at Cy is composed
of four instances of C'; which are laid in the X axis. Note
that Virtual is True only for Cy since Cy does not have a
dedicated memory. Instead, we draw V5 in the figure which
will always be bypassed since it is virtual (imaginary) buffer,
but it provides a way to describe the intermediate tiling. The
innermost cluster, C;, includes L1 buffer and a MAC unit.
With Union architecture abstraction, one can describe how a
multi-level clusters mapped on to multi-dimensional PE arrays.
We assume that the parallelism can only be defined across
sub-clusters. For example, one can put another virtual cluster
between Cy and C to exploit more fine-grained parallelism.
One can also describe partitioned buffer by introducing sibling
clusters in the same cluster level, similar to the way how
Timeloop [11] describes. Some architectures are limited to



support certain loop orders depending on its dataflow such
as input stationary, output stationary, weight stationary or
row stationary [5]. Those architectures can be realized by
specifying the limitations in the constraint file which we
discuss later.

D. Third abstraction: Describing a Mapping between a Prob-
lem Instance and a Spatial Accelerator

A mapping describes how a problem instance will be
executed on a logical cluster-based architecture. We pro-
pose a cluster-target mapping representation using loop-centric
approach. Previous loop-based representations [11]-[13] de-
scribe the temporal/spatial behavior of tiles in each memory
level while our proposed mapping describes the behaviors
in each cluster level. In our mapping, the parallelism across
sub-clusters can be described at each cluster level. Unlike
the memory-target representations, one can describe tiling at
a virtual cluster level even though this level does not have
dedicated memory units.

Semantics and characteristics. In our mapping abstraction,
each tiling level explicitly targets a cluster, not memory, to
cover broader mapping variants and remove ambiguity. An
example Union mapping is shown in Fig. 5(d) and its loop
nest representation is shown in Fig. 5(e). target_cluster
defines the cluster level of the following tiling directives.
temporal_order defines the temporal ordering between
dimensions in the cluster level. temporal_tile_sizes
and spatial_tile_sizes defines the size of temporal
and spatial tile for each dimension.

The spatial tile sizes defined in (¢ + 1)th level cluster,
C(i+1)7 can further be divided into sub-tiles in C;. The
tile can be divided into multiple time steps using temporal
tiles in C;. Each temporal tiles have the size as specified
in temporal_tile_sizes in C; A temporal tile in C;
can be divided into smaller spatial tiles and be spatially
distributed into multiple instances of sub-clusters C(;_y).
Therefore, the parallelism in ith level can be calculated by
dividing temporal tile size by spatial tile size. Note that we
do not define spatial_order in each cluster level. We
change the semantic of spatial_for so that it can change
iterators concurrently in the same cluster level, inspired from
MAESTRO data-centric notations [10].

Finally, Union introduces a few rules to check if a mapping
is legal for the target logical architecture and the problem
instance as shown in the following.

o The mapping will be illegal if the spatial tile size of the
problem dimension d at ith cluster level is smaller than
the temporal tile size of the same problem dimension d
at (i — 1)th cluster level.

o The parallelism for the problem dimension d at ith cluster
level, which can be derived as gT‘} should be equal to
or smaller than the number of (i — 1)th clusters in a th
cluster level.

o If aith cluster is not virtual, the size of its memory should
be as large as the memory sizes required by temporal tile
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Fig. 6. The visualization of a K_YR_XS partitioned mapping for CONV2D
using with 18 PEs for 3 time steps. A cluster containing DRAM, C', is not
shown here. A red box indicates a MAC unit.

sizes. TT; and ST are the temporal and spatial tile size
of problem dimension d in 7th cluster respectively.

o The mapping should cover all the iteration vectors defined
by the problem.

Walk-through Example. Fig. 5(d) shows a Union mapping
and Fig. 5(e) describes the mapping using the loop nest
representation. A Union mapping can describe multi-level
clusters of multi-dimensional PE arrays precisely and specify
temporal and spatial tiling of data at each level. Also, one can
distribute different problem dimensions at the same time in
each cluster level over sub-clusters, i.e. there is no temporal
ordering between spatial_fors in the same cluster level. A
complex example mapping for a small CONV2D operation
using a flexible accelerator (such as MAERI [7]) is illustrated
in Fig. 6 and the corresponding Union mapping and loop
nest representation are shown in Fig. 7. In Fig. 6, the
right column shows which data dimension values are mapped
onto each cluster. Clusters with solid lines (C4 and C7) have
the dedicated memory in the level while clusters with dotted
lines (C3 and C3) do not. We use L2 and L1 to indicate



// C5: DRAM to L2 // C5: DRAM to L2
target_cluster: C5

fortnd =1 ... (2/1)
temporal_order: NKCY,)E.S_/__‘J'> fortcd =1 ... 3/1)
temporal_tile_sizes: 1,4,1,3,6,3,3 spatial for;i(s =1
spatial_tile_sizes:  1,4,1,3,6,3,3 -

// C4: L2 to V2
target_cluster: C4
temporal_order: NKCYXRS

// C4:1L2to V2
for tk2 = 1

raet. = » spatial forsk2=1 ... (4/2)
temporal_tile_sizes: 1,4,1,3,6,3,3
spatial_tile_sizes: 1 1,3,6,3,3
\ //C3: V2 to L1
// C3:V2 to V‘_‘ fortx1=1... (6/3)
target_cluster: C3 spatial_for syl =1 ... (3/1)
temporal_order: NKCYXRS @A)

—/> spatial_forsr1 =1 ...
3,3,13
3/1,]3

temporal_tile_sizes: 1,2,1,3,
spatial_tile_sizes:  1,2,1/1,
// C2:V1to L1
// C2: V1 to L1 for tk0 = 1
target_cluster: C2 > spatial_for sx0=1 ... (3/1)
temporal_order: NKCYXRS spatial_forss0=1 ... (3/1)
temporal_tile_sizes: 1,2, 1, 1,1, -
spatial_tile_sizes: 1,2, 1,1[1,/1]1
\ // C1: L1 to MAC
fortk0=1 ... (2/1)
spatial_for sx0 = 1
spatial_for ssO = 1

// C1: L1 to MAC
target_cluster: C1
temporal_order: NKCYXRS

temporal_tile_sizes: 1,1,7,1,1,

1
spatial_tile_sizes: 1,1,1,1,1,1

(@) Union mapping for a K_YR_XS mapping (b) Loop nest representation

Fig. 7. A Union mapping of a K_YR_XS partitioned mapping and its loop
nest representation. The order of dimensions in tile_sizes is NKCYXRS.

the memory in Cy and C; and V2 and V1 to indicate the
virtual (imaginary) memory in C3 and C5. The left column
of Fig. 6 visualizes the mapped elements in input activation,
filter, and output activation. Purple elements are mapped onto
MAC units at each time step. In this mapping, dimension
K is spatially distributed across C clusters, Y and R are
spatially distributed together across C3, and X and S are
spatially distributed together across C. We call this mapping
as a K_YR XS partitioned mapping to show the parallelism.
Each C; cluster is assigned for a row of a channel of a filter
and a row of a channel of a input activation and each column
in the row will be processed in the C; clusters concurrently.
Each Cj cluster is assigned for a channel of a filter and the
corresponding input activations. As a result, inputs and outputs
are reused between time step 1 and 2 while fetching different
filters from the upper memory levels. Between time step 2
and 3, a part of input activations are reused in MAC units and
others are being fetched from the upper memory levels.

E. Constraint File

In addition to Union abstractions, a user can also provide
constraints derived from a specific accelerator, such as feasible
tile sizes, loop orders, parallelizing dimensions, and aspect
ratio. Such constraints provide the framework extra rules to
eliminate illegal mappings and/or prune the mapping space for
specific accelerators. For example, to describe a fully flexible
accelerator like MAERI, the user will not provide constraint
file to describe the hardware. On the other hand, a NVDLA-
style [4] architecture can be realized by having a constraint
file that forces parallelization on dimensions C and K for a
convolution operation with a fixed aspect ratio. Furthermore,
a user can set some constraints to prune the map space based
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Fig. 8. Three tensor contraction examples with different dimensions using
different algorithms (native and TTGT) on a cloud accelerator. We explore
Tensor Dimension Sizes (TDS) with 16 and 64 for intensli2 and ccsd7, and
16 and 32 for ccsd-t4.

on min/max PE utilization or specific loop orders or tile sizes
that the user wants to explore.

V. CASE STUDIES USING UNION

In this section, we show three case studies for algorithm
exploration, mapping exploration, and hardware exploration to
illustrate how Union can be used by domain experts, compiler
researchers, and hardware architects, respectively. We evaluate
two types of accelerators, edge and cloud, as shown in Table V.
We assume 1GHz as the clock frequency and 8 bits for the
wordsize with uint§ MAC units. In Union, we directly use
Timeloop and MAESTRO, which are already validated against
RTL for different existing accelerators. Thus, the validation of
the performance numbers is dependent on the fidelity of the
underlying cost models.

We choose tensor contractions from the TCCG benchmark
suite [40], using the reference problem sizes. The input sets
are taken from different domains, including machine learning,
molecular dynamics, and quantum chemistry. We use 16,
32, 64 as the Tensor Dimension Sizes (TDS) and assume
that every dimension has the size as TDS in a TC problem
instance. We use a few representative DNN layers from the
MLPerf benchmark including ResNet50 for computer vision,
DLRM for recommendation, and BERT for natural language
processing. We use N as a batch size, and K, C, X, Y, S, R,
NIN, NON as the number of filters, input channels, input cols,
intput rows, filter columns, filter rows, input neurons, output
neurons. We summarize the TC and DNN workloads that we
use in the case studies in Table III and Table IV, respectively.

A. Algorithm Exploration

A single tensor operation can be computed via several
algorithms. The Union-frontend determines whether to run
an operation natively, or transform it to other operations,
depending on which algorithm provides better performance
on the accelerator. We demonstrate this use case using tensor
contraction running on a cloud type 2D spatial accelerator via
two algorithms: (1) running natively and (2) running through
TTGT. We use the Timeloop cost model and a mapper based



TABLE III
TENSOR CONTRACTION PROBLEMS AND THE CORRESPONDING GEMM DIMENSION SIZES FOR TTGT

[ Name | Equation [ Tensor Dimension Sizes [ GEMM Dimension Sizes |
intensli2 Cla, b, ¢, d] = A[d, b, ¢, a] x Ble, c i E oo g —eo ?‘g MMZZ%;Q'T‘NN:I gf"KK:I 24
cesd? Cla, b, c] = Ala, d, e, c] X B[e, b, d] a : E : c z g : : : ?g MM==4ggg: E : ?2: E : §226
T T YT Pl e e R O

TABLE IV
DNN LAYER DIMENSIONS USED IN EVALUATION
Layer Dimensions
ResNet50-1 N=32 K=C=64 X=Y=56 R=S=1
ResNet50-2 N=32 K=C=64 X=Y=56 R=S=3
ResNet50-3 | N=32 K=512 C=1024 X=Y=14 R=S=1
DLRM-1 N=512 NIN=1024 NON=1024
DLRM-2 N=512 NIN=1024 NON=64
DLRM-3 N=512 NIN=2048 NON=2048
BERT-1 N=256 NIN=768 NON=768
BERT-2 N=256 NIN=3072 NON=768
BERT-3 N=256 NIN=768 NON=3072
TABLE V
ACCELERATOR CONFIGURATIONS
# of | L1 Buffer | L2 Buffer NoC
Type | pgg Size Size | Bandwidth
Edge 256 0.5 KB 100 KB 32 GB/s
Cloud | 2048 0.5 KB 800 KB 256 GB/s

on both heuristic and random sampling. We use the cloud
configuration in Table V with 32x64 as the aspect ratio
of the accelerator to balance the parallelism across rows and
columns. Note that for TTGT cost estimation, the cost model
only estimates the cost of the GEMM operation assuming
that the cost of transpose operations would not be significant.
Since TTGT does not incur duplicated elements of the original
tensors, the memory footprint for both running TC natively
and running TC with TTGT have the same memory footprint.
Fig. 8 plots the Energy-Delay-Product (EDP) for three tensor
contractions with tensor dimensions 16 and 64 on the cloud
accelerator. We observe that the lower EDP is achieved when
running with TTGT for all cases with TDS=16. This is because
running natively will under-utilize the available compute units
since the target accelerator has 32x64 PEs while the each
tensor dimension has size of 16. For example, Fig. 9 shows
the mappings generated from Union for Intensli2. In Fig. 9(a)
Cs level, we observe that the optimal mapping found by
Union distributes the problem dimension A across 16 Cas
and distributes the dimension E across 16 Cjs, resulting in
utilizing 256 PEs with A_F partitioned mapping. In Fig. 9(b),
the optimal mapping with GEMM distributes K across 16 Css
and distributes M across 64 Cfs, resulting in utilizing 1024
PEs with K_M partitioned mapping.

B. Mapping Exploration

Flexible accelerators like Eyeriss_v2 [19] and MAERI [7]
can logically configure to different aspect ratios for the under-

// C4: DRAM to L2

target_cluster: C4

temporal_order: ECABD
temporal_tile_sizes: 16, 16, 16, 16, 16
spatial_tile_sizes: 16, 16, 16, 16, 16

// C4: DRAM to L2
target_cluster: C4
temporal_order: MKN
temporal_tile_sizes: 4096, 16, 16
spatial_tile_sizes: 4096, 16, 16

// C3: L2 to V2

target_cluster: C3

temporal_order: ECABD
temporal_tile_sizes: 16,1, 16, 1, 16
spatial_tile_sizes: 1,1,16,1, 16

// C3: L2 to V2

target_cluster: C3
temporal_order: KMN
temporal_tile_sizes: 4096, 1, 16
spatial_tile_sizes: 4096, 1, 1

// C2:V1to L1

target_cluster: C2

temporal_order: ECABD
temporal_tile_sizes: 1,1, 16,1, 16
spatial_tile_sizes: 1,1,16,1,1

// C2: V1 to L1

target_cluster: C2
temporal_order: KMN
temporal_tile_sizes: 4096, 1, 1
spatial_tile_sizes: 64, 1, 1

// C1: L1 to MAC
target_cluster: C1
temporal_order: ECABD
temporal_tile_sizes: 1,1, 1,
spatial_tile_sizes: 1,1,1

// C1: L1 to MAC

target_cluster: C1

temporal_order: KMN

temporal_tile_sizes: 1,1, 1, 1, 1
1,1

1,1,1
spatial_tile_sizes: 1, 1,1, 1,1, 1

(a) Optimal Union mapping found for intensli2
running natively with TDS = 16

(b) Optimal Union mapping found for intensli2
running through GEMM with TDS = 16

Fig. 9. Generated mappings from Union for intensli2 using different al-
gorithms with tensor dimension sizes as 16. The orders of dimensions in
tile_sizes are ABCDE and MNK for the mappings in (a) and (b) respectively.
Blue tilesizes show the spatial distribution while red tilesizes show the
temporal distribution for the dimension.
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lying PE array via configurable NoCs. This flexibility allows
these accelerators to efficiently run layers with different shapes
and sizes. We demonstrate the value of Union by exploring
optimized array configurations for different DNN workloads
for such flexible substrates. For this case study, we use the
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Fig. 11. EDP comparison with different fill bandwidth on multi-chiplet based
architecture using DNN workloads.

MAESTRO cost model as it has support to model such flexible
accelerators. The flexibility in aspect ratios gets captured by
allowing cluster sizes to be variable. In the Union constraint
file, we specify different cluster sizes to explore different
aspect ratio.

We evaluate the DNN workloads shown in Table IV
using different aspect ratio for the edge (1x256, 2x128,
4x64, 8x32, and 16x16) and cloud accelerators (1x2048,
2x1024, 4x512, 8x256, 16x128, and 32x64). Each aspect
ratio corresponds to a configuration of the flexible accelerator.
Fig. 10 plots the EDP. We observe that the EDP gets saturated
once it maximizes the PE utilization after the mapper finds
the optimal tile sizes and loop orders to maximize the data
reuse. Even though the balanced aspect ratio showed the best
performance for most of the cases that we evaluate, this can
be sub-optimal if the workload is unbalanced. For example,
GEMM with 4x2048 or 2048 x2 or 4x2 will be able to fully
utilize an accelerator with 1x2048 aspect ratio by parallelizing
K dimension while 32x64 accelerator will be underutilized.
This is where Union’s cluster-centric approach to describe
mappings helps as it enables mapping the same workload
dimensions to different spatial dimensions to fully exploit the
available parallelism.

C. Hardware Exploration

In our last case study, we study the impact of chipletization
on an accelerator’s performance. Multi-chiplet based architec-
tures are gaining popularity as they can reduce manufacturing
cost and provide scalabililty. NVIDIA’s Simba [18] is a recent
example. However, the inter-chiplet network is more expensive
than on-chip network resulting in lower bandwidth and higher
energy. For this case study, we use an accelerator which
is composed of 16 chiplets, and each chiplet has the same
configuration with the edge accelerator in Table V. The total
number of PEs are equal to 4096. We study the impact of the
interconnect bandwidth by varying the fill bandwidth of the
global buffer in each chiplet, i.e. the bandwidth from DRAM
to the global buffer in each chiplet. We use Timeloop for this
case study as it can model hierarchical architectures like Simba
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and also comes with the Accelergy [41] energy model for
accurately estimating on-chip versus on-package energy.

Fig. 11 plots our results. For all models, we observe that
EDP drops rapidly with the increase in fill bandwidth when
the fill bandwidth is low, and it gets saturated once the fill
bandwidth is sufficient so that it is not bounded by the fill
bandwidth. According to the result, different layers get satu-
rated in the different fill bandwidth depending on the available
data reuse. We also observe that ResNet-2 gets saturated when
fill bandwidth is 2GB/s while others get saturated between 6 -
12 GB/s.

VI. CONCLUSION

In this work, we propose Union, a unified framework for
evaluating tensor operations on spatial accelerators. Our MLIR
based framework allows to map both HPC and ML tensor
operations using multiple mappers to multiple cost models
for spatial accelerators. The three case studies presented
demonstrate the flexibility of the framework by evaluating very
different operations, mappings, and hardware features with a
single framework. While the number of operations, mappings
and accelerators are currently limited to what we have demon-
strated here, we plan to extend to other kernels such as tensor
decomposition, other accelerators and mappers in the near
future. There are also advanced features that can be added to
Union abstractions to support fused operations, sparsity-aware
accelerator cost models, and unimodular/polyhedral mappings,
but we leave those as a future work. The modular framework
allows us to add such changes without requiring a redesign of
the whole software stack.
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