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ABSTRACT
In this paper we obtain improved iteration complexities for solving

ℓp regression. We provide methods which given any full-rank A ∈
Rn×d with n ≥ d , b ∈ Rn , and p ≥ 2 solve minx ∈Rd ∥Ax − b∥p

to high precision in time dominated by that of solving Õp (d
p−2
3p−2 )1

linear systems in A⊤DA for positive diagonal matrices D. This

improves upon the previous best iteration complexity of Õp (n
p−2
3p−2 )

(Adil, Kyng, Peng, Sachdeva 2019). As a corollary, we obtain an

Õ (d1/3ϵ−2/3) iteration complexity for approximate ℓ∞ regression.

Further, for q ∈ (1, 2] and dual norm q = p/(p − 1) we provide an

algorithm that solves ℓq regression in Õ (d
p−2
2p−2 ) iterations.

To obtain this result we analyze row reweightings (closely in-

spired by ℓp -norm Lewis weights) which allow a closer connection

between ℓ2 and ℓp regression. We provide adaptations of two differ-

ent iterative optimization frameworks which leverage this connec-

tion and yield our results. The first framework is based on iterative

refinement and multiplicative weights based width reduction and

the second framework is based on highly smooth acceleration. Both

approaches yield Õp (d
p−2
3p−2 ) iteration methods but the second has a

polynomial dependence on p (as opposed to the exponential depen-

dence of the first algorithm) and provides a new alternative to the

previous state-of-the-art methods for ℓp regression for large p.2
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We use Õp ( ·) to hide log

O (1) n factors and constants depending only on p . In this

work, our dependence on p is at most pO (p )
for all algorithms, and can in fact be

made polynomial in most cases.
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1 INTRODUCTION
In this paper, we consider the problem of solving ℓp regression for

p ∈ (1,∞) to high precision.

Definition 1.1 (ℓp regression). Given a full-rank matrix
3 A ∈

Rn×d , a vector b ∈ Rn , and a scalar p ≥ 1 we say that an algorithm

solves ℓp regression to ε-accuracy if it outputs y ∈ Rn satisfying

Ay − bp ≤ (1 + ε ) min

x ∈Rd
∥Ax − b∥p . (1)

We say that such an algorithm is high precision if the runtime depends

polynomially on log(1/ε ).

Beyond possible applications and utility for data analysis (see

[52, 62] and references therein), the problem of ℓp regression is a

prominent testbed for new techniques in optimization and numeri-

cal analysis. Varying p causes (1) to smoothly interpolate between

least squares regression (p = 2), which can be solved with a sin-

gle linear system solve, and linear programming (p ∈ {1,∞}) [41],

which is only known to be solvable to high precision with Õ (
√
n)

linear systems via classical interior point methods (IPMs) [57], and

more recently Õ (
√
d ) linear systems [42].

Interestingly, although [14] showed that IPMs do not directly

yield o(
√
n) iteration complexities for ℓp regression, there is a line

of work [1, 3–5, 14] which obtained improved iteration complexi-

ties via alternative methods; the current state-of-the-art iteration

complexity for p ≥ 2 is Õp (n
(p−2)/(3p−2) ). These improvements touch

on a range of advanced optimization techniques including homo-

topy methods, iterative refinement, high-order acceleration, and

width-reduction. This line of work is closely related to work which

solves approximate ℓ∞ regression in Õ (n1/3ε−O (1) ) iterations [20]
where again, improvements and simplifications have been achieved

through multiple techniques [18, 32, 33]. Additionally, work on ℓp
regression for structured graph incidence matrices A [1, 40] has

led to improved running times for unit capacity maxflow, bipartite

matching, and mincost flows [8, 38, 47].

Given this progress, a natural open problem is to bridge the gap

between the known iteration complexities for ℓp regression and the

Õ (
√
d ) bound achievable by IPMs for ℓ1 and ℓ∞ regression [42] by

providing an iteration complexity for ℓp regression that depends on

d as opposed to n. Additionally, the relationship between various

techniques for achieving these iteration complexities, especially

acceleration and width-reduction, remains somewhat mysterious

3
We assume throughout that the matrix A is full-rank with n ≥ d throughout for

simplicity, and our results extend directly to the general case, for example by replacing

inverses with pseudoinverses.
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(see [2] for further discussion on this relationship). Consequently,

understanding the complexity of ℓp regression is fundamental for

advancing and clarifying the power of various optimization tech-

niques.

In this paper we take steps to address these questions and im-

prove the complexity for solving ℓp regression. Our main result is

a pair of algorithms, based respectively on the iterative refinement

framework and width reduction techniques [3], and the Monteiro-

Svaiter/highly-smooth acceleration framework [15, 18], each of

which, for p ≥ 2 solve ℓp regression with Õp (d
(p−2)/(3p−2) ) linear sys-

tem solves. This improves an n to a d in the iteration dependencies

for the state-of-the-art methods for ℓp regression.

The key notion used in ourmethods are reweightings ofA closely

related to Lewis weights [29, 44], which allow for a closer rela-

tionship between the ℓ2 and ℓp norms induced by A (Lemma 2.6).

We directly leverage this connection induced by ℓp -norm Lewis

weights in the context of the optimization frameworks discussed

previously to achieve our result, as opposed to previous works on

(approximate) ℓp regression that used ℓp Lewis weights to construct

ℓp -norm sparsifiers or subspace embeddings [22, 24, 25, 30, 51, 62].

As a result, these previous iteration complexities for ℓp regression

had iteration complexities of the form dΩ(p )
, while ours is always

Õ (d1/3), even for large p = Õ (1).

1.1 Our Results
Here we state the main results of our paper. As is the case with

several results on regression [3, 14, 18, 20, 33], the primary subrou-

tine used by our algorithms is a linear system solver for A⊤DA for

positive diagonal matrices D. We focus on bounding the number of

iterations or calls to such a linear system solver in our algorithms.

Accordingly, let TA denote the time for solving a linear system in

A⊤DA for positive diagonal matrices D.4 We also use “with high

probability" (whp.) throughout to mean with probability at least

1 − n−C for any constant C .
In this work, we focus on presenting iteration complexity im-

provements for ℓp regression problems. We choose to focus on

iteration complexity improvements in the work as opposed to run-

times for the sake of achieving a cleaner and simpler presentation.

We elaborate on this in the final paragraph in previous works (Sec-

tion 1.2).

Theorem 1 (High precision ℓp regression for p ≥ 2). There is

an algorithm that given any A ∈ Rn×d , b ∈ Rn , p ≥ 2 whp. returns

an ε-accuracy solution to ℓp regression in time Õp (d
p−2
3p−2 · TA).

Here the Õp (·) hides poly(logn, log(1/ε )) factors and constants

depending on p (at worst exponential). As a corollary we also obtain
high precision solvers for the Lagrange dual problemminA⊤x=b ∥x ∥q

for q = p/(p − 1) in Õp (d
p−2
3p−2 TA) time whp. This improves over the

Õp (n
p−2
3p−2 ) iteration complexity of [3] for any tall matrix A.

4
Throughout we assume that all solves to A⊤DA are exact. Typically it suffices to set

the solver error to be polynomially small in n, d and the largest entries of the input

vectors and matrix A. This increases the running time of the solver by polylogarithmic

factors.

Similar ideas as those used to show Theorem 1 can be used to

give improved iteration complexities for approximate ℓ∞ regression,

which we show in Appendix A.

Theorem 2 (Approximate ℓ∞ regression). There is an algo-

rithm that given any A ∈ Rn×d and b ∈ Rn , whp. computes an

ε-accurate solution to ℓ∞ regression in time Õ (d1/3ε−2/3 · TA).

This improves over theO (n1/3ε−O (1) ) iteration bounds achieved

by [18, 20, 33].

We also obtain improved results for ℓq regression for q ≤ 2 for

sufficiently tall matrices A.

Theorem 3 (High precision ℓq regression for q ≤ 2). There is

an algorithm that given any A ∈ Rn×d , b ∈ Rn , and q ∈ (1, 2] whp.

returns an ε-accurate solution to ℓq regression in time Õp (d
p−2
2p−2 · TA)

for p = q/(q − 1).

As a corollary we also get high accuracy solvers for the Lagrange

dual problemminA⊤x=b ∥x ∥p forp = q/(q−1) in Õp (d
p−2
2p−2 TA) time

whp. This improves over the Õp (n
p−2
3p−2 ) iteration complexity of [3]

for any sufficiently tall matrix A with n = ω (d
3p−2
2p−2 ).

1.2 Previous Work
Here we briefly survey related work to the problems we consider

and the optimization and numerical methods we build upon.

Regression: Beyond the works mentioned earlier, there are sev-

eral results on ℓ1 or ℓ∞ regression in both the low precision (ε−O (1)

dependence) [23, 32, 56, 63], and high precision regimes correspond-

ing to linear programming [52]. Additionally the works [2, 18, 19]

study the more general problem of quasi-self-concordant optimiza-

tion, which captures ℓp regression as well as logistic regression

[9, 45]. There are several results on ℓp regression that are based on

sparsification or subspace embeddings using (variants of) ℓp Lewis

weights [22, 24, 25, 30, 51, 62]. While our result also uses a variant

of ℓp Lewis weights, we do not sparsify. This is key to achieving

our iteration complexities because sparsification of an ℓp norm

objective for p ≥ 2 requires at least Ω(dp/2) rows [29]. This leads

to iteration complexities of at least (dp/2) (p−2)/(3p−2) = d (p2−2p )/(6p−4)

and runtimes of Õ (nnz(A) + dΩ(p ) ), as was noted in [1, Theorem

2.6]. On the other hand, our iteration complexity is at most Õ (d1/3),

independent of p. This allows us to achieve a Õ (d1/3ε−2/3) iteration
complexity for ℓ∞-regression in Theorem 2, while the aforemen-

tioned works using sparsification are unable to. Very recently, [35]

achieved a O (nθ ) runtime for ℓp norm regression on sufficiently

sparse matrices A for some θ < ω (the matrix multiplication expo-

nent). For p near 2, they improved this to Õ (nnz(A) + dθ ).

High-order acceleration: Our Monteiro-Svaiter acceleration algo-

rithm builds upon works pertaining to the acceleration of functions

with Lipschitz p-th order derivatives. For p = 1 this corresponds to

classic acceleration of smooth functions that attains error Õ (1/k2)
over k iterations [55]. A series of works [6, 7, 15, 17, 18, 34, 53, 54]

has shown that the optimal error bound is given by Õ (1/k (3p+1)/2)
over k iterations for functions with Lipschitz p-th order derivatives.



Improved Iteration Complexities for
Overconstrained p-Norm Regression STOC ’22, June 20–24, 2022, Rome, Italy

Our Monteiro-Svaiter acceleration algorithm for ℓp regression di-

rectly utilizes a generalized accelerated proximal-point framework

from [15]. Additionally, [16] has given an algorithm that achieves

an accelerated convergence rate for the more general problem of

minimizing structured convex quartics which captures ℓ4 regres-

sion but has an additional third order tensor term. It is interesting

to understand whether our methods extend to that setting.

Width reduction: In addition to its applications for regression

problems as described, similar width reduction techniques have

been applied to give improved runtimes for the maxflow problem

in both approximate regimes [21, 39] and in unit capacity graphs

[8, 28, 37, 46, 47, 49, 50]. Additionally, the Iteratively Reweighted

Least Squares (IRLS) algorithm of Ene-Vladu [33] gives an alternate

approach based on width reduction for achieving a Õ (n1/3ε−2/3)
iteration complexities for ℓ1 and ℓ∞ regression, matching the it-

eration complexity of [18]. We believe that applying ideas from

the analysis of [33] can potentially be used to simplify our width

reduction algorithm for ℓp regression given in Section 3.

Runtime improvements for regression problems. We briefly discuss

why we focus on presenting iteration complexity improvements

in this work, as opposed to runtimes for ℓp regression. In gen-

eral, obtaining improving runtimes for regression problems beyond

improving the iteration complexity has been through inverse main-

tenance techniques [41, 59, 60], and more recently heavy hitter and

iterate maintenance [10–13, 27, 43], to speed up the amortized time

to solve the linear systems inA⊤DA and implicitly maintain the iter-

ates. This direction has seen an explosion of work recently, with the

state-of-the-art runtimes for solving linear programs (eg. high pre-

cision ℓ1 regression) being some combination of the recent works

Õ (nmax{ω,2+1/18} ) [36], Õ (nd+d2.5) [11], and Õ (nnz(A)d0.5+d2.5)
[41]. The authors believe that all our improved iteration complex-

ities in Theorems 1 to 3 can be combined with ideas from the

aforementioned works to achieve concrete runtime improvements

for ℓp regression. However, given the rapidly evolving progress in

inverse maintenance and relative complexity of the methods, we

choose to focus on iteration complexities in this work to give a

cleaner and simpler presentation of our ideas.

1.3 Our Approach
Here we focus on presenting our approach for p ≥ 2 (Theorem 1)

and briefly describe our approach for q ≤ 2 (Theorem 3). Both

of our algorithmic frameworks (width reduction and acceleration)

are based on leveraging properties of ℓp Lewis weights. While ℓp
Lewis weights have been used in several previous results on ℓp
regression (as described in Section 1.2), these works primarily used

Lewis weights to construct sparsifiers or subspace embeddings. We

take a different perspective, and instead leverage a key fact about

approximate ℓp Lewis weights that they provide an ellipse which

approximates the ∥Ax ∥p . This has appeared in [61, pg.115] and [22,

Lemma 3.6]. Precisely, if w ∈ Rn are the ℓp -Lewis weights for A
then

∥Ax ∥p ≤ ∥W
1

2
− 1

p Ax ∥2 ≤ ∥w ∥
1

2
− 1

p
1
∥Ax ∥p for all x ∈ Rn . (2)

The lower bound follows from the definition of ℓp Lewis weights,

which we give a self-contained proof of in Lemma 2.6, and the upper

bound follows from Hölder’s inequality. Because ∥w ∥1 = d for

the ℓp Lewis weights, the distortion between the lower and upper

bounds in (2) is d1/2−1/p , which leads to d-dependent iteration
complexities. While it is not known how to exactly compute the ℓp

Lewis weights for p ≥ 4 in Õ (TA) time we are still able to argue that

we can efficiently compute weightsw satisfying (2) but ∥w ∥1 ≤ 2d
(Lemma 2.5). This is done by mimicking an argument of [26] for

the p = ∞ case which corresponds to computing an approximate

John ellipse.

We show that it is possible to leverage our perspective on (2)

within either iterative refinement [3] or an acceleration framework

(based on the acceleration framework of [15]). While these frame-

works are largely compatible with (2), there are notable conceptual

differences which we now discuss. In the iterative refinement frame-

work, the problem of ℓp regression is reduced to approximately

minimize problems that are a combination of a linear term, ℓp norm

term, and ℓ2 regularization term (Problem 3.1). As in [3], we use a

width-reduced multiplicative weights update (MWU) to reduce the

iteration complexity. The main difference is that we show an energy

boosting lemma in the width-reduced MWU (Lemma 3.6) that al-

lows for resistances tomore than double (while still providing signif-

icant increase to the energy potential) by leveraging stability from

(2), while in standard energy boosting the energy does not increase

significantly beyond resistances increasing by a constant factor.

While the proof follows gracefully from low-rank update formulas,

we believe that this is an interesting conceptual point. Our second

acceleration-based algorithm repeatedly solves proximal subprob-

lems of the form minx ∥Ax − b∥
p
p + O (p)p x − y

p
A⊤W1−2/pA

: we

show that such regularized problems may be solved efficiently by

using stability given by (2). Interestingly, a more naïve application

of acceleration of ball-constrained Newton methods [18] leads to

an iteration complexity of Õp (d
1/3). However, our acceleration

method achieves an iteration complexity of Õp (d
(p−2)//(3p−2) ) and

provides an acceleration-based alternative matching the iteration

complexities achieved by width-reduction for intermediate values

of p ∈ [2,∞).
For the case q ≤ 2 instead of solving minx ∈Rd ∥Ax − b∥q we

solve the dual problem

min

A⊤x=0,b⊤x=−1
∥x ∥p

where p = q/(q− 1) is the dual norm. In this setting we also wish to

use ℓq Lewis weights. However the presence of the ℓ2 regularizer

induced from iterative refinement or the acceleration framework

forces us to use a more complex regularized Lewis weight, defined

in Definition 5.2 (such a concept was also used in [11, Definition

4.4]). Unfortunately it seems that this type of regularized Lewis

weight is not immediately compatible with the width reduction or

acceleration type speedups, and we only achieve a Õp (d
(p−2)/(2p−2) )

iteration complexity as a result. Consequently, we believe that

achieving a matching Õp (d
(p−2)/(3p−2) ) complexity for the case q ≤ 2

is an important open problem.

1.4 Paper Organization
The remainder of the paper is structured as follows. In Section 2 we

give preliminaries for our algorithms, e.g. leverage scores, Lewis
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weights, and iterative refinement. In Section 3 we provide an it-

erative refinement and width reduction framework for showing

Theorem 1. In Section 4 we give an alternate approach for the previ-

ous result based on the high-order acceleration framework of [15].

In Section 5 we show Theorem 3 which achieves d-dependent (as
opposed to n-dependent) iteration complexities for ℓq regression

for q ≤ 2. Finally we show our result on approximate ℓ∞ regression

(Theorem 2) in Appendix A.

2 PRELIMINARIES
2.1 General Notation
We use lowercase for vectors, and capital boldface for matrices. We

let 0⃗, 1⃗ denote the all 0, 1 vectors respectively. Additionally, for a

vector the matrix with corresponding capital letter is the diagonal

matrix. Throughout we let w denote a weight vector, r denote a
positive vector, and W = diag (w ) and R = diag (r ). We say that

a matrix B ∈ Rn×n is positive semidefinite (PSD) if x⊤Bx ≥ 0 for

all x ∈ Rn .We say that matrices A ⪯ B if B − A is PSD. For PSD

matrices A,B we say that A ≈α B for α ≥ 1 if α−1B ⪯ A ⪯ αB. For
a PSD matrix B we define the seminorm induced by B as ∥x ∥B :=
√
x⊤Bx .

2.2 Lewis Weights
We start by defining the leverage scores and ℓp Lewis weights of a

matrix A. These are measures of importance of rows of a matrix A.

Definition 2.1 (Leverage scores). For a matrix A ∈ Rn×d

whose i-th row is the vector ai , the leverage scores are given by

σ (A)i := a⊤i (A
⊤A)−1ai for i ∈ [n].

It is known that

∑
i ∈[n] σ (A)i = rank(A). Further, the leverage

score of the i-th row of a matrix A is given by the maximum of

|(Ax )i | over all vectors x ∈ Rd satisfying ∥Ax ∥2 ≤ 1. This provides

a concrete way that the leverage scores are ℓ2 importance measures

of rows.

Fact 2.2 (Leverage scores as ℓ2 importance). For a matrix

A ∈ Rn×d the leverage score of row i ∈ [n] is given by

σ (A)i = max

x ∈Rd :Ax,0

(Ax )2i
∥Ax ∥2

2

.

Lewis weights are a generalization of leverage scores to ℓp norms

for p , 2.

Definition 2.3 (ℓp Lewis weights). For a matrixA ∈ Rn×d , the
ℓp Lewis weights are given by the unique vectorw ∈ Rn

≥0
satisfying

wi = σ (W1/2−1/pA)i for all i ∈ [n].

[29] proves the existence and uniqueness of ℓp Lewis weights

for all p ∈ (0,∞). Additionally, they provide an efficient contractive

procedure for approximately computing the ℓp Lewis weight for

p < 4. For our applications for p < 2, we use a regularized version

of these weights, and defer the full statement of the approximation

result needed until Lemma 5.3 in Section 5. For our applications for

p ≥ 4 we show that it is possible to compute weights satisfying the

weaker guarantee (2).

Definition 2.4 (ℓp Lewisweight overestimates). For amatrix

A ∈ Rn×d we say thatw ∈ Rn
≥0

are ℓp Lewis weight overestimates

if d ≤ ∥w ∥1 ≤ 2d andwi ≥ σ (W1/2−1/pA)i for all i ∈ [n].

The factor of 2 is somewhat arbitrary – any constant factor

suffices for our algorithms. We require the following lemma show-

ing that Lewis weight overestimates can be computed with a few

linear system solves. Its proof is deferred to the full version. Our

approach is an extension of that in [26] which provided a procedure

for approximately computing the John ellipse, i.e. the p = ∞ case.

Lemma 2.5 (Computing Lewis weight overestimates). There

is an algorithm ApproxLargeWeights(A,p) that given any A ∈
Rn×d and p ≥ 2 in Õ (TA) time computes ℓp Lewis weight overesti-

mates (Definition 2.4) whp.

We can show (2) holds for any ℓp Lewis weight overestimates.

Lemma 2.6. For a matrix A ∈ Rn×d and ℓp Lewis weight overesti-

matesw ∈ Rn>0 (Definition 2.4) we have that ∥Ax ∥p ≤ ∥W
1

2
− 1

p Ax ∥2
for all x ∈ Rn .

Proof. By Fact 2.2 we know that

|(Ax )i | = w
− 1

2
+ 1

p
i |(W

1

2
− 1

p Ax )i |

≤ w
− 1

2
+ 1

p
i σ (W

1

2
− 1

p A)1/2i ∥W
1

2
− 1

p Ax ∥2

≤ w
1/p
i ∥W

1

2
− 1

p Ax ∥2.

Hence, we see that

∥Ax ∥pp =
∑
i ∈[n]

|(Ax )i |p

≤
∑
i ∈[n]

w
p−2
p

i ∥W
1

2
− 1

p Ax ∥p−2
2

(Ax )2i = ∥W
1

2
− 1

p Ax ∥p
2
.

Taking the p-th root of both sides gives us the result. □

2.3 Iterative refinement
At a high level, the iterative refinement framework for ℓp norms

introduced by [3] shows that the Bregman divergence of the ℓp
norm, i.e. the function f (x ) = |x |p , can be efficiently approximated

by an ℓ2 and ℓp component. Using this, we can reduce solving high

accuracy ℓp -norm problems to solving approximate ℓ2-ℓp norm

problems.

Lemma 2.7 ([4, Lemma B.1]). For x ,∆ ∈ Rn and p ≥ 2, we have

for д, r ∈ Rn defined by дi = p |xi |
p−2xi and ri = |xi |

p−2
for i ∈ [n]

that

p

8

∑
i ∈[n]

ri∆
2

i + 2
−p−1∥∆∥

p
p ≤ ∥x + ∆∥

p
p − ∥x ∥

p
p − д

⊤∆ (3)

≤ 2p2
∑
i ∈[n]

ri∆
2

i + p
p ∥∆∥

p
p . (4)

There are several more restrictive variations of Lemma 2.7 for

positive scalars that we use whose proofs are deferred to the full

version.

Lemma 2.8. For all a,b ≥ 0 and k ≥ 2we have that (a+b)k −ak ≤
3kak−1b + 3kkbk .
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The second corollary is useful in slightly different regimes of the

exponent k .

Lemma 2.9. For all a,b ≥ 0 and k ≥ 1we have that (a+b)k −ak ≤
4
k (ak−1b + bk ).

Searching over the value of д⊤∆ reduces solving ℓp regression to

high accuracy to approximately solving constrained ℓ2-ℓp problems.

We call a procedure for approximately solving constrained ℓ2-ℓp
problems a γ -solver and provide this reduction, [4, Theorem 3.1]

below.

Definition 2.10 (γ -solver). We call an algorithm a γ -solver if
given ν ≥ 0, д ∈ Rn , and a positive diagonal matrix R ∈ Rn×n , it is
the case that for

OPT = min

C∆=0,д⊤∆=−ν
∆⊤A⊤RA∆ + ∥A∆∥pp ,

the algorithm returns a ∆̂ satisfying C∆̂ = 0, д⊤∆̂ = −ν , and

∆̂⊤A⊤RA∆̂ ≤ γOPT and ∥A∆̂∥pp ≤ γp−1OPT.

Lemma 2.11 ([4, Theorem 3.1]). Given U ∈ Rn1×d ,A ∈ Rn2×d

and b,v and p ≥ 2, we can compute an x ∈ Rd satisfying Ux = v
and

∥Ax − b∥p ≤ (1 + ε ) min

Ux=v
∥Ax − b∥p

in O (p3.5γ log(m/ε )) calls to a γ -solver (Definition 2.10).

3 ENERGY BOOSTING ALGORITHM FOR
LARGE p

The goal of this section is to give an algorithm to show Theorem 1.

By Lemma 2.11 and scaling we may assume that ν = 1 andOPT = 1

[3, Lemma 5.4] throughout, and we use the following setup through-

out the section.

Problem 3.1 (Scaled residual). In the scaled residual problem

we are given A ∈ Rn×d , д ∈ Rd , and diagonal R ∈ Rn×n
≥0

such that

there exists x⋆ ∈ R
d
satisfying д⊤x⋆ = −1 with x⊤⋆A

⊤RAx⋆ ≤ 1

and ∥Ax⋆∥p ≤ 1. We cally anα-approximate solution to the problem

if д⊤y = −1, y⊤A⊤RAx⋆ ≤ α and ∥Ay∥p ≤ α .

In the notation of Problem 3.1, proving the following lemma

suffices to show Theorem 1.

Lemma 3.2. Algorithm Oracle(A,д,R,p) takes an instance of

Problem 3.1 and returns an O (p)p -approximate y in O (p)pd
p−2
3p−2 · TA

time whp.

Proof of Theorem 1. Clearly Lemma 3.2 satisfies the condi-

tions of Lemma 2.11 for γ = O (p)p . Each call to Lemma 3.2 re-

quiresO (p)pd
p−2
3p−2

calls to a solver to A⊤DA so the total number of

iterations is

γ · p3.5 ·O (p)pd
p−2
3p−2

log(m/ε ) = O (p)pd
p−2
3p−2

log(m/ε ).

□

To show Lemma 3.2 we use the following Line 11. It follows

the multiplicative weights and width reduction approach of [3, 21].

The algorithm solves ℓ2-norm problems in sequence. When the

ℓp norm of the resulting solution is small enough, i.e. ∥Az∥pp ≤ τ ,

Algorithm 1:Oracle(A,д,R,p). GivenA,R,д satisfying Prob-
lem 3.1, returns a y ∈ Rd with д⊤y = −1, y⊤A⊤RAy ≤ Op (1),

and ∥Ay∥p = Op (1) in Op (d
p−2
3p−2 ) iterations.

1 w ← ApproxLewis(A,p). ▷ Compute ℓp Lewis weight

overesimates of A via Lemma 2.5

2 y ← 0 and s ← w1/p
. ▷ Iterates

3 κ ← κpd
1/p

, α ← αpd
−
p2−5p+2
p (3p−2)

, τ ← τpd
(p−2) (p−1)

3p−2
. ▷ Constants

κp ,τp large, αp small
5

4 for t = 0, 1, . . . ,T
def

= ⌊α−1d1/p ⌋ do

5 z ← argminд⊤x=−1 x
⊤A⊤

(
d
1− 2

p R + Sp−2
)
Ax . ▷

S = diag (s )
6 while ∥Az∥pp ≥ τ do

7 S ← {i ∈ [n] : si ≤ 2
−

p
p−2κ |(Az)i |}. ▷ Boosting step.

8 si ←

(
s
p−2
i +

τ 2/p |(Az )i |p−2

4∥Az ∥pp

) 1

p−2
for i ∈ S .

9 z ← argminд⊤x=−1 x
⊤A⊤

(
d
1− 2

p R + Sp−2
)
Ax .

10 y ← y + αz and s ← s + α |Az |. ▷ Progress step.

11 return (αT )−1y.

the algorithm performs a progress step in line 10, and adds z to the

output. However, whenever the ℓp norm of the returned solution is

large, the algorithm performs a boosting step in line 8, and increases

the resistance of the large coordinates contributing significantly to

the ℓp norm ∥Az∥pp to force them to be smaller in future iterations.

To analyze Algorithm Oracle(A,д,R,p) in Line 11 and thereby

prove Lemma 3.2, we analyze two potential functions following

the approach and notation of [3]. The first is Φ(s )
def

= ∥s∥
p
p , and the

second is the energy (where S def

= diag (s ))

E (s )
def

= min

д⊤x=−1
x⊤A⊤

(
d
1− 2

p R + Sp−2
)
Ax .

We show that a progress or boosting step doesn’t increase Φ by too

much, and that a boosting step significantly increases the energy.

Combining this with an energy upper bound completes the proof.

To reason about the energy increase we use the following alternate

characterization of the energy.

Lemma 3.3. For any symmetric positive definite matrix B and

vector д we have

argmin

д⊤x=−1
x⊤Bx = −

1

д⊤B−1д
B−1д and min

д⊤x=−1
x⊤Bx = (д⊤B−1д)−1 .

(5)

Proof. Let x∗ be the minimizer of (5). Note that д⊤x∗ = −1 by
assumption and Bx∗ = α∗д for some unknown α∗. Consequently,
x∗ = α∗B−1д and the claim follows from

−1 = д⊤x∗ = α∗д⊤B−1д.

The second claim follows by using this value to compute x∗⊤Bx∗.
□
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Lemma 3.4 (Energy upper bound). In Problem 3.1, for any vector

s satisfying s ≥ w1/p
coordinate-wise for ℓp Lewis weight overesti-

matesw (Definition 2.4), we have E (s ) ≤ 2Φ(s )
1− 2

p .

Proof. Let x⋆ be as in Problem 3.1. By Hölder’s inequality we

have that

E (s ) ≤ x⊤⋆A
⊤

(
d
1− 2

p R + Sp−2
)
Ax⋆ ≤ d

1− 2

p + ∥Ax⋆∥2p ∥s∥
p−2
p

≤ d
1− 2

p + ∥s∥
p−2
p = d

1− 2

p + Φ(s )
1− 2

p

≤ 2Φ(s )
1− 2

p ,

where the final inequality follows from Φ(s ) ≥ ∥w ∥1 ≥ d . □

Lemma 3.5 (Progress step). Let snew = s + α |Az |, as defined in
line 10 of Line 11. Then we have that E (snew) ≥ E (s ) and

Φ(snew) − Φ(s ) ≤ 5pαΦ(s )
1− 1

p + 3ppαpτ . (6)

Proof. To bound E (snew), note that snew ≥ s ≥ 0⃗ entrywise.

Therefore, E (snew) ≥ E (s ).
To bound Φ(snew) we compute

Φ(snew) − Φ(s ) = ∥s + α |Az |∥pp − ∥s ∥
p
p

(i )
≤ 3pα

∑
i ∈[n]

s
p−1
i |(Az)i | + 3ppαp ∥Az∥

p
p

(ii )
≤ 3pα *.

,

∑
i ∈[n]

s
p
i
+/
-

1/2

*.
,

∑
i ∈[n]

s
p−2
i (Az)2i

+/
-

1/2

+ 3ppαpτ

(iii )
≤ 3pα

√
Φ(s )E (s ) + 3ppαpτ

(iv )
≤ 5pαΦ(s )

1− 1

p + 3ppαpτ .

Here, (i ) follows from Lemma 2.8 for k = p, (ii ) follows from
the Cauchy-Schwarz inequality, (iii ) follows from the fact that z
is the minimizer for E (s ), and (iv ) follows from Lemma 3.4 that

Φ(s ) ≤ 2E (s )
1− 2

p . □

To analyze the boosting step we provide a general lemma about

energy increase under boosting edges. Interestingly, this allows

for resistances to increase by more than a constant factor, thereby

going beyond the standard energy boosting lemmas in [21, 49, 50].

Lemma 3.6 (Energy increase). Letw ∈ Rn
≥0

be ℓp Lewis weight

overestimates for A ∈ Rn×d and D ⪰ W1− 2

p
be a diagonal matrix,

and v ∈ Rn
≥0

satisfy ∥v ∥ p
p−2
≤ 1. For E

def

= minд⊤x=−1 x
⊤A⊤DAx ,

Enew
def

= minд⊤x=−1 x
⊤A⊤ (D + V)Ax , and

y
def

= argminд⊤x=−1 x
⊤A⊤DAx the following holds

Enew − E ≥
1

2

∑
i ∈[n]

vi (Ay)2i .

Proof. By Lemma 3.3

E = (д⊤ (A⊤DA)−1д)−1 and y = −
1

д⊤ (A⊤DA)−1д
(A⊤DA)−1д.

By the Woodbury matrix identity we have that

E−1 − (Enew)−1 (7)

= д⊤ (A⊤DA)−1A⊤V
1

2 (I + P)−1V
1

2A(A⊤DA)−1д

=
1

E2
y⊤A⊤V

1

2 (I + P)−1V
1

2Ay (8)

where P def

= V
1

2A(A⊤DA)−1A⊤V
1

2 . We next claim that A⊤VA ⪯
A⊤DA. To show this, note that for any x ∈ Rn we have that

x⊤A⊤VAx =
∑
i ∈[n]

vi (Ax )2i
(i )
≤ ∥v ∥ p

p−2
∥Ax ∥2p

(ii )
≤ x⊤A⊤W1− 2

p Ax
(iii )
≤ x⊤A⊤DA,

where (i ) follows from Hölder’s inequality’s inequality, and (ii )
from the condition ∥v ∥ p

p−2
≤ 1 and Lemma 2.6, and (iii ) from

W1− 2

p ⪯ D. Note that this additionally implies that

P = V
1

2A(A⊤DA)−1A⊤V
1

2 ⪯ V
1

2A(A⊤VA)−1A⊤V
1

2 ⪯ I

where the last step follows because the matrix is an orthogonal

projection matrix.

Applying these bounds to (8) yields that

E−1 − (Enew)−1 ≥
1

2E2

∑
i ∈[n]

vi (Ay)2i .

Using that Enew ≥ E and rearranging yields that

Enew − E ≥
EnewE

2E2

∑
i ∈[n]

vi (Ay)2i ≥
1

2

∑
i ∈[n]

vi (Ay)2i .

□

Lemma 3.7 (Boosting step). Let s be at the start of a boosting step,
and snew be defined as after the operations of line 8 inOracle (Line 11).

If 2
pκ−(p−2)Φ(s )

1− 2

p ≤ τ/4 then Φ(snew) − Φ(s ) ≤ 20κ2 (E (snew) −

E (s )) and E (snew) − E (s ) ≥ τ 2/p/16.

Proof. For z as in line 5 of Algorithm 1∑
i ∈S
|(Az)i |p = ∥Az∥

p
p −

∑
i<S
|(Az)i |p (9)

(i )
≥ ∥Az∥pp −

(
2
−

p
p−2κ

)−(p−2) ∑
i<S

s
p−2
i (Az)2i (10)

(ii )
≥ ∥Az∥pp − 2

p+1κ−(p−2)Φ(s )
1− 2

p
(iii )
≥ ∥Az∥pp /2,

(11)

where (i ) follows by the definition of S in line 7 in Oracle (Line 11),

(ii ) follows from Lemma 3.4, and (iii ) follows by the condition on

κ in the hypothesis and τ ≤ ∥Az∥pp by the condition of line 6 in

Oracle (Line 11).

Now we can lower bound E (snew) − E (s ) using Lemma 3.6. Set

D = d
1− 2

p R + Sp−2 and vi = 0 for i < S and vi =
τ 2/p |(Az )i |p−2

4∥Az ∥pp
for i ∈ S . Note that ∥v ∥ p

p−2
≤ τ 2/p/∥Az∥2p ≤ 1 by the condition
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τ ≤ ∥Az∥pp of line 6 in Oracle (Line 11). Thus Lemma 3.6 gives

E (snew) − E (s ) ≥
1

2

∑
i ∈[n]

vi (Az)2i

=
1

2

·
τ 2/p

4∥Az∥pp

∑
i ∈S
|(Az)i |p ≥ τ 2/p/16

where we have used (11) above.

To bound Φ(snew) − Φ(s ), we use Lemma 2.9 for k = p/(p − 2)

and a = s
p−2
i and b = vi to get

Φ(snew) − Φ(s ) =
∑
i ∈[n]

(
(s
p−2
i +vi )

p
p−2 − s

p
i

)
≤ 4

p
p−2

∑
i ∈S

(
s2i vi +v

p
p−2
i

)
(i )
≤ 4

p
p−2

∑
i ∈S

(
4
−

p
p−2κ2vi (Az)2i +v

p
p−2
i

)
(ii )
≤ 2κ2 (E (snew) − E (s )) + 1.

Here, (i ) uses si ≤ 2
−

p
p−2κ |(Az)i | for all i ∈ S by line 7 in Or-

acle (Line 11) and (ii ) uses Lemma 3.6 and ∥v ∥ p
p−2
≤ 1/4. To

conclude, note that E (snew) − E (s ) ≥ τ 2/p/16 ≥ 1/16, as τ ≥ 1.

Also, κ ≥ 1, so 2κ2 (E (snew) − E (s )) + 1 ≤ 20κ2 (E (snew) − E (s )).
This completes the proof. □

Nowwe can combine the bounds onΦ(s ) and E (s ) in Lemmas 3.5

and 3.7 to prove Lemma 3.2.

Proof of Lemma 3.2. We set τp = 40
p
. Choose αp = 1/(1000p)

so that ppαpτ ≤ pαd
1− 1

p
. Then ppαpτ ≤ pαΦ(s )

1− 1

p
as Φ(s ) ≥ d

for all s ≥ w1/p
for a Lewis weight overestimatew . Let κp = p.

Let sfinal be the final value of s in a call to Oracle (Line 11). We

show by induction thatΦ(sfinal) ≤ (20κ)p and 2
pκ−(p−2)Φ(s )

1− 2

p ≤

τ/4 during a successful execution of Algorithm 1 always (so the con-

dition of Lemma 3.7 is satisfied). We start by bounding Φ(sfinal). As∑
i ∈[n]wi ≤ 2d by the definition of ℓp Lewis weight overestimates

(Definition 2.4), initially Φ(s ) ≤ 2d . We calculate that

Φ(sfinal)
(i )
≤ 2d + α−1d1/p

(
5pαΦ(sfinal)

1− 1

p + 3ppαpτ
)
+ 20κ2E (sfinal)

(ii )
≤ 2d + α−1d1/p · 8pαΦ(sfinal)

1− 1

p + 40κ2Φ(sfinal)
1− 2

p

= 2d + 8pΦ(sfinal)
1− 1

p d1/p + 40κ2Φ(sfinal)
1− 2

p .

where (i ) follows from Lemmas 3.5 and 3.7, and (ii ) follows from

Lemma 3.4 and the bound ppαpτ ≤ pαΦ(s )
1− 1

p
from our choice of

τp and αp . If Φ(s
final) > (20κ)p then we get that

2dΦ(sfinal)−1 + 8pd1/pΦ(sfinal)
− 1

p + 40κ2Φ(sfinal)
− 2

p

<
1

20

+
8pd1/p

20κ
+

40κ2

400κ2
< 1,

contradicting the above equation. Hence Φ(sfinal) ≤ (20κ)p .

Now we check that 2
pκ−(p−2)Φ(sfinal)

1− 2

p ≤ τ/4 to complete

the induction. From the choice τp = 40
p
and τ ≥ τp , note that

2
pκ−(p−2)Φ(sfinal)

1− 2

p ≤ 2
pκ−(p−2) (20κ)p−2 ≤ 40

p/4 ≤ τ/4.

We now show that the returned vector x = (αT )−1y (for T
def

=

⌊α−1d1/p ⌋) satisfies ∥Ax ∥p ≤ O (p) and x⊤A⊤RAx ≤ O (p)p . Note

that (αT )−1 ≤ 2d−1/p . For the first of these note that

∥Ax ∥p ≤ 2d−1/p ∥Asfinal∥p = 2d−1/pΦ(sfinal)1/p ≤ 40κd−1/p ≤ 40p

by the choice of κp . For the latter, note that

z⊤A⊤RAz ≤ d
2

p −1E (s ) ≤ 2d
2

p −1Φ(s )
1− 2

p = O (p)p

at each step – now apply the triangle inequality on the norm

∥R1/2Az∥2.
Finally we bound the number of progress and boosting steps.

The number of progress steps is bounded by α−1d1/p = O
(
pd

p−2
3p−2

)
by the choice of α . To bound the number of boosting steps, note

that E (s ) increases by τ 2/p/16 per boosting step by Lemma 3.7,

and is increasing every progress step by Lemma 3.5. As E (sfinal) ≤

2Φ(s )
1− 2

p ≤ 2(20κ)p−2 at the end we get that the number of boost-

ing steps is bounded by

2(20κ)p−2

τ 2/p/16
≤ O (p)p · d

1− 2

p · d
−2(p−2) (p−1)
p (3p−2) = O (p)pd

p−2
3p−2 .

To compute the ℓp Lewis weights overestimates in line 1 in Or-

acle (Line 11) there are an additional Õ (1) solves to A⊤DA by

Lemma 2.5. Together, this gives the total iteration bound. □

4 MONTEIRO-SVAITER ACCELERATION
ALGORITHM FOR LARGE p

In Section 3, we gave an algorithm for ℓp regression for p ≥ 2

based on the iterative refinement framework of [3]. Here we give

an alternate scheme with an improved dependence on p based

on highly-smooth optimization. More specifically, we leverage an

optimization framework from [15], which reduces the task of min-

imizing a convex function f to approximately solving proximal

subproblems of the form

Prox(y) = min

x
f (x ) +Cp x − y

p
M

for arbitrary positive semidefinite matrixM. Our result is a re-

finement of the O (p14/3n1/3) iteration complexity achieved in [18].

Our main technical ingredient is an improved Hessian stability

bound (Lemma 4.3) which works for all p ≥ 2 and allows us to

take steps bounded in the norm induced by a matrix M ⪯ A⊤A.
We leverage this to give an efficient algorithm for proximal sub-

problems, and combine with the acceleration framework of [15] to

obtain our result.

4.1 Hessian stability
In this section, we prove our Hessian stability bound Lemma 4.3.

We begin with a straightforward scalar inequality which we use in

our proof.
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Lemma 4.1. Let α , β ≥ 1 satisfy
1

α +
1

β = 1. For any n ≥ 0 and

any x ,y,
��x + y��n ≤ |αx |n + |βy |n .

Additionally,
��x + y��p−2 ≤ e |x |p−2 + pp−2 ��y��p−2 for p ≥ 2.

Proof. Observe

��x + y��n =
�����
αx

α
+

βy

β

�����

n
≤ ��max

{
|αx |, |βy |

}��n
= max

{
|αx |n , |βy |n

}
≤ |αx |n + |βy |n .

Applying this inequality with α =
p−1
p−2 , β = p − 1, n = p − 2 yields

��x + y��p−2 ≤
(
1 +

1

p − 2

)p−2
|x |p−2 + ��(p − 1)y��p−2

≤ e |x |p−2 + pp−2 ��y��p−2

where the last inequality follows from

(
1 + 1

x

)x
< e for any x ≥ 0

and p − 1 ≤ p. □

With this scalar inequality, we define a matrix M we will repeat-

edly appeal to in this section.

Definition 4.2. Let A ∈ Rn×d be a matrix, and letw ∈ Rn be a

vector of overestimates of the ℓp -Lewis weights of A (Definition 2.4).

We set M def

= A⊤W1−2/pA.

With this, we prove our main Hessian stability fact Lemma 4.3:

Lemma 4.3. Let p ≥ 2, and define f (x ) = ∥Ax − b∥pp . Let M =
A⊤W1−2/pA (Definition 4.2). For any y ∈ Rd , define fy (x ) = f (x ) +

Cp x − y
p
M and hy (x ) = x − y2∇2f (y ) + Cp x − y

p
M . Then if

Cp = e · pp , for any x

1

e
∇2hy (x ) ⪯ ∇

2 fy (x ) ⪯ e∇2hy (x ).

Proof. We first note

∇2 f (x ) = p (p − 1)A⊤diag ( |Ax − b |)p−2 A.

For any vector z, we use Lemma 4.1 to get

z⊤∇2 f (x )z = p (p − 1)
∑
i ∈[n]

|Ax − b |p−2i (Az)2i

= p (p − 1)
∑
i ∈[n]

|Ay − b + A(x − y) |p−2i (Az)2i

≤
∑
i ∈[n]

(
ep (p − 1) |Ay − b |p−2i + pp |A(x − y) |p−2i

)
(Az)2i .

Now, by Hölder’s inequality and Lemma 2.6 we get∑
i ∈[n]

pp ��A(x − y)��
p−2
i (Az)2i ≤ pp 

��A(x − y)��p−2
 p
p−2

(Az)
2 p

2

= pp A(x − y)
p−2
p ∥Az∥2p

≤ pp x − y
p−2
M ∥z∥2M .

Combining the above two inequalities yields

z⊤∇2 f (x )z ≤ ep (p − 1)z⊤A⊤diag
(
|Ay − b |p−2

)
Az (12)

+ pp x − y
p−2
M ∥z∥2M

= e ∥z∥2
∇2f (y ) + p

p x − y
p−2
M ∥z∥2M . (13)

Define дy (x ) = Cp x − y
p
M. We have

∇2дy (x ) = pCp x − y
p−2
M M

+ p (p − 2)Cp x − y
p−4
M M(x − y) (x − y)⊤M

and thus

pCp x − y
p−2
M M ⪯ ∇2дy (x ).

Combining the two inequalities yields

∇2 fy (x ) = ∇
2 f (x ) + ∇2дy (x )

⪯ e (∇2hy (x ) − ∇
2дy (x )) +

1

ep
∇2дy (x ) + ∇

2дy (x )

⪯ e∇2hy (x ).

For the lower bound, we exchange x and y in Equation (13) and

obtain

z⊤∇2 f (x )z ≥
1

e
z⊤∇2 f (y)z −

pp

e
x − y

p−2
M ∥z∥2M .

Consequently,

∇2 fy (x ) = ∇
2 f (x ) + ∇2дy (x )

⪰
1

e
(∇2hy (x ) − ∇

2дy (x )) −
1

ep
∇2дy (x ) + ∇

2дy (x )

⪰
1

e
∇2hy (x ).

□

4.2 Efficient implementation of proximal
subproblems

We now leverage Lemma 4.3 to give an efficient oracle for the

problem

Prox(y) = argmin

x
∥Ax − b∥pp + ep

p x − y
p
M .

Our algorithm is based on the relative smoothness framework from

[48]. We use the following:

Lemma 4.4 (Theorem 3.1 from [48]). Let f ,h be convex twice-

differentiable functions satisfying

µ∇2h(x ) ⪯ ∇2 f (x ) ⪯ L∇2h(x )

for all x . There is an algorithm which given a point x0 computes a

point x with

f (x ) − argmin

y
f (y) ≤ ε *

,
f (x0) − argmin

y
f (y)+

-
in O ( Lµ log(1/ε )) iterations, where each iteration requires computing

gradients of f and h at a point, O (n) additional work, and solving a
subproblem of the form

min

{〈
д,x

〉
+ Lh(x )

}
(14)

for vectors д.

Applying this to the p-norm regression objective yields the fol-

lowing result.
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Lemma 4.5. LetA ∈ Rn×d ,b ∈ Rn be given. LetM = A⊤W1−2/pA
(Definition 4.2). There exists an algorithm which computes

argmin

x
∥Ax − b∥pp + ep

p x − y
p
M

to high accuracy using Õ (1) linear system solves on matrices A⊤DA
for D ⪰ 0, i.e. in Õ (TA ) time.

Proof. For the function fy (x ) = ∥Ax − b∥
p
p + ep

p x − y
p
M, we

define the regularizer hy (x ) = x − y2∇2f (y ) + ep
p x − y

p
M. We

observe by Lemma 4.3 that ∇2 fy (x ) ≈O (1) ∇
2hy (x ) for all x . Thus

Lemma 4.4 ensures we compute a minimizer to fy using Õ (1) calls
to an oracle which solves subproblems of the form

min

{〈
д,x − z

〉
+ 4

(
x − y2∇2f (y ) + ep

p x − y
p
M

)}
.

To solve this problem, we employ the algebra fact that
1

s x
s =

maxy≥0 xy −
1

r y
r
for any x ≥ 0 and

1

s +
1

r = 1. Thus, we have

x − y
p
M =

p

2

·
2

p

(x − y2M)p/2
=
p

2

max

τ ≥0

{
τ x − y2M −

p − 2

p
τ

p
p−2

}
.

We may therefore write the subproblem as

min

x
max

τ ≥0

{ 〈
д,x − z

〉
+ 4 x − y2∇2f (y )

+ 2epp+1
(
τ x − y2M −

p − 2

p
τ

p
p−2

) }
.

This problem is convex in x and concave in τ : we may exchange

the min and max above. Further, this is a convex quadratic in x ,
and thus for any fixed τ we may compute the minimizing x with

a single linear system solve of the form ∇2 f (y) + CM = A⊤DA,
for some constant C ≥ 0 and D ⪰ 0. Further, for any C > 0 we

have ∇2 f (y) +CM ≻ 0: for any fixed τ > 0 the minimizing value

of x is unique. We conclude by binary searching for τ to high

accuracy. Thus, each proximal subproblem may be solved using

Õ (TA) time. □

We note that a high-accuracy solution to the proximal problem

in Lemma 4.5 gives an approximate stationary point (exactly the

condition later in Definition 4.6).

4.3 Putting it all together
We finish by using the above subroutine in the acceleration frame-

work of [15]. We summarize the main claim here:

Definition 4.6 (Approximate Proximal Step Oracle, Defini-

tion 5 [15]). We call Oprox an (α ,δ )-approximate proximal oracle

for convex f : Rd → R if, when queried at any x ∈ Rd it returns

y = Oprox (x ) ∈ R
d
such that

∇f (y) + ep
p+1 y − x

p−2
M ·M(y − x )M−1 ≤ eαpp+1 x − y

p−1
M +δ

Theorem 4 (Theorem 7 from [15]). Let д : Rd → R be a convex

twice-differentiable function minimized at x⋆, and let x0 be a point

with ∥x0 − x⋆∥ ≤ R. For any parameter ε ≥ 0, there is an algorithm

which for all k computes x with

f (x ) − f (x⋆) ≤ max



ε,
100pp · 40p−2Rp

k
3p−2
2




using ⌈k (6+log
2
[10

20Rp ·(105p)p+6ε−1])2⌉ = O (p2k log2 (pRε−1/p ))

gradients of f and queries to an ( 1

128p2 ,δ )-approximate proximal

oracle, provided that both δ ≤ ε/[1020p2R] and ε ≤ 10
20ppγ 4Rp+1.

Proof. Define the convex function д(x ) = f (M−1/2x ), and
chooseω (x ) = eppxp−2. The optimality conditions of Definition 4.6

are equivalent to those in Definition 5 of [15] after applying this

change of basis. Theorem 4 then follows from applying Theorem 7

in [15] to д with γ = p and α = 1

128p2 . □

Our application of this fact relies on a diameter-shrinking ar-

gument from [18]. We first recall a standar bound on the strong

convexity of ∥x ∥
p
p , which we cite from [3] for simplicity.

Lemma 4.7 (Lemma 4.5 from [3]). Let p ∈ (1,∞). Then for any

two vectors y,∆ ∈ Rn ,

y
p
p +v

⊤∆ +
p − 1

p2p
∥∆∥

p
p ≤

y + ∆
p
p

where vi = p |y |
p−2
i yi is the gradient of y

p
p .

We finally need the following lemma which allows us to convert

points which low function error into points with small distance to

the minimizer.

Corollary 4.8. Let A ∈ Rn×d ,b ∈ Rn be given. Let M =

A⊤W1−2/pA for ℓp Lewis weight overestimatesw (Definition 2.3). Let

f (x ) = ∥Ax − b∥pp be minimized at x⋆. If x satisfies f (x ) − f (x⋆) ≤

E, then ∥x − x⋆∥M ≤ 2
3/2d1/2−1/pE1/p .

Proof. Applying Lemma 4.7, we have

∥Ax − b∥pp = ∥Ax⋆ − b + A (x − x⋆)∥
p
p

≥ ∥Ax⋆ − b∥
p
p + ∇f (x⋆)

⊤ (x − x⋆) +
p − 1

p2p
∥A(x − x⋆)∥

p
p .

Note ∇f (x⋆) = 0 by optimality of x⋆. By Equation (2), we obtain

∥x − x⋆∥
2

M ≤ ∥w ∥
1−2/p
1

∥A(x − x⋆)∥2p .

byHölder’s inequality and the fact thatp ≥ 2. Recall that ∥w ∥
1
≤ 2d

by Lemma 2.5: this implies

∥x − x⋆∥
p
M ≤ (2d )p/2−1 ∥A(x − x⋆)∥

p
p .

Thus,

E ≥ f (x ) − f (x⋆) ≥
p − 1

p2p
∥A(x − x⋆)∥

p
p

≥ 2
−p−1 (2d )1−p/2 ∥x − x⋆∥

p
M :

taking pth roots yields ∥x − x⋆∥M ≤ 2
3/2d1/2−1/pE1/p as desired.

□

We now prove the main decrease lemma which in turn shows

Theorem 1.
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Lemma 4.9. Let A,b be given, and let f (x ) = ∥Ax − b∥pp have

minimizer x⋆. Let x0 be a point such that f (x0) − f (x⋆) ≤ E. There

is an algorithm which returns x ′ with f (x ′) − f (x⋆) ≤
E
2
using

Õ
(
p8/3d

p−2
3p−2 TA

)
time.

Proof. Applying Corollary 4.8 yields

R ≡ ∥x0 − x⋆∥M ≤ 2
3/2d1/2−1/pE1/p

for M = A⊤W1−2/pA. Note that log(pRE−1/p ) = O (logd ). We

now apply Theorem 4 to f (x ) with ε = E
2
: in Õ (p2k ) gradient

computations and proximal oracle calls we compute x with

f (x ) − f (x⋆) ≤ max




1

2

E,
100pp · 40p−2Rp

k
3p−2
2




≤ max




1

2

E,
100(120p)pdp/2−1E

k
3p−2
2



.

For k = O (p2/3d
p−2
3p−2 ), this bound is

1

2
E as desired. We additionally

require Õ (p2k ) = Õ (p8/3d
p−2
3p−2 ) gradient computations and calls to

a proximal oracle for f – these proximal oracle calls can each be

implemented in Õ (TA) time by Lemma 4.5. □

Proof of Theorem 1. Let x⋆ = argminy ∥Ay−b∥
p
p andOPT =

∥Ax⋆ − b∥
p
p . We may initialize E = n

p−2
2 OPT in Lemma 4.9 by

setting x = argminx ∥Ay − b∥
p
2
instead, and noting that

∥Ay−b∥pp ≤ ∥Ay−b∥
p
2
≤ ∥Ax⋆−b∥

p
2
≤ n

p−2
2 ∥Ax⋆−b∥

p
p = n

p−2
2 OPT.

Now Theorem 1 follows from running log(n
p−2
2 ) = Õ (p) iterations

of Lemma 4.9. □

Discussion on numerical stability. Throughout the section (eg.

in the application of Lemmas 4.4 and 4.5), we have assumed that

high accuracy solutions to problems lead to exact or high accu-

racy stationary points, i.e. the KKT conditions are satisfied. There

are several ways to make this rigorous. In particular, if one as-

sumes that all parameters, including the condition number of A,
are quasipolynomially bounded (i.e. at most exp(poly logm)), then
one can add a small strongly-convex regularizer (eg. δ ∥x ∥2A for

δ ≤ exp(−poly logm)ε) which barely affects the optimal value.

Strong convexity allows us to get an approximate stationary point

from approximate minimizers, which suffices for the all our appli-

cations (including the proof of [48]).

5 ALGORITHM FOR SMALL q
In this section, we provide an algorithm to showTheorem 3. Because

there isn’t a clean version of iterative refinement for the objective

∥Ax − b∥q for q < 2, we instead work with the dual problem.

Precisely, we can use Sion’sminimax theorem to get forp = q/(q−1)

min

x ∈Rd
∥Ax − b∥q = min

x ∈Rd
max

∥y ∥p ≤1
y⊤ (Ax − b)

= max

∥y ∥p ≤1
min

x ∈Rd
y⊤ (Ax − b)

= − min

∥y ∥p ≤1
A⊤y=0

b⊤y =

(
min

A⊤y=0,b⊤y=1
∥y∥p

)−1
. (15)

Using an high precision solution y to (15), we can return a high

precisionminimizer tominx ∈Rd ∥Ax−b∥q . In particular for the true
optimum y∗, by KKT conditions (that ∇∥y∗∥

p
p = psign(y

∗) |y∗ |p−2

is in the kernel of

[
A b

]⊤
) we know that there exists a vector

x ∈ Rd satisfying λsign(y∗) |y∗ |p−2 = Ax−b .We return this x . If we
have a high precision minimizer y instead of the true optimum y∗,
we can instead return an ℓ2-projection, i.e. x = argminx ∈Rd ∥Ax −
b − λsign(y) |y |p−2∥2 for the proper scaling λ.

We use Lemma 2.11 (for A = I and b = 0 in the lemma statement)

to solve the problem in (15), where we assume ν = 1 and OPT = 1

by scaling. This leads to the following optimization problem for

some д ∈ Rn and R = diag (r ) for r ∈ Rn>0:

min

A⊤x=0,b⊤x=1,д⊤x=−1
x⊤Rx + ∥x ∥pp .

Let U =
[
A b д

]
and v =

[
0 1 −1

]⊤
. Through these reduc-

tions and Lemma 2.11 it suffices to show the following.

Lemma 5.1. For matrix U ∈ Rn×d and v ∈ Rn , assume there

is x ∈ Rn satisfying U⊤x = v , x⊤Rx ≤ 1 and ∥x ∥
p
p ≤ 1. Then

there is an algorithm that in time Õ (TU) outputs a y ∈ R
n
satisfying

U⊤y = v , y⊤Ry = O (1), and ∥y∥p ≤ O (d
p−2
2p−2 ).

We remark that we could also instead get a result which achieves

a y⊤Ry = Op (1) and ∥y∥
p
p = Op (1) in time Õp (TUd

p−2
2p−2 ) via a mul-

tiplicative weights style algorithm as done in Section 3 algorithm

Oracle (Line 11). However since both runtimes would be the same

(up to logarithmic factors), we choose to present this simpler single

iteration algorithm. Combining this multiplicative weights style

algorithm with energy boosting as in the analysis in Section 3 to

achieve a Op (d
p−2
3p−2 ) iteration bound remains an interesting open

problem.

Proof of Theorem 3. Lemma 5.1 satisfies Lemma 2.11 for γ =

O (d
p−2
2p−2 ). Each call to Lemma 5.1 requires Õ (1) calls to a solver for

U⊤DU. Also, a solver for U⊤DU can be implemented using O (1)
calls to a solver for A⊤DA for diagonal matrices D, andO (1) solves
on O (1) ×O (1) matrices by computing the inverse via the Schur

complement onto the 2×2 block of U⊤DU corresponding to the b,д

vectors. Thus the total number of iterations is Õ (p3.5γ log(m/ε )) =

Õp (d
p−2
2p−2

log(m/ε )) as desired. □

An algorithm to show a weaker version of Lemma 5.1 with the

bound ∥y∥p ≤ O
(
n

p−2
2p−2

)
was given in [4, Lemma 3.3], by simply

returning

y = argmin

U⊤x=v
x⊤

(
n
1− 2

p R + I
)
x .
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Our approach to improve this dependence to O (d
p−2
2p−2 ) uses a ver-

sion of ℓq Lewis weights to replace the identity matrix I in the

above. To handle the presence of the resistance term R we require

a regularized version of Lewis weights.

Definition 5.2 (Regularized ℓq Lewis weights). For a matrix

A ∈ Rn×d , 1 ≤ q ≤ 2, and vector c ∈ Rn
≥0
, the c-regularized ℓq

Lewis weightsw are defined as the solution to

wi = σ
(
(C +W)

1

2
− 1

q A
)
i

for all i ∈ [n].

We show that these weights can be computed approximately

in Õ (1) iterations of a contractive map. Each iteration requires

the computation of approximate leverage scores. The proof of the

following lemma is deferred to the full version.

Lemma 5.3. Given a matrix A ∈ Rn×d , 1 ≤ q ≤ 2, and vector

c ∈ Rn
≥0
, let w be the c-regularized ℓq Lewis weights. There is an

algorithmApproxRegLewis(A, c,q) that whp. computes a vector ŵ ∈

Rn
≥0

satisfying ŵi/wi ∈ [0.9, 1.1] for all i ∈ [n] in Õ (TA) time.

We can now give our algorithm to show Lemma 5.1. We can

Algorithm 2: OracleSmall(U,v, r ,q). Given matrix U ∈

Rn×d ,v ∈ Rn , r ∈ Rn ,q ≤ 2, such that there exists x with

U⊤x = v and x⊤Rx ≤ 1 and ∥x ∥
p
p ≤ 1, returns y satisfying

U⊤y = v , y⊤Ry = O (1) and ∥y∥p = O (d
p−2
2p−2 ).

1 ŵ ← ApproxRegLewis(U,dr
p
p−2 ,q). ▷ Lemma 5.3

2 Return y ← argminU⊤x=v x⊤
(
d
1− 2

p R + Ŵ1− 2

p
)
x .

now show Lemma 5.1.

Proof of Lemma 5.1. Let x satisfy U⊤x = v and x⊤Rx ≤ 1 and

∥x ∥p ≤ 1. By the definition of y in line 2 in OracleSmall (Algo-

rithm 2), we know that

y⊤
(
d
1− 2

p R + Ŵ1− 2

p
)
y ≤ x⊤

(
d
1− 2

p R + Ŵ1− 2

p
)
x

≤ d
1− 2

p + ∥w ∥
1− 2

p
1
∥x ∥2p ≤ 3d

1− 2

p

where we have used Hölder’s inequality and ∥ŵ ∥1 ≤ 1.1d by

Lemma 5.3. In particular, this gives us d
1− 2

p y⊤Ry ≤ 3d
1− 2

p
so

y⊤Ry ≤ 3. Now we bound ∥y∥
p
p . Note that by the optimality condi-

tions fory (that the gradient of the objective of line 2 of Algorithm 2

is in the kernel of U⊤), there must exist a vector z ∈ Rd such that

y =
(
d
1− 2

p R + Ŵ1− 2

p
)−1

Uz.

Define ŷ =
(
d
1− 2

p R + Ŵ1− 2

p
)−1/2

Uz, so that

∥ŷ∥2
2
= y⊤

(
d
1− 2

p R + Ŵ1− 2

p
)
y ≤ 3d

1− 2

p .

Now we get that

∥y∥
p
p =

∑
i ∈[n]

(
d
1− 2

p ri + ŵ
1− 2

p
i

)−p
|(Uz)i |p

=
∑
i ∈[n]

(
d
1− 2

p ri + ŵ
1− 2

p
i

)−p (
dr

p
p−2
i + ŵi

) (p−2)2

2p
· (16)

������
*
,

(
dR

p
p−2 + Ŵ

) 1

2
− 1

q
Uz+

-i

������

p−2

(Uz)2i

(i )
≤

∑
i ∈[n]

(
d
1− 2

p ri + ŵ
1− 2

p
i

)−1
ŵ
−
p−2
2

i · (17)

������
*
,

(
dR

p
p−2 + Ŵ

) 1

2
− 1

q
Uz+

-i

������

p−2

(Uz)2i

(ii )
≤



(
dR

p
p−2 + Ŵ

) 1

2
− 1

q
Uz



p−2
2

2

· (18)

∑
i ∈[n]

(
d
1− 2

p ri + ŵ
1− 2

p
i

)−1
ŵ
−
p−2
2

i σ *
,

(
dR

p
p−2 + Ŵ

) 1

2
− 1

q
U+
-

p−2
2

i
(Uz)2i

(19)

(iii )
≤ 2

p−2
2



(
dR

p
p−2 + Ŵ

) 1

2
− 1

q
Uz



p−2
2

2

· (20)

∑
i ∈[n]

(
d
1− 2

p ri + ŵ
1− 2

p
i

)−1
(Uz)2i

(iv )
≤ 4

p−2
2 ∥ŷ∥

p
2
≤ 4

p−2
2

(
3d

1− 2

p
) p

2

(21)

≤ 4
pd

p
2
−1. (22)

Here, (i ) follows from the inequality a1−2/p +b1−2/p ≥ (a+b)1−2/p ,

which holds for all a,b ≥ 0, for a = dir
p
p−2
i and b = ŵi , and the

trivial bound (
d
1− 2

p ri + ŵ
1− 2

p
i

)−p/2
≤ ŵ

−
p−2
2

i .

Also, (ii ) is shown using Fact 2.2, and (iii ) uses the definition of

c-regularized Lewis weights (Definition 5.2) for c = dr
p
p−2

as cho-

sen in line 1 of OracleSmall (Algorithm 2) and that ŵ are 1.1-

approximate weights by Lemma 5.3. Finally, (iv ) uses the definition
of ŷ and

(dr
p
p−2
i + ŵi )

1− 2

q = (dr
p
p−2
i + ŵi )

2

p −1

≤ max

(
d
1− 2

p ri , ŵ
1− 2

p
i

)−1
≤ 2

(
d
1− 2

p ri + ŵ
1− 2

p
i

)−1
.

Taking p-th roots of (22) shows that ∥y∥p ≤ O (d
p−2
2p−2 ) as desired.

To bound the cost, note that line 1 and 2 of OracleSmall (Al-

gorithm 2) call Õ (1) solves to U⊤DU for diagonal matrices D by

Lemma 5.3. □
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A LEWIS WEIGHTS FOR ℓ∞ REGRESSION
Here, we argue that using ℓ∞ Lewis weight overestimates (Def-

inition 2.4) along with the computations and framework of [18]

directly give an algorithm for ℓ∞-regression, proving Theorem 2.

We use the notion of quasi-self-concordance from [18, Definition

10].

Lemma A.1. Define lset : R
n → R as

lset (x ) = t log *.
,

∑
i ∈[n]

exp(xi/t )
+/
-
.

Ifw ∈ Rn
≥0

are ℓ∞ Lewis weight overestimates (Definition 2.4) then

lset (x ) is 1/t-smooth and 2/t-quasi-self-concordant in the norm ∥ ·

∥A⊤WA.

Proof. By scaling, it suffices to show the result for t = 1. The

computations in the proof of [18, Lemma 14] in [18, Appendix G.1]

shows that u⊤∇2lse(x )u ≤ ∥u∥2∞. Now by Lemma 2.6 for p = ∞
we get ∥u∥∞ ≤ ∥u∥A⊤WA which implies the smoothness claim.

To show quasi-self-concordance, we use the computations in the

proof of [18, Lemma 14] in [18, Appendix G.1] to get

���∇
3
lse(x )[u,u,h]��� ≤ ∥u∥

2

∇2lse(x ) ∥h∥∞.

The proof follows from the fact that ∥h∥∞ ≤ ∥h∥A⊤WA by Lemma 2.6

with p = ∞. □

We can plug this bound into [18, Corollary 12] to show Theo-

rem 2.

Proof of Theorem 2. Define x⋆ = argminx ∥Ax − b∥∞ and

OPT = ∥Ax⋆−b∥∞.We assume that we start at a point x ∈ Rn with

∥Ax−b∥∞ ≤ 2OPT. Otherwise, the same proof shows that given any

upper bound onOPT, the algorithm allows us to reduce the error by

a constant factor. We can initialize with polynomial error by solving

the ℓ2 problemminx ∈Rd ∥Ax−b∥∞.We set t = εOPT
20 logn (which loses

εOPT/2 additive function accuracy) and minimize lset (Ax − b) to
εOPT/2 accuracy. In [18, Corollary 12] we set M = A⊤WA and

M = 2/t = O
(
20 logn
εOPT

)
by Lemma A.1.

We show we can set R = O (OPT
√
d ). Indeed note that ∥A(x −

x∗)∥∞ ≤ ∥Ax − b∥∞ + ∥Ax⋆ − b∥∞ ≤ 3OPT. Thus we get

R2 = ∥x − x⋆∥
2

A⊤WA ≤
∑
i ∈[n]

wi (A(x − x⋆))2i

≤ 9OPT2
∑
i ∈[n]

wi ≤ 18dOPT2

as ∥w ∥1 ≤ 2d by the construction in Lemma 2.5. Pluggin in this

value of R,M into [18, Corollary 12] gives an iteration bound of

Õ ((RM )2/3) = Õ *
,

(
OPT
√
d ·

20 logn

εOPT

)
2/3

+
-
= Õ (d1/3ε−2/3).

□
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