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Abstract—Requirements are elicited from the customer and
other stakeholders through an iterative process of interviews,
prototyping, and other interactive sessions. Many communication
phenomena may emerge in these early iterations, that lead initial
ideas to be transformed, renegotiated, or reframed. Understand-
ing how this process takes place can help in solving possible
communication issues as well as their consequences. In this
work, we perform an exploratory study of descriptive nature
to understand in which way requirements get transformed from
initial ideas into documented needs. To this end, we select 30
subjects that act as requirements analysts, and we perform a set
of elicitation sessions with a fictional customer. The customer
is required to study a sample requirements document for a
system beforehand and to answer the questions of the analysts
about the system. After the elicitation sessions, the analysts
produce user stories for the system. These are compared with
the original ones by two researchers to assess to which extent
and in which way the initial requirements evolved throughout
the interactive sessions. Our results show that between 30% and
38% of the produced user stories include content that can be
fully traced to the initial ones, while the rest of the content
is dedicated to new requirements. We also show what types of
requirements are introduced through the elicitation process, and
how they vary depending on the analyst. Our work contributes to
theory in requirements engineering, with empirically grounded,
quantitative data, concerning the impact of elicitation activities
with respect to initial ideas.

Index Terms—requirements elicitation, user stories, informa-
tion, requirements evolution

I. INTRODUCTION

Requirements are elicited from the customer and other
stakeholders through an iterative process of interviews, pro-
totyping, and other interactive sessions [1]-[3]. The iterations
transform the initial ideas of the customer into more explicit
needs, normally expressed in the form of a requirements
document to be used for system specification. Large part of
the research has focused on requirements inspection [4]-[6],
to identify possible defects of requirements documents, for
example in terms of ambiguity [7], [8] or incompleteness [9],
[10]. However, researchers observed that many communication
problems may have already emerged in the early iterations be-
fore the requirements are written down in their final form [11],
[12]. Relevant needs may have remained unexpressed, novel
requirements may have been introduced, and others may have
been discarded through early negotiation. Understanding how
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this process takes place can help to solve possible communi-
cation issues as well as their consequences.

In this work, we perform an exploratory study of descriptive
nature to understand in which way requirements get trans-
formed from initial ideas into documented needs. To this end,
we recruit 58 subjects that will act as requirements analysts,
and we perform a set of elicitation sessions with a fictional
customer. The fictional customer is required to study a set of
about 50 user stories for a system, which are regarded as the
initial customer ideas for the experiment. Then, each analyst
performs two requirements elicitation interview sessions with
the customer, who is required to answer based on the user
stories, and on novel ideas that can be triggered during the
conversation. The sessions are separated by a period of 2
weeks, in which the analyst is working on the data collected
in the first interview through notes, diagrams, or mockups.
After the elicitation sessions, each analyst documents the
requirements into 50 to 60 user stories. The produced user
stories from a sample of 30 subjects are compared with the
original ones by two researchers to assess to which extent
and in which way the initial requirements evolved throughout
the interactive sessions. Based on the analysis, we provide the
following main findings:

o Only between 30% and 38% of the produced user stories
include content that can be fully traced to the initial ones;

e Most of the requirements produced after elicitation and
documentation—specifically between 54% and 63%—are
refinements of the initial ideas, while between 13% and
21% are related to completely novel ideas;

e Most of the roles involved—between 59% and 74%—are
the same as the ones initially planned, but between 17%
and 31% are entirely novel roles;

« The relevance given to certain requirement categories is
different between initial ideas and documented needs;

o The original roles are mostly preserved in the analysts’
user stories, but the distribution of the analysts’ stories
among roles differs;

o There are recurrent new requirements and roles across
analysts.

The paper is organized as follows. Section II summarizes the
related work. Section III describes the adopted methodology,



Section IV presents the results of our analysis and Section V
discusses their implications. Section VI describes the threats
to the validity of our results and how they have been mitigated
and Section VII concludes the paper.

II. BACKGROUND AND RELATED WORK

Our work focuses on the evolution of requirements during
the elicitation phase, where the customers’ initial ideas are
discussed and refined to produce a first requirements docu-
ment. This document is based on both the elicitation process
focused on collecting the customer’s needs, and the creativity
of the analysts, which can influence the interviews and the
subsequent analysis.

A. Requirements Evolution

Requirements evolution is a well-recognized phenomenon
that can have critical effects on software systems [13]-[15].

Zowghi and Gervasi [16] analyze how the initial incomplete
knowledge about a system evolves and identify consistency,
completeness, and correctness (the “’three Cs”) as the driving
factors. The main idea behind this conclusion is that the
goal of an analyst is to produce a complete, consistent, and
consequently correct set of requirements. Thus, the analysts
keep working using the collected knowledge and their ex-
pertise trying to get closer to the three Cs at every step of
the process. Grubb and Chechik [15], [17] focus on the early
stage of requirements evolution, but they look at the modeling
phase. In particular, they propose to use goal model analysis
to help stakeholders to answer what if questions to support the
evolution of a system considering different scenarios, as well
as the customer in understanding trade-offs among different
decisions. In their approach, the authors augment goal models
with the capability of explicitly modeling time to provide a
more useful analysis for the stakeholders. Other authors have
looked into the concept of pre-requirements [18], intended
as information available prior to requirement specification—-
including system concepts, user expectations, the environment
of the system—-and their tracing with expressed needs.

As in this paper we consider requirements evolution during
elicitation, the above-mentioned papers are the closest to evo-
lution as considered in our work. However, more commonly,
the term “requirements evolution” refers to the evolution of
requirements once the system is deployed, and a wide body
of work exists in the area. Carrefio and Winbladh [19] suggest
the idea that user feedback is a critical factor for requirements
evolution and needs to be used for this purpose. The authors
created a system to automatically extract topics from user
feedback and generate new requirements for future versions
of the app. Feedback in the form of app reviews is analyzed
by a stream of works from Maalej and his team (e.g., [20],
[21]). Along the same line of research, Guzman et al. [22]
proposes to use the information mined in Twitter to guide the
evolution of requirements. Additional similar approaches are
discussed by Khan et al. [23] and by Morales-Ramirez et al.
[24].

Ali et. al. [25] identify in “assumptions” one of the main
reasons behind requirements evolution. The authors develop a
system to monitor the assumptions and evolve the model of
the systems every time they are violated.

B. Creativity in RE

Creativity plays an important role in many requirements en-
gineering activities. This includes the requirements evolution
process [26]-[28]. According to Sternberg, creativity can be
described as the ability to produce work that is both novel
and appropriate [29]. Nguyen [30] states that creativity can be
attributed to five factors: product, process, domain, people, and
context. To analyze the impact of creativity in discovering new
requirements, Maiden et al. [31] performed a study consisting
of a series of creative workshops to discover new requirements
for an Air Traffic Management System. This work provides
empirical evidence of the impact of creativity and creative
processes in identifying new requirements. Inspired by these
seminal contributions on creativity and RE, the CreaRE work-
shop was established', and it is currently at its 10th edition,
indicating the interest of the community in the topic. Several
techniques have been experimented in the literature; among
them, the EPMcreate technique [32], theoretical frameworks
for understanding creativity in RE [30], platforms to support
collaboration for distributed teams [33], toolboxes for selecting
the appropriate creativity technique [34], [35], and the use of
combination of goal modeling and creativity techniques [36],
[37].

C. Contribution

With respect to the literature on requirements evolution, our
work is among the first ones that focuses on early requirements
elicitation performed with traditional interviews, which are
extremely common in practice [3], [38]. The closest work to
ours is the contribution of Hayes et al. [18], focusing on pre-
requirements information. Their concept of pre-requirement is
analogous to our notion of “initial idea”. However, their goal is
to aggregate and automatically cluster pre-requirements from
multiple stakeholders, and support traceability. Instead, in our
paper we want to evaluate how the initial ideas get transformed
through the elicitation and documentation process.

Compared to work on creativity our study also differs from
the literature. Instead of providing a novel technique to stim-
ulate creativity, it gives quantitative evidence on the impact of
early elicitation and documentation activities. In particular, it
shows that (a) creativity takes place as a natural phenomenon
without introducing specific triggering techniques; (b) a quan-
titative evaluation is possible, and can be used to compare
different creativity techniques for requirements elicitation.

III. RESEARCH DESIGN
A. Research Questions
The overarching objective of this research is to explore in

which way requirements evolve from ideas to expressed needs.
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Fig. 1. Steps of the experiment.

In this study, the overarching goal is addressed by considering
the following main research question: What is the difference
between the initial customer ideas and those documented by
an analyst after requirements elicitation?

This is further decomposed into the following sub-questions:

o RQI1: How much is the difference in terms of documented
requirements and roles with respect to initial ideas?

o RQ2: What is the relevance given to the different cate-
gories of requirements and roles with respect to initial
ideas?

o RQ3: What are the emerging categories and roles and
what is their impact on the requirements?

B. Data Collection

To answer the questions, we perform an experiment with
one fictional customer (1st author of the current paper), and a
set of 58 different student analysts recruited from Kennesaw
State University. The steps of the experiment (approved,
together with the recruitment process, by the ethical committee
of Kennesaw State University) are described in the following.
Please refer to Fig. 1 for an overview of the steps.

1. Preparation Analysts are given a brief description of a

product to develop and are asked to prepare questions for a
customer that they will have to interview to elicit the products’
requirements. The product is a system for the management of
a summer camp. The brief description has an initial part that
describes the company’s current practice followed by a set of
briefly described needs about (1) managing the information,
registration, and activities of the participants, (2) giving the
participants’ guardians the opportunity to register and follow
their children, (3) managing the employees’ performance and
schedule, (4) communicating with parents and employees, and
(5) managing facilities.
The fictional customer is required to study a set of about
50 user stories for the system, which are regarded as the
initial customer ideas for the experiment. The initial user
stories are taken from the dataset by Dalpiaz [39], file
g21l.badcamp.txt. The use of the same customer for all
the interviews is in line with similar experiments, such as [40]
and [41].

2. Interview Each analyst performs a 15 minutes interview
with the customer, possibly asking additional questions with
respect to the ones that they prepared. The fictional customer
answers their questions based on the set of user stories that
describe the product, and that are not shown to the analysts.
Overall, the customer is required to stick to the content of the

user stories as much as possible. However, he is allowed to
answer freely when he does not find a reasonable answer in
the user story document, to keep the interview as realistic as
possible, and capture novel ideas that emerge in the dialogue.
The students are required to record their interviews, and take
notes.

3. Requirements Analysis Based on the recording and their
notes, the analysts have to: (a) perform an initial analysis of the
requirements, and based on this analysis (b) produce additional
questions for the customer to be asked in a follow-up interview.
The initial analysis can be performed with the support of a
graphical prototype, use cases, or written form. Analysts can
adopt the method they find more suitable.

4. Follow-up Interview Then, they perform a follow-up
interview with the customer, which also lasts 15 minutes, to
ask the additional questions prepared. During the interview,
they can use the graphical prototype, the use cases, or any ma-
terial produced as a support to ask questions to the customers.
In practice, they can show the material to the customer and
discuss based on the material.

5. Requirements Documentation After the second inter-
view, they are required to write down from 50 to 60 user
stories for the system. We constrain the number of user stories
between 50 and 60 to be consistent with the number of user
stories in the original set and, thus, to better compare and
analyze the collected data. About 50 user stories are also the
typical number in the dataset by Dalpiaz [39], which we deem
representative of user story sets used for research purposes.

6. Comparison Among the 58 participants, some did not
consent to use their work for publication. In addition, as the
analysis has been performed manually, to make it manageable
and consistent, we reduced the number of analyzed analysts to
30 which is a number that still allowed us to obtain significant
results. We randomly selected them and their work has been
inspected by two researchers (1st and 2nd author) to identify:

o User stories that express content that was already entirely
present in the initial set of user stories (marked as
“existing”, E).

o User stories that express content that is novel with respect
to the initial set of user stories, but that belongs to one of
the existing high-level categories of the initial set (marked
as “refinement” R).

o User stories that express content that is novel, and be-
longing to a novel category not initially present (marked
as “new” N).

o The name of novel categories of user stories introduced.

o Recurrent themes in R and N stories.

« Roles that were used also in the original stories (E,).

o Roles that represented a refinement of roles used in the
original stories (R,).

« Roles that were novel and never considered in the original
stories (N,).

This process is carried out by means of a template spread-
sheet that is used to annotate the user stories. Given a list of
user stories produced by one of the analysts, a researcher went
through the list, and marked each user story with E, R, or N.



Whenever a user story was marked with N, the researcher was
asked to report the name of the new category identified. An
excerpt of the data analysis for one of the user story documents
is reported in Fig. 2.

Subsequently, the roles used in the stories were extracted
and marked as E,, R, or N,. For the case of E, and R,
roles, the researcher also indicated the corresponding role in
the original story. For N,, the role was added to the list of
roles.

Validity Procedure. To extract the original categories and
roles and ensure the validity of the procedure, the following
tasks were performed by the researchers (all three authors)
before the comparison activity:

« Definition of existing user story categories: The ini-
tial set of user stories used as preparation material for
the interviewee has been analyzed by the three authors
independently to identify the emerging categories.

« Annotation of a sample set of user stories: To validate
the extracted categories each researcher independently
used the identified categories to label two sets of user
stories, for a total of 107 user stories.

o Preliminary check of agreement on the annotation: the
researchers accessed the other categories and labeled user
stories of the other researchers and then met in a 1 hour
and 30 minutes meeting to preliminarily reconcile the
disagreements. The meeting provided as an output a set of
guidelines to consolidate the different labels in high-level
categories. As one of the researchers also played the role
of the customer in the interviews, he gave some insights
used to reconcile disagreements. When additional input
was needed, the researchers also referred to the recordings
of the interviews. The same approach was used also in
the subsequent reconciliation meetings.

+ Consolidation of the categories and schema: After the
meeting, the 2nd author used the guidelines to consolidate
the categories and re-labeled the original user stories us-
ing these categories. The final categories were discussed
among the authors and finalized. The spreadsheet model
shown in Fig. 2 and used for the comparison procedure
was produced in this phase.

o Application of the consolidated schema: Using the
spreadsheet model the 1st and 2nd authors independently
labeled more than 100 user stories and then met to
reconcile. The disagreement on the category to assign
was minimal and only related to the novelty within a
category and not to the assignment in the categories. The
3rd author analyzed the spreadsheet model and approved
the consolidated schema.

To further ensure the validity of the procedure, as each set
of user stories was analyzed only by one researcher, during
the analysis, the user stories that raised doubts were marked
to be discussed in a subsequent meeting between the Ist and
the 2nd authors. This meeting was broken over two days for
a total of more than 6 hours.

The analysis of the roles did not require a similar effort as
the original user stories clearly identified three well-separated

roles.

C. Data Analysis

Data analysis is carried out based on the results of the
comparison activity and consists of a quantitative hypothesis
testing activity, and thematic analysis on the content followed
by an analysis of frequencies of themes.

For hypothesis testing, we consider the following study
variables, oriented to give a quantitative representation of the
concepts of initial customer ideas and documented ideas, as
well as their differences.

The dependent variables of the study are:

o Conservation rate: rate of produced user stories that
include content that can be traced directly to the original
set of user stories. More formally, given a set of user
stories produced by a certain analyst, let e be the number
of user stories that are marked as E by the researchers for
some of the categories, let 7" be the total number of user
stories for the analyst, the conservation rate ¢ is defined
asc=-¢e/T.

« Refinement rate: rate of produced user stories including
content that can be traced to the categories of the original
set of user stories, but that provide novel content within
one or more of those categories. Formally, the refinement
rate r is r = en /T, where en is the number of user stories
marked as R.

o Novelty rate: rate of produced user stories including
content that is novel, and cannot be traced to existing
categories. Formally, the novelty rate is v = n/T, where
n is the number of user stories marked as N.

For the roles, we have analogous variables, Role Conser-
vation, Refinement and Novelty Rate, defined respectively as:
cp =e,/Tp, 7, =en,/T,, and v, = n,/T,, where:

1) T, is the number of roles identified by the analyst;

2) ep,en,,n, are the roles that can be traced to the initial

roles, the roles that express a refinement of the original
ones, and the new roles, respectively.

Based on these rate variables, we want to see the interval,
for which we can state that, for a confidence level of 0.95
(o = 0.05), the rate variable X is comprised between a certain
lower bound Lx and a certain upper bound Ux. This can be
achieved by identifying the confidence interval of the mean of
the sample of each rate variable X—or the confidence interval
of its median, when the data are not normally distributed. To
test the normality assumption, we use the Shapiro-Wilk Test.
When the assumption is met, we apply the one sample t-test.
In the other cases, we apply the percentile method.?

The labeling procedure and theme extraction performed by
the 1st and 2nd authors have produced additional information
that can help to answer RQ2 and RQ3. In particular, we are
interested in analyzing the following indicators with respect
to the original idea and between different analysts:

2Some of the values for 7, and n, are 0. Thus, application of the non-
parametric Wilcoxon test would exclude these values from the computation
of the median, thus producing the confidence interval only for the other cases.
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Personnel

Camp

Communication | New Feature

As the Admin, | want the interface for this app to be simple to use, so that there is
minimal time required to start using it.

N - Usability

As an employee, | want this app to easily reschedule my week, so that if fellow
employee wishes to swap shifts or needs to be covered | can quickly and
seamlessly do so.

As the Admin, | want to be able to send alerts parents regarding their children, so
that if one needs immediate attention, | am able to contact the parents quickly.

As the Admin, | want this app to run on any phone platform, so that employees
with either an Android or iPhone can use it.

N - Portability

As the Admin, | want this app to allow students to have usernames so that
counselors and other campers can tag someone and highlight what is going on in E
real time.

Fig. 2. Extract of a compiled spreadsheet.
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o Categories and Roles Frequency: percentage of user
stories belonging to each category and role.

o Emerging Categories, Themes, and Roles in the ana-
lysts’ user stories and their frequency.

IV. EXECUTION AND RESULTS

A. RQI: How much is the difference in terms of documented
requirements and roles with respect to initial ideas?

In Fig. 3 and Fig. 4, we report the plots of the values of
the different rates for each analyst. Instead, in Table I we
report the statistics in terms of median, mean values, and
standard deviation. We see that in general the higher values are
observed for the refinement rate, followed by the conservation
rate and by the novelty. Conversely, for roles, conservation
rate dominates over novelty and refinement ones. Looking
at Fig. 3 and Fig. 4, we intuitively see that variations for
each rate are quite high from an analyst to the other. This
suggests that each individual analyst produces different user
stories in terms of content, and thus, depending on the analyst,
different systems may be developed. In some cases, analysts
lean more towards the refinement of user stories in the existing
categories, while in others focus on completely novel features,
as one can observe, e.g., for analysts 7 and 16. In other cases,
e.g., analysts 2 or 12, the elicitation process tends to be more
conservative, with less space for creativity.

In the following, we answer RQ1 by identifying the confi-
dence intervals for each rate variable.

a) Conservation Rate: The Shapiro-Wilk Test for r in-
dicates that the data can be considered to follow a normal
distribution—more specifically p-value = 0.34, indicating that
we cannot reject the hypothesis stating that data are normally
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Fig. 3. Values of the different rates for each analyst.
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Fig. 4. Values of the different role rates for each analyst.

distributed. Thus, a one-sample t-test is conducted, which
results in L = 0.2962521 and H = 0.3786242.

b) Refinement Rate: Test for normality is passed with
p-value = 0.32. The t-test is therefore applied, resulting in
L = 0.5369352 and H = 0.6167576.

c) Novelty Rate: Test for normality is passed with p-
value = 0.09. The t-test is applied, resulting in L = 0.1257223
and H = 0.2045787.

d) Role Conservation Rate: Test for normality is not
passed (p-value = 0.03) and thus we apply the percentile



method, resulting in L = 0.5939264 and H = 0.7405606. In
this case, comparable results are obtained with the Wilcoxon
signed rank test.

e) Role Refinement Rate: Test for normality is not passed
(p-value = 0.0002). We apply the percentile method, and we
obtain L = 0.1070588 and H = 0.232926.

f) Role Novelty Rate: Test for normality is not passed
(p-value = 0.0006). We apply the percentile method, and we
obtain L = 0.1716553 and H = 0.3046688.

Based on the tests results, the following statements can be
given, for a confidence level of 95%:

o The conservation rate c is between 30% and 38%

o The refinement rate r is between 54% and 62%

o The novelty rate n is between 13% and 21%

o The role conservation rate c, is between 59% and 74%
o The role refinement rate 7, is between 11% and 23%

« The role novelty rate n, is between 17% and 31%

B. RQ2: What is the relevance given to the categories of
requirements and roles with respect to initial ideas?

To answer RQ2, we analyze how the relevance given to
each category and each role (i.e., the percentage of the stories
belonging to a certain category or role) change in the analysts’
stories with respect to the original ones. This analysis will
allow us to identify what is important for the analysts and to
reflect on the meaning of these preferences.

1) Analysis of Categories: Through the process described
in Section III-B, the researchers identified 5 different cate-
gories:

o Administrative procedure related to customers (la-
beled as customers): this category includes features such
as registration to a camp, creation of new campers and
parents profiles, modification, and elimination of profiles.

o Management of facilities (facilities): this category in-
cludes the tracking of the facilities’ status both in terms
of usage and maintenance needs and the management of
the inventory.

+ Administrative procedure related to personnel (per-
sonnel): This category includes features related to assign-
ing tasks to workers and evaluating them. In its more gen-
eral interpretation, it can also include the ability to create
and modify personnel profiles and other administrative
needs.

o Individual camp management (camp): This category
includes features such as scheduling activities within a
specific camp, managing its participants, and dealing with
additional planning details.

o Communication (communication): This category in-
cludes everything related to communication from one-to-
one messaging and broadcasting to a specific category of
users to posting information online and in social media.

a) Initial Categories Distribution: In the original stories,
and, thus, in the mind of the fictional customer, great relevance
is given to the administrative activities on the customer side
(i.e., stories belonging to customers), such as “As a camp

Category Mean Std. Dev. | Min Max
customers 26.27475 | 9.510693 6 54.71698
facilities 8.030648 | 5.240704 | O 18
personnel 15.48588 | 7.368808 1.960784 | 29.82456
camp 9.845647 | 7.938568 | 0 30.13699
communication | 31.79153 | 10.34756 | 9.589041 | 48.21429
ABLE 1T

DESCRIPTIVE STATISTICS FOR THE CATEGORY DISTRIBUTIONS IN THE
PARTICIPANTS USER STORIES.
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Fig. 5. Box plots of the distributions for each category, measured as the
percentage of user stories in the category.

administrator, I want to be able to add campers so that I can
keep track of each individual camper”. In particular, 64.15%
of the total number of stories belong to this category, and the
remaining is distributed among the other categories as follows:
5.66% belong to facilities, 9.43% to personnel, 7.55% to camp,
and 15.09% to communication.

b) Categories Distribution in the Analysts’ Stories: The
category distribution of the analysts’ stories is different with
respect to the original stories. Indeed, looking at Table II, we
observe that the mean of the percentage of stories belonging to
customers is lower than half of the one in the original stories,
while the mean of communication is double of the value for
the original stories.

The box plots in Fig. 5, in which the black diamonds
represent the percentage for each category in the original
stories, show that the relevance given to facilities, personnel,
and camp of the original stories is in line with the one given by
the analysts. Instead, for customers and communication there
are strong differences. This suggests that the analysts focused
their attention on aspects that were not the original focus of
their customer.

c) Emerging Themes in the Analysts’ Stories: Our anal-
ysis suggests not only a change of distribution among cate-
gories, but also a change of interest in the themes within the
existing categories. For example, in customers, the original
stories contain stories about managing consent forms. This
theme is almost completely overseen by the analysts, with only
a fourth of them marginally considering it. Conversely, more



Role Mean Std. Dev. | Min Max

Administrator | 42.42049 | 15.73949 | 11.32076 | 83.33334

Worker 26.6092 12.8854 0 62.7451

Parent 16.3276 9.798852 | 0 32

New role 14.6427 14.11918 | O 54
ABLE TII

DESCRIPTIVE STATISTICS FOR THE ROLE DISTRIBUTIONS IN THE
PARTICIPANTS USER STORIES.

than 35% of the analysts include in the features a payment
system. This is not part of the customer ideas, and the only
feature related to payment in the original user stories was about
storing the information about payments (“As a parent I want
to be able to see if I made all the necessary payments”) rather
than having the option to pay for the camp through the app.

Another emerging theme is related to social media as a
form of communication. This part is completely missing in
the customer ideas and in the original user stories, in which
the only story implicitly related to social media is “As a parent
I want to be able to share any photos the camp has taken of my
child”. Despite this initial lack of interest in social media of the
customer, more than 65% of the analysts explicitly mention
social feed and posting (e.g., “As the camp administrator [
can tag students in posts about their accomplishments on
our social feed so that their parents can share in their
accomplishments”) in their stories after asking questions about
this topic in their interviews.

2) Analysis of Roles: Similar considerations can be done
about the perspective considered in imagining the system, and,
thus, the roles used in the user stories. In the original set of
user stories, there are three roles: camp administrator, parent,
and camp worker.

a) Initial Roles Distribution: The majority of stories
is dedicated to the camp administrator (66.04% of the user
stories), followed by the parents of the participants (24.53%)
and the camp worker (9.43%). This also helped the prepa-
ration of the fictional customer who was acting as the camp
administrator as he had most of the available stories looking
at the system to be developed from his perspective.

b) Roles Distribution in the Analysts’ Stories: The ana-
lysts had only the chance to talk with the administrator and,
nevertheless, 30% of them in their stories were dedicated to
other roles, and only 16.67% of them had more than half of
the stories focused on the administrator.

Table III shows the descriptive statistics for the distribution
of the analysts’ user stories among the different roles. It is
interesting to observe that the mean for camp workers is much
higher than the one on parents. This could be connected to the
decreasing attention to the category customers in the analysts’
requirements. Notice that, while all the analysts considered the
role of camp administrator, two of them did not consider the
role of camp workers, and four did not consider the role of
parents.

As shown in the box plots in Fig. 6, in which the black
diamonds represent the percentage for each role in the original
stories, only the outlier focused more on the camp administra-
tor role than the original stories. Similarly, the relevance given
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Fig. 6. Box plots of user story distribution for each role, measured as the
percentage of user stories that used that role.

to the parents’ perspective is in general much smaller than in
the original stories.

The impact of new roles is limited (mean of 14.64%). All
the analysts considered at least 2 of the original roles, and
80% of them considered all the 3 original roles. However, the
relevance given to the perspectives and roles in the analysts’
user stories is considerably different than in the original ones.

C. RQ3: what are the emerging categories and roles and what
is their impact on the requirements?

To answer RQ3, we analyze the new categories and new
roles, their recurrence among analysts, and their weight within
the set of stories of the analysts who included them. This
analysis provides insight on what is generated by the analysts’
expertise, background, preparation, and analysis.

1) Analysis of New Categories: In their stories, every
analyst included new categories up to a maximum of 7 with a
mean of 3.43. The more recurrent new categories are reported
in Fig. 7. In addition, there are 6 other categories used by a
single analyst that could not map over any other existing or
newly created ones.

Table IV reports descriptive statistics on new categories. The
more recurrent new category, used by 73.33% of the analysts,
is Summary functions. All the features that act on the company,
its high-level activities, and properties as a whole belong to
this category. An example is “As a business owner, I want to
be able to analyze the data that is entered into the system so
that I can see trends in the information that I receive.”. The
mean usage is 6.18% (around 3.23 stories) with std. dev. 5.48
as the relevance given varies from 1.69% to 18.34%.

Another strongly emerged category is Security/Privacy.
More than half of the analysts included requirements belong-
ing to this category with an impact on the total of user stories
that varies from 1.78%, one story, to 7.84%, 4 stories. An
example of such a story is “As an employee, I want this
app to not have access to my personal phone data so that
what I have on there stays private”. Notice that there is a
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Fig. 7. Emerging categories distribution.

Category Obs. | Mean Std. Dev. | Min Max
Summary fun. | 22 6.182205 | 5.16035 1.666667 | 18.36735
Sec./Privacy 16 4792629 | 2.893629 | 1.785714 | 10
Advertisement | 10 2.650138 | 1.04596 1.666667 | 4
Tracking Sys. 8 8.383646 | 5.26647 1.960784 | 16
Usability 8 6.640473 | 5218612 | 2 5.218612
Portability 8 4213585 | 2.075225 | 2 8.333333

TABLE TV

DESCRIPTIVE STATISTICS SUMMARIZING THE IMPACT OF THE MOST
RECURRENT EMERGING CATEGORIES.

fundamental difference between this category and the previous
one. “Summary functions” includes functional requirements
that describe global operations at a company level, while
“Security/Privacy” includes nonfunctional requirements that
many of the analysts autonomously decided to investigate
during their conversation with the customer.

Among the other nonfunctional requirements categories that
emerged in the analysis are Usability and Portability, which
have both been considered by 8 participants (26.67% of the
total). An example that belongs to the Usability category is “As
an employee, I wish for this app to be simple to use so that
our older staffers can still use it”. Notice that, when present,
usability is highly considered with an average of 6.64% stories.
Portability has a lower impact on the stories of the analysts
who use it (4.21%). An example in this category is “As a camp
administrator, I want users to be able to use the system on all
platforms so that no users are excluded from seeing what the
campsites have to offer.”.

In synthesis, we observe that new categories emerged for
every analyst and some of them are highly predominant both
in terms of number of analysts who considered them and in
impact on the stories of the analysts who considered them.
The new categories are almost equally divided into new
functionalities and nonfunctional requirements.

2) Analysis of New Roles: Differently from the case of
categories, not all the analysts added new roles to their stories,
but still a big percentage did it (70%, which correspond to
21 analysts over 30). 5 new roles emerged from the analysis,
namely, in order of frequency, participants (17), visitors (8),
consultants (3), system administrators (2), and investors (1).

Category Obs. | Mean Std. Dev. | Min | Max
Participants | 17 9.058824 | 4.762754 | 4 19
Visitors 8 3.625 2.13391 1 7
Users 5 5 4 2 12
Consultants | 3 3.666667 | 3.785939 | 1 8

TABLE

DESCRIPTIVE STATISTICS SUMMARIZING THE IMPACT OF THE MOST
RECURRENT EMERGING ROLES.

Moreover, 5 analysts introduced the concept of “user” as a
generic role. Table V reports descriptive statistics on new roles
(excluding system administrators and investors that appear just
once in the stories of 2 and 1 analysts, respectively). The most
frequent among these roles, participants, refers to the children
participating in the camps and thus assumes that they all will
have access to the system. When used, this role has a high
impact with a mean of 9.06 (standard deviation of 4.762754).
Notice that the analyst who used it more dedicated 35.85% of
the stories to this role which represented the most significant
role in the analyst’s set.

Summarizing, we observe that many analysts consider ad-
ditional roles with respect to the ones in the original set.

V. DISCUSSION

The analysis of the data collected in our study suggests the
presence of interesting patterns in the analysts’ behavior and
provide food for thoughts and suggestions on how to move
forward in this research. In particular, our analysis shows
that during the elicitation process there is an evolution of the
original idea. While this evolution might be (partially) driven
by the three Cs [16], our data show that it does not only goes
in the direction of completing the existing information, but
often changes the focus of the requirements and the roles,
adds new functionalities that were not part of the initial ideas,
and introduces nonfunctional requirements. In the following,
we will discuss the takeaways of the data analysis performed
in this study and what we have learned in the process of
conducting it.

a) New Features: The inclusion of new functionalities
and perspectives in the analysts’ user stories with respect to
the original one might have been risen during the preparation
and reflection moments before the first interview or between
interviews that were part of the process. Before the first
interview, the analyst had read the brief description provided
by the customer and prepared some initial questions. While
some of these questions have been generated using the pro-
vided description, others might have been originated from
the analyst’s knowledge and experience in the field and in
designing software systems. Between interviews, the analysts
reasoned on the collected information using their preferred tool
(mockups, UML-like diagrams, textual notes). This analysis
might have created curiosity and doubts on certain aspects of
the system and suggested new functionalities for it.

Analysts’ expertise in designing software system might
suggest them functionalities that are usually included in
similar systems, but were not part of the original idea.




This is in general a positive aspect, but, as observed in our
analysis, it might be the cause of neglecting functionalities
desired by the customer. So it is important that the analysts
include both aspects and, if needed, prioritize the customer’s
primary needs.

Notice also the use of diagrams in the analysis phase might
lead the analysts to make early design decisions that might
“force” the introduction of new requirements. Making design
choices too early in the development process is recognized by
experts as one of the main analysts’ mistakes [42].

Analysts might include requirements that are driven by
early design choices.

This confirms the ambivalent role of models and prototyping
tools that on one side can support the analysts in showing ideas
to the customers [43] and on the other they might also cause
harm by moving the focus on the model itself and anticipating
decision that can compromise the quality of the produced
system [38].

b) Nonfunctional Requirements: A considerable part of
the new requirements introduced by the analysts are nonfunc-
tional requirements (e.g., privacy, usability) and this could be
a sign of the analysts’ maturity.

Analysts’ training and expertise could drive them to ask
questions related to nonfunctional aspects.

Indeed, as shown in [41], expert analysts use their belief
structure for the construction of mental lists of topics they
want to cover in the elicitation process and, among them, are
nonfunctional requirements that require expertise and so are
often not mentioned by the customers.

c) Distribution over Roles: In our study, there were three
main roles, which were in general maintained in the analysts’
user stories. However, while in the original specification (and
thus in the mind of the customer) the mainly considered
perspective was the one of the administrator, the majority of
the analysts re-balanced the focus among different perspec-
tives and introduced additional ones. This is very interesting
especially because the analysts only spoke with the camp
administrator.

Analysts tend to successfully identify the main users of a
system, but they might try to represent their perspective
without talking to them or collecting enough data.

This could be caused by the desire of the analysts to show a
complete understanding of the domain and that they value the
most relevant stakeholders [44]. It is curious to observe that
the majority of the analysts considered the perspective of the
camps’ participants and imagined them as users of the system.
Camps are usually available for a large range of ages including
young children who most likely will not own a mobile device
and so will not be a direct user of the system.

When analysts are not knowledgeable of the domain or do
not prepare enough, they might include requirements that
are inappropriate for the context.

d) Independently Created Requirements: While part of
the new requirements in the analysts’ user stories can be traced

back to questions that the analysts asked during the interviews,
some of the user stories were not originated in the interaction
with the customer—as confirmed by the customer who also
performed the analysis. This means that they were created by
the analysts in their analysis. In this creative process, the ana-
lysts use their experience and the domain knowledge acquired
in the elicitation process, including their preparation to it, to
create new stories or manipulate the collected information. For
example, the content of “As a government employee, I want to
be able to see safety records of equipment being used, so that
I can effectively report potential issues” was never discussed
with the customer and the story has been derived by knowledge
about the domain possessed by the analyst. The requirement
is highly pertinent and represents some knowledge that the
camp administrator most likely has and did not consider to
share with the analysts.

While acquiring domain knowledge in preparation of an
elicitation activity or analyzing the data collected, analysts
might identify topics that can help to disclose tacit knowl-
edge.

This adds to the findings of Ferrari et al. [45] where
the authors suggest that tacit knowledge can be disclosed
exploiting ambiguity, and is in line with Hadar et al. [46]
as domain knowledge helps to identify the correct direction.
However, this example shows also one of the negative im-
pact of tacit knowledge, i.e., it makes difficult to listen to
users [46]. In this case, this problem is even more extreme
because the analyst used their knowledge without validating
the requirements with the stakeholders even when they had the
chance to do it given that they could meet their stakeholders
more than once. This observation highlights the importance
of validating requirements with the system’s stakeholders to
gather their feedback also during elicitation and the early
stages of modeling and specification [47]. It also highlights
that systematic processes need to be established for validation,
as unstructured meetings are not sufficient to ensure that all
requirements are collected.

Analysts might include requirements derived from their
domain experience, and exclude relevant ones. Systematic
validation of the requirements need to be enforced to ensure
that all relevant requirements are collected, and novel
requirements are agreed upon.

e) Evaluating User Stories: A broader impact of our
work is the possible use of our labelling process in RE
education to support a systematic and objective evaluation of
the students’ work.

The labeling spreadsheet could be used as a tool to evaluate
user stories in educational contexts.

In particular, the evaluation sheet could help to assess if
the students sufficiently covered the area of interest of their
customer, and identified some new interesting requirements.
This can be considered analogous to measure the “complete-
ness” dimension in the Quality User Story Framework [48].
However, in this case, we are not focusing on the completeness



of the project per se, but of the user stories with respect to
the original ideas and provided information, similarly to the
concept of backward completeness [10]. Overall, this process
can be automated by means of NLP techniques leveraging
text similarity (see, e.g., Abbas er al. for pointers to recent
measures in RE [49]).

VI. THREATS TO VALIDITY

a) Construct Validity: The main constructs of interest are
“initial ideas”, and “documented needs”. These are somewhat
vague concepts, which are strictly related to the notion of pre-
requirements introduced by Hayes et al. [18]. We reify the
intuitive meaning of these concepts through a form that is well
defined in the literature, namely user stories. In analysing ini-
tial ideas—and their counterpart, documented needs—through
the user story representation, we consider multiple rate vari-
ables that are related to subjective evaluations. We mitigate
subjectivity threats through the triangulation process described
in Sect. III-B.

The list of user stories that was used to reify initial ideas
was written beforehand by other authors, and not by our
fictional customer. In other terms, what we actually use is his
understanding of the ideas of someone else, which is not the
construct we are interested in. However, even in real contexts,
the subject who speaks with a requirement analyst is often
someone who has collected different ideas from other subjects.
Furthermore, if we would ask our customer to write down user
stories for his own initial ideas, the act of writing would be
a further bias, as the documented ideas would not be “initial”
anymore. Given these limitations, also due to the complexity of
the considered problem, we argue that our design represents an
acceptable trade-off between construct validity and potential
bias that could be introduced with a different design.

b) Internal Validity: The initial user stories were studied
by the fictional customer, and represent his interpretation of
these initial ideas, which cannot be considered entirely faithful.
Furthermore, given the repetition of interviews involving the
same customer, a learning bias could not be entirely avoided.
These elements could lead to a partiality between the user
stories and what the customer communicated to the analysts
during the interviews. However, the fictional customer is a
trained research assistant and was asked to provide uniform
interviews to the different analysts. He was asked to stick
as much as possible to the initial user stories, while limiting
further elaboration to the questions asked by analysts, as it
would happen in a real setting. We believe that this is a
sufficient countermeasure in the adopted context to guarantee
uniform treatments to all analysts.

The choice of the customer of one of the two researchers
who performed the analysis of the user stories might create
bias, as well as asymmetry between the results of the two
researchers performing the analysis. However, the validity
procedure for the analysis comprises many reconciliation
moments which had the goal of mitigating these threats.

c) External Validity: Given that this research is a labo-
ratory experiment, intended as a study oriented to identify the

relationship between several variables or alternatives under
examination [50], external validity is inherently limited. A
limited number of user stories was used compared to a real
system, and a single system was considered which is not
necessarily representative of all types of systems. Different
results may be obtained in a more realistic settings—however,
some variables could hardly be measured, especially if we
wish to guarantee statistical significance. We used students
instead of professionals in our experiment, as it is common and
widely accepted in software engineering research [51]-[53].
Most of the involved participants also work as professional
developers or analysts.

Furthermore, the length of the interview might be limited
with respect to the size of the system. However, this choice is
in line with similar studies having a comparable setting (e.g.,
[40], [54]) and, in addition, we performed two 15 minutes in-
terviews, that given the preparation of the interviewee and the
notwithstanding the limitations of the experimental context,
can be considered sufficient to deliver complete information
about the chosen system.

Finally, the use of a single stakeholder to present the point of
view of different roles represents a threat for our study and we
acknowledge that different results could have been obtained if
multiple stakeholders were interviewed.

VII. CONCLUSION

Requirements start from unexpressed ideas to be trans-
formed into documented needs, and eventually realised into
(satisfied by) specifications and products. Understanding the
evolution of requirements at their early stages can contribute
to address potential issues that may emerge later in the devel-
opment process. In this paper, we study early requirements
evolution, when they pass from initial customer ideas into
documented needs. To this end, we perform a laboratory
experiment involving 30 subjects, and we quantitatively and
qualitatively evaluate this evolution. Our study shows that
the elicitation and documentation process can be regarded as
a co-creation activity involving the contribution of analysts
and customers alike. The process does not only complete
the initial ideas, but often changes the relevance given to
specific requirements and roles, adds new functionalities, and
introduces nonfunctional requirements. Our work contributes
to theory in RE, and should be regarded as an empirically
grounded starting point to better understand the transition from
ideas into products.

At this stage, we looked into the elicitation and documenta-
tion process as a black box, and did not investigate the impact
of the different means (mock-ups, prototypes) used for the
analysis, and their relationship with the results. Future work
oriented to unpack this black-box will address this issue. In
addition, we also aim to observe the further evolution of the
requirements into the actual products developed, to have a
complete trace of their transformation. This study can serve
as a baseline to support future automated software engineering
methods oriented to manage requirements evolution.
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