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Abstract

The analysis of nonconvex matrix completion has recently attracted much attention in the community
of machine learning thanks to its computational convenience. Existing analysis on this problem, however,
usually relies on /2 o projection or regularization that involves unknown model parameters, although
they are observed to be unnecessary in numerical simulations, see, e.g., Zheng and Lafferty [2016]. In this
paper, we extend the analysis of the vanilla gradient descent for positive semidefinite matrix completion
proposed in Ma et al. [2017] to the rectangular case, and more significantly, improve the required sampling
rate from O(poly(x)u’r®log®n/n) to O(u*r?k'*logn/n). Our technical ideas and contributions are
potentially useful in improving the leave-one-out analysis in other related problems.

1 Introduction

Matrix completion techniques have found applications in a variety of modern machine learning problems
thanks to the common incompleteness in big datasets. Examples include collaborative filtering, which
predicts unobserved user-item scores based on a highly incomplete matrix of user-item ratings, and pair-
wise ranking, in which a key step is to complete the matrix of item-item aggregated comparison scores
[Gleich and Lim, 2011]. Sometimes a high-dimensional matrix may be intentionally generated as a highly
incomplete one due to memory and computational issues. Examples include fast kernel matrix approxima-
tion via matrix completion [Graepel, 2002, Paisley and Carin, 2010] and memory-efficient kernel PCA only
with partial entries [Chen and Li, 2019].

The problem can be simply put as follows: Given an n; X ny data matrix M that is known to be of low
rank, suppose we only observe a small portion of its entries on the index set  C [n1] X [ng], can we recover
M accurately or even exactly from the available entries M; ; for (i,7) € Q? Which algorithms are able to
achieve the accurate recovery? Under what conditions on the low-rank matrix M and the sampling index
set (2 is the exact recovery guaranteed in theory?

Theoretical analysis of convex optimization methods for matrix completion has been well-investigated.
For example, it was shown in Candeés and Recht [2009] that linearly constrained nuclear norm minimization
is guaranteed to complete low-rank matrices exactly as long as the sample complexity is large enough in
comparison with the rank, dimensions and incoherence parameter of M. Their result in the required sampling
complexity was later improved in the literature, e.g. Candeés and Tao [2010], Gross [2011], Recht [2011].

In spite of the theoretical advantages of convex optimization, nonconvex optimization methods [Rennie and Srebro,
2005] based on low-rank factorization can reduce memory and computation costs and avoid iterative singular
value decompositions, thereby much more scalable to large datasets than convex optimization. The successes
of nonconvex optimization in matrix completion suggest that inconsistent local minima can be bypassed or
even just do not exist, but it was unclear under what conditions on the sampling complexity and the low-rank
matrix the global minimum is attainable by a vanilla gradient descent method with theoretical guarantees.
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In Keshavan et al. [2010a,b], a nonconvex optimization has been proposed, in which the constraint is the
Cartesian product of two Grassmann manifolds. Under certain requirements on the sampling complexity
in comparison with the rank, incoherence and condition number of the matrix to complete, a method of
alternating gradient descent with initialization is proven to converge to the global minimum and recover
the low rank matrix accurately. Alternating minimization via the low-rank factorization M ~ XY ' was
analyzed in Jain et al. [2013] provided independent samples are used to update X and Y in each step of the
iteration. Their theoretical results were later improved and extended in Hardt [2014], Hardt and Wootters
[2014], Zhao et al. [2015].

Matrix completion algorithms with brand new samples in each iteration may be impractical given the
observed entries are usually highly limited. Instead, gradient descent for an 5 ..-norm regularized nonconvex
optimization was shown in Sun and Luo [2016] to converge to the global minimum and thereby recover
the low-rank matrix, provided there hold some assumptions on the sampling complexity and the low-rank
matrix. The /3 o.-norm regularization or projection has become a standard assumption for nonconvex matrix
completion ever since, given they can explicitly control the /3 o, norms of X and Y, which is crucial in the
theoretical analysis. However it has also been observed that /3 .-norm regularization is numerically inactive
in general, and vanilla methods without such regularization has almost the same effects.

Let’s consider Zheng and Lafferty [2016] as an example. By assuming that rank(M) = r is known and
that Q satisfies an i.i.d. Bernoulli model with parameter p (i.e., all entries are independently sampled with
probability p), the nonconvex optimization

. 1 2 1 2
e BB SEY) =o [P (XY - M) [+ 5 |XTX -YTY (1.1)

was proposed there to recover M through XYT. Here Pq : RM*12 — R™MX"2 i3 3 projector such that

Mi)j if (Z,]) €0

. (1.2)
0 otherwise.

(Pa(M));,; = {

The sampling rate p is usually unknown but is almost identical to its empirical version |Q]/(n1n2). In order
to show that (1.1) is able to recover M exactly, a projected gradient descent algorithm was proposed in
Zheng and Lafferty [2016] where the projection depending on unknown parameters is intended to control the
{300 norms of the updates of X and Y. It was shown that with spectral initialization, projected gradient
decent is guaranteed to converge to the global minimum and recover M exactly, provided the sampling rate
satisfies p > Cour?k? max(u,log(ni V na))/(n1 A na). Here u is the incoherence parameter introduced in
Candes and Recht [2009], x is the condition number of the rank-r matrix M, i.e., the ratio between the
largest and smallest nonzero singular values of M, and Cj is an absolute constant. On the other hand, it
has also been pointed out in Zheng and Lafferty [2016] that the vanilla gradient descent without £2 oo-norm
projection is observed to recover M exactly in simulations.

Similar {5 o-norm regularizations have also been used in other related works, see, e.g., Chen and Wainwright
[2015], Yi et al. [2016], Wang et al. [2017], and a crucial question is how to control the ¢2 o-norms of the
updates of X and Y without explicit regularization that involves extra tuning parameters. This issue has
been initiatively addressed in Ma et al. [2017], in which the matrix to complete is assumed to be symmetric
and positive semidefinite, and the nonconvex optimization (1.1) is thereby reduced to

i xx" - M|’ 1
X oo [P (XXT — M| (1.3)
The work is focused on analyzing the convergence of vanilla gradient descent for (1.3). In particular, the leave-
one-out technique well known in the regression analysis [El Karoui et al., 2013] is employed in order to control
the /5 o-norms of the updates of X in each step of iteration without explicit regularization or projection.
Ma et al. [2017] shows that vanilla gradient descent is guaranteed to recover M, provided the sampling rate
satisfies p > C poly(k)u®r® log® n/n, which is somehow inferior to that in Zheng and Lafferty [2016]. This



naturally raises several questions: Can we improve the required sampling rate from O(poly (i, #,logn)r? /n)
to O(poly (1, k,log n)r? /n) for vanilla gradient descent without £s -norm regularization? Or is explicit £o, o0-
norm regularization/projection avoidable for achieving the O(poly(u, k,1logn)r? /n) sampling rate? Also, can
we extend the nonconvex analysis in Ma et al. [2017] to the rectangular case discussed in Zheng and Lafferty
[2016]7 This work is intended to answer these questions.

1.1 Owur contributions

As aforementioned, this paper aims to establish the assumptions on the sampling complexity and the low-
rank matrix M, under which M can be recovered by the nonconvex optimization (1.1) via vanilla gradient
descent. Roughly speaking, our main result says that as long as p > Cspu?r?k*log(ny V na)/(n1 A ng) with
some absolute constant Cyg, vanilla gradient descent for (1.1) with spectral initialization is guaranteed to
recover M accurately. Compared to Ma et al. [2017] we have made several technical contributions including
the following:

e By assuming the incoherence parameter p = O(1) and the condition number £ = O(1), regardless of
the logarithms, the sampling rate O(r®/n) in Ma et al. [2017] is improved to O(r2/(ny A ns)), which
is consistent with the result in Zheng and Lafferty [2016] where £ o.-norm projected gradient descent
is employed;

e The leave-one-out analysis for positive semidefinite matrix completion in Ma et al. [2017] is extended
to the rectangular case in our paper;

e In the case u = O(1), K = O(1) and r = O(1), the sampling rate O(log® n/n) in Ma et al. [2017] is im-
proved to O(log(n1Vnga)/(n1Anz)) in our work, which is consistent with the result in Zheng and Lafferty
[2016] where £2 oo-norm projected gradient descent is used.

To achieve these theoretical improvements and extensions, we need to make a series of modifications for
the proof framework in Ma et al. [2017]. The following technical novelties are worth highlighting, and the
details are deferred to the remaining sections in this paper:

e In order to reduce the sampling rate O(r3/n) in Ma et al. [2017] to O(r2/n) (assuming p = O(1),
k= O(1)), a series of technical novelties are required. First, in the analysis of the spectral initialization
for the gradient descent sequences and those for the leave-one-out sequences, ||%PQ(M ) — M]|| is
bounded in Ma et al. [2017] basically based on Lemma 39 therein. Instead, we give tighter bounds by
applying Chen [2015, Lemma 2] (Lemma 3.3 in this paper), and the difference is a factor of \/r. Second,
two pillar lemmas, Lemma 37 in Ma et al. [2017] (restated as Lemma 4.1 in our paper) and a result in
Mathias [1993] (restated as Lemma 4.4 in our paper), are repeatedly used in the leave-one-out analysis
of Ma et al. [2017]. We find that applying a concentration result introduced in Bhojanapalli and Jain
[2014] and Li et al. [2016] (restated as Lemma 4.2 in our paper) to verify the conditions in these lemmas
could lead to sharper error bounds for the leave-one-out sequences. Third, also in the leave-one-out
analysis, we need to modify the application of matrix Bernstein inequality in Ma et al. [2017] in order
to achieve sharper error bounds.

e In order to improve the orders of logarithms, we must improve the Hessian analysis in Ma et al. [2017],
i.e.,, Lemma 7 therein, and it turns out that Lemma 4.4 from Chen and Li [2019] (restated as Lemma
A.1in this paper) and Lemma 9 from Zheng and Lafferty [2016] (Lemma A.3 in this paper) are effective
to achieve this goal. These two lemmas are also effective in simplifying the proof in the Hessian analysis.

1.2 Other related work

We have already introduced a series of related works in the previous sections, and this section is intended
to introduce other related works on nonconvex matrix completion, particularly on the theoretical side.



Besides algorithmic analysis for nonconvex matrix completion, Ge et al. [2016] and following works
Ge et al. [2017], Chen and Li [2019] have been dedicated to the geometric analysis: deriving the sampling
rate conditions under which certain regularized nonconvex objective functions have no spurious local minima.
That is, any local minimum is the global minimum, and thereby recovers the underlying low-rank matrix.

It is also noteworthy that besides matrix completion, algorithmic and geometric nonconvex analyses
have also been conducted for other low-rank recovery problems, such as phase retrieval [Candes et al., 2015,
Sun et al., 2018, Cai et al., 2016, Chen et al., 2018], matrix sensing [Zheng and Lafferty, 2015, Tu et al.,
2016, Li et al., 2018b], blind deconvolution [Li et al., 2018a], etc.

Leave-one-out analysis has been employed in El Karoui et al. [2013] to establish the asymptotic sampling
distribution for robust estimators in high/moderate dimensional regression. This technique has also been
utilized in Abbe et al. [2017] to control £+, estimation errors for eigenvectors in stochastic spectral problems,
with applications in exact spectral clustering in community detection without cleaning or regularization. As
aforementioned, in Ma et al. [2017], the authors have employed the leave-one-out technique to control #3 o
estimation errors for the updates of low-rank factors in each step of gradient descent that solves (1.3). Besides
matrix completion, they also show that similar techniques can be utilized to show the convergence of vanilla
gradient descent in other low-rank recovery problems such as phase retrieval and blind deconvolution. Leave-
one-out analysis has also been successfully employed in the study of Singular Value Projection (SVP) for
matrix completion [Ding and Chen, 2018] and gradient descent with random initialization for phase retrieval
[Chen et al., 2018].

Implicit regularization for gradient descent has also been studied in matrix sensing with over-parameterization.
When the sampling matrices satisfying certain commutative assumptions, it has been shown in Gunasekar et al.
[2017] that gradient descent algorithm with near-origin starting point is guaranteed to recover the underlying
low-rank matrix even under over-parameterized factorization. The result was later extended to the case in
which the sensing operators satisfy certain RIP properties [Li et al., 2018b].

1.3 Notations

Throughout the paper, matrices and vectors are denoted as bold uppercase and lowercase letters, and all
the vectors without the symbol of transpose are column vectors. Fixed absolute constants are defined as
Co,C1,Cs, -+ ,Cp,--- (their values are fixed and thereby not allowed to be changed from line to line). For
two real numbers z and y, we denote x Ay := min{x,y} and 2V y := max{z,y}. We denote the matrix with
all 1’s as J, whose dimensions depend on the context. Some other notations used throughout the paper are
listed in Table 1 with matrices A and B.

2 Algorithm and Main Results

Recall that our setup for the nonconvex optimization (1.1) is the same as that in Zheng and Lafferty [2016]:
the matrix M is of rank-r; the sampling scheme (2 satisfies the i.i.d. Bernoulli model with parameter p, i.e.,
each entry is observed independently with probability p; the operator Pg is defined as in (1.2). In Section
2.1, we give the formula of the gradient descent. And in Section 2.2, we present the main result.

2.1 Gradient descent and spectral initialization

We consider the initialization through a simple singular value decomposition: Let
1 — ~
M® = —Po(M) ~ X°Z0(Y9) T (2.1)
p

be the top-r partial singular value decomposition of M. In other words, the columns of X0 € RM*7 consist
of the leading r left singular vectors of M?; the diagonal entries of the diagonal matrix 30 € R™ " consist
of the corresponding leading r singular values; and the columns of Y° € R"2*" consist of the corresponding



Table 1: Notations Used Throughout the Paper

o;(A) the i-th largest singular value of A
Ai(A) the i-th largest eigenvalue of the symmetric matrix A
A the (4, j)-th entry of A
i the i-th row vector of A, taken as a column vector
A the j-th column vector of A, taken as a column vector
IIA]| the spectral norm of A
IA|l F the Frobenius norm of A
|All2,00 the 3 o norm of A, i.e., |Al|2,00 = max; || A;.|2
Al the largest absolute value of entries of A, i.e., || A|l¢,, = max; ; |4; ;]|
(A, B) the inner product of matrices A and B with the same dimensions,
1.e., <A, B> = Zi,j Ai,jBi,j
sgn(A) the sign matrix of A, i.e., if A has an singular value decomposition UAV T,

then sgn(A) =UV T
Vf(A,B) the gradient of f(A, B)
V2f(A,B) the Hessian of f(A, B)
leading r right singular vectors. Let
X0 — 3{0(20)1/2, Yo — ?0(20)1/2. (2.2)

We choose (X°,Y?) as the initialization for the gradient descent.
The nonconvex optimization (1.1) yields the following formula for gradients:

Vxf(X,Y) :%PQ (XY -M)Y + %X (X'X-Y'Y),

Vy f(X,Y) :]% [Po(XYT —M)]" X + %Y Yy -XTX).
Then the gradient descent algorithm solving (1.1) with some fixed step size 1 can be explicitly stated as
follows:
Xt —xt EPQ (Xt (Yt)T _ M) yt_ Txt ((Xt)T Xt _ (Yt)T Yt) :
D 2
(2.3)
n T T n T T
yir=yt Po(xt () -mM)| x' Iy ((v) v - (x) x).

For any m, we obtain an estimate of M after m iterations as Mm = Xxm (Y™)T. We aim to study how
close the estimate M™ is from the ground truth M under certain assumptions of the sampling complexity.

2.2 Main results

In this section, we specify the conditions for M and €2 to guarantee the convergence of the vanilla gradient
descent (2.3) with the spectral initialization (2.2). To begin with, we list some necessary assumptions and
notations as follows: First, rank(M) = r is assumed to be known and thereby used in the nonconvex
optimization (1.1). The singular value decomposition of M is M =USV T =UV T where

U=UX)"?ecR™ ", and V=V (X)/2ecR™"".



Second, denote by u the subspace incoherence parameter of the rank-r matrix M as in Candeés and Recht
[2009], i.e.,
u = max(p(colspan(U))), u(colspan(V))).

Here for any r-dimensional subspace U of R™, its incoherence parameter is defined as u(U) := 2 max ||Pye;l|3
1<ign

with eq,...,e, being the standard orthogonal basis. Third, denote the condition number of M as xk =
o1(M)/o.(M), where o1 (M) and o,.(M) are the first and the r-th singular value of M. Finally, assume
that there is some absolute constant Cy > 1 such that 1/Cy < ni/ne < Cp. With these assumptions and
notations, our main result is stated as follows:

Theorem 2.1. Let Q be sampled according to the i.i.d. Bernoulli model with the parameter p. If p >

2,2 14
Cs%gn(:lvm) for some absolute constant Cg, then, as long as the gradient descent step size n in (2.3)

satisfies n < %, in an event E with probability P[E] > 1 — (n1 + n2) 3, the gradient descent iteration
1
(2.3) starting from the spectral initialization (2.2) converges linearly for at least the first (n1 + n2)? steps:
. X! U "
R - < (M),
R%%HW] [V} p SOVt

0 <t < (n1+mn2)®. Here O(r) denotes the set of 7 x r orthogonal matrices, and p == 1—0.05n0,.(M) satisfies

0 < p < 1. If additionally assume n > %,

¥ |7

for T == (n1 + n2)? and an absolute constant Cr > 0.

the above inequality implies

< em(mHn2)Y/Cr f5 (M)
F

min
ReO(r)

The comparison between our result and that in Ma et al. [2017] (Theorem 2 therein) has already been
summarized in Section 1.1, so we don’t repeat the details here.

3 The Leave-one-out Sequences and the Roadmap of Proof

The proof framework of Theorem 2.1 relies crucially on extending the leave-one-out sequences in Ma et al.
[2017] from positive definite matrix completion (1.3) to rectangular matrix completion (1.1). Roughly speak-
ing, the proof consists of three major parts: some local properties for the Hessian of the nonconvex objective
function f(X,Y’) defined in (1.1), error bounds for the initialization (X°, Y°) and those of the leave-one-out
sequences (X% Y0 M) error bounds for the gradient sequence (X*, Y*) and the leave-one-out sequences
(X () Yt’(l)). We first give the definition of the leave-one-out sequences rigorously.

3.1 Leave-one-out sequences

Let’s start with the following notations:

e Denote by Q_;. = {(k,1) € Q: k # i} the subset of 2 where entries in the i-th row are removed;

Denote by Q. _; == {(k,l) € Q:1+# j} the subset of Q where entries in the j-th column are removed;

e Denote by €, . == {(i, k) € Q} the subset of © where only entries in the i-th row are kept;

Denote by Q. ; := {(k, j) € 1} the subset of {2 where only entries in the j-th column are kept;

The definitions of the projectors Pq_, , Pa. _;, Pa,. and Pq., are similar to that of Pq as in (1.2);



e Denote by P;.(-)/P.;(-) : Rm*"2 — R™*"2 the orthogonal projector that transforms a matrix by
keeping its i-th row/j-th column and setting all other entries into zeros:

My, ifk=i

0 otherwise,

(Pi,-(M))k, = {

My, ifl=j

0 otherwise.

(P (M))k, = {

These notations facilitate the leave-one-out analysis in rectangular matrix completion, in which each
row/column is associated with a separate “leave-one-out” sequence. The initialization for the “leave-one-
out” sequences are defined similarly to the initialization (X% Y?) for the gradient descent flow. To be
concrete, for the i-th row, define

o
MO0 — ;PQ%,(M) + Pi,.(M),

i.e., the i-th row of %PQ(M ) is replaced with the complete i-th row of M. Similarly, for the j-th column,
define

. 1
MOt = 2—9739.,7]' (M) +P. ;(M),

i.e., the j-th column of %PQ(M) is replaced with the complete j-th column of M. In short, we write

1
lp, , + Pl,.) (M) 1<i<m

MO0 = ¢ AP (3.1)
sPo. _ny t ,P~,l7n1) (M) np+1<1<n;+ns.

— ~ T
For 1 <1 < ny + na, as with the spectral initialization for gradient descent, let X010, (YO’(l)) be
top-r partial singular value decomposition of M%®. Further, as with the definition of (X°,Y?) in (2.2),
we define the initialization for the I-th leave-one-out sequence as

1/2
)

x0.() — X0.0) (go,u))
1o (3.2)

yO0.(0) — y0.0) (go,a)) '

It is clear that if 1 <1 < ny, (Xov(l),YO*(l)) is the initialization for the leave-one-out sequence associated
with the I-th row, while if n; + 1 <1 < ny +ng, (X%®, YW) is associated with the (I — n)-th column.

Starting with (X 0.1 YO’(Z)), we define the [-th leave-one-out sequence by considering the corresponding
modification of the nonconvex optimization (1.1). For 1 < I < ng, the nonconvex optimization (1.1) is
modified as

1 2 1 2

i X, Y)=—|[(P P)(XYT - M I XTX Y'Y,

Xglglrllmf( ) % H( Q. tP lv) ( )HF + 3 H ||F
Y cR"2 X7

The leave-one-out sequence associated with the [-th row is defined as the corresponding gradient descent

sequence with the same step size n:

XL —xt0 _ Ip, (Xt,a)(yt,(l))T _ M) ytO _pp, (Xt,u)(yt,(z))T _ M) vyt
p i ’

3.3

_ gXt,(l) ((Xt,(z))TXt,(z) _ (Yt,(l))Tyt,(l)) (3:3)



and

yit+L0 —y o _ 1 [7’9,1 (Xt,(l)(Yt,(l))T _ M)}T xt0 [Pl. (Xt,(l)(Yt,(l))T _ M)}T Xt
p : '
_ th,(l) ((Yt,(z))TYt,(z) _ (Xt,(l))TXt,(z))
(3.4)
Similarly, for ny + 1 < [ < n1 + ne2, consider the nonconvex optimization
. . 1 T 2 1 T T 2
Jmin f(XY) =g |(Pa oy #Pn) (XY T =M)|| 4+ 2 [ XTX - YT
YGR”QXT

Subsequently, the leave-one-out sequence associated with the (I — n1)-th column is defined as the sequence:

XL —xt0) _ ZPQ" (Xt,(z)(Yt,(z))T _ M) YeO P (Xt,(z)(Yt,(z))T _ M) vyt

—(l—=n1)

_ gxtu) ((Xt,u))TXt,(z) _ (Yt.,(l))Tyt,(l)) (3.5)
and
yi+hO —ytO) _ g |:PQ.Y7(177L1) (Xt,(l)(Yty(l))T 3 M)}T 0
=1 {P,z_m (Xtv(l)(th(l))T _ M)}T Xt (3.6)

_ gyt,(l) ((Yt,(z))Tyt,(z) _ (Xt,(z))TXt,(z)) '
These n1 + ngy leave-one-out sequences will be employed to prove the convergence of vanilla gradient descent
(2.3) as with Ma et al. [2017] as will be detailed in next few sections.

3.2 Local properties of the Hessian

As with Ma et al. [2017, Lemma 7], we characterize some local properties of the Hessian of the objective
function f(X,Y):

Lemma 3.1. If the sampling rate satisfies

1 \Y,
0> Cal urklog(ny V na)
ni A\ ng
for some absolute constant Cg1, then on an event Ey with probability P[Ex] > 1 — 3(n1 + ng)’ll, we have
T 2
Dx 9 Dx 1 Dx
- 3.7
vec<[ Dy ]) \Y f(X,Y)Vec({ Dy ]) >5UT(M) Dy ||, (3.7)
and
Hv2f(X7 Y)” < 501(M)7 (3'8)
uniformly for all X € R™M*" Y € R"*" satisfying
X-U 1
<— M 3.9
|72V ]],.. < oo v 5
nyXr no X7 DX ; Y
and all Dx € R™*" Dy € R™*" such that D is in the set
Y

EILNES

R = i
Y: Y — 500k T Reoln

(1508 ¥ )

} . (3.10)
F



The proof is similar to Ma et al. [2017, Lemma 7], but as mentioned in Section 1.1, we apply Lemma 4.4
from Chen and Li [2019] and Lemma 9 from Zheng and Lafferty [2016] to improve the order of logarithms.
The details are relegated to Section A in the appendix.

3.3 Analysis of the initializations for the Leave-one-out sequences

As with Ma et al. [2017, Lemma 13], we now specify how close the spectral initialization (X% Y?) in (2.2)
and its leave-one-out counterparts (X% Y%M) in (3.2) are from the ground truth (U, V') (recall that
M =UVT). To begin with, we list some convenient notations for several orthogonal matrices that relate

(X07Y0)7 (XO)(l)7YO7(l)) and (U7 V)
X0 U
]V,

X0, U
oo |2 V]

R’ := argmin
ReO(r)

ROW = argmin

ReO(r) F
and 0 o)
X X9
T%W = argmin [ ] R - [ ] R (3.11)
ReO(r) Y’ YOO F
Lemma 3.2. If
o> wu2r?kClog(ny V ng)

ni A\ ng

then on an event Einy C Eg (defined in Lemma 3.1) with probability P[Eini] > 1 — (n1 +n2) "1, there hold
the following inequalities

X0 U | urkSlog(ng V na)
R’ — <C M), 3.12
H{ Ye ] { vV H I\/ (n1 Ang)p (M) (3.12)
x0,(0) 0.(0) U 127257 log(ny V ng)
(0 <1 M), 1
([ Jmeo-[2]), |, swon/ e vomm, o
X0 o X0 0 u2r2k10log(ng V ng)
R’ — 0| <C M 3.14
15 - 52 o]

for all1 <1< ny+ne. Here Cr and Cgo are two fized absolute constants.

The detailed proof of Lemma 3.2 is deferred to Appendix B, while we here highlight some key ideas in
the proof. First, in order to transform the problem of rectangular matrix completion into symmetric matrix
completion, the trick of “symmetric dilation” introduced in Paulsen [2002], Abbe et al. [2017] is employed.
Moreover, a major technical novelty in our proof is to replace Ma et al. [2017, Lemma 39] with Chen [2015,
Lemma 2] to obtain sharper error bounds as shown in (3.12), (3.13) and (3.14). We restate that lemma here:

Lemma 3.3 (Modification of Chen [2015, Lemma 2]). Let A be any fized ny X ng matriz, and let the index
set Q € [n1] x [ne] satisfy the i.i.d. Bernoulli model with parameter p. Denote

— 0o A
A_|:AT 0:|7

= {(Za.]) |1 < Zv] < +7’L2,(i,j _nl) €Qor (]al _nl) € Q}



There is an absolute constant Cy and an event Ecy, with probability P[Ecp] = 1 — (n1 + na) 1Y, such that

for all 1 <1< ny+ no, there holds

P
< 17L(Z) -A
<|;7e (3.15)
log(ny Vng), — log(ny V na) , —
<Cy [Alle.. + [All2,00 | -
Here o _
Pg (A) = Z A;jeie]
(i,§) €QiAL AL
Pi(A) := Zm-elejT,
(i,9)E[n1+n2] X [n1+n2],i=l or j=I
and ey, ...€n, 1n, are the standard basis of R™"1+12,

The second inequality in (3.15) is directly implied by Chen [2015]. In fact, Chen [2015] yields the bound
for H%PQ(A) - AH On the other hand, the equalities

1 - —
—Ps(A)— A
5 Pal4)

0

1
-Po(A
p

as well as ||Alls. = ||All¢. and ||A]

(LPa(a) - A)T

2,00 = max{|| Al n
our result. As to the first inequality in (3.15), it holds due simply to the fact that %’Pﬁil (A) +Pi (A

=

%PQ(A) -A
0
2,00, ||AT||2,00} translate the bound in Chen [2015] to
)— A

is essentially a submatrix of %’Pﬁ(Z) — A (the I-th column and [-th row are changed to zeros.)

3.4 Analysis for the leave-one-out sequences

In this section we are about to introduce the lemma that guarantees the convergence of the gradient descent
for the nonconvex optimization (1.1) with the leave-one-out technique. To be concrete, we are going to
control certain distances between the gradient descent sequence (X*, Y") in (2.3), the leave-one-out sequences
(XM ytW) in (3.3), (3.4), (3.5) and (3.6), and the low-rank factors (U, V). Again, we denote some
orthogonal matrices that relate (X*,Y?), (X*® Y*1) and (U, V) for 1 <1< ny + na:

R' :=argmin
ReO(r)

RY(" = argmin
ReO(r)

U
==Vl
[ xtO U
Lyt ]R— [ v ] L (3.16)
[ Xt Xt,(l)
vl o o]
L F

10



Lemma 3.4. Suppose that the the step size satisfies

or (M)
< L
TS 50002 (M)
and that the sampling rate satisfies

r?k1* log(ny V ng)

p > Csslt
ni1 /\’ng

for some absolute constant Cgs.
For any fixed t > 0, if on an event Ef]d C Ey (defined in Lemma 3.1) there hold

X! ¢ U | . [pureSlog(ng V ng)
- < M), 1

H[ Y ]R { V] H Cip \/ (n1 Ana2)p o1(M) (3.17)

xH0 e U . [2r2k101og(ny V na)
(135 e (1)), o

2
X' xt0 p2r2k10log(ng V ng)

R' - 7Ol <Crpt M 3.19
15 (5 o] o P,

Xt U w2r2gl2log(ng V nga)
R' — <110C1p" M 3.20
H|: Yt :| [ V ] 2 00 p \/ (nl /\n2)2p 01( )7 ( )

for all1 <1< ny+ne, where Cy is the absolute constant defined in Lemma 3.2 and p :== 1—0.05n0,(M),
then on an event E;jl'l C E}, satisfying P[E;d\E;;;l] < (n1 +n2) 710, the above inequalities (3.17), (3.18),
(3.19) and (3.20) also hold for t + 1.

If we translate the inequalities (70) in Ma et al. [2017] in terms of \/o1(M), a straightforward compar-
ison shows that our bounds are O(y/r) tighter. Our key technical novelty for this improvement has been
summarized in Section 1.1 and is thereby omitted here. The detailed proof is deferred to Section 4.

3.5 Proof of the main theorem
We are now ready to give a proof for the main theorem based upon the above lemmas:

Proof of Theorem 2.1. We choose Cs = Cgo 4+ Cg3 + 2012 where Cgs, Cs3 and Cr are defined in Lemma, 3.2
and 3.4. Then the requirements on the sampling rate p in both Lemma 3.2 and 3.4 are satisfied. By Lemma
3.2, the inequalities (3.12), (3.13) and (3.14) hold on the event FEj;,;; defined there, which implies that the
inequalities (3.17), (3.18) and (3.19) hold for ¢ = 0 on Ejp;;. Moreover, (3.20) can be straightforwardly
implied by (3.17), (3.18) and (3.19) (the proof is deferred to Section 4.5), and thereby also holds for ¢ = 0.
Let Egd = Einit- By applying Lemma 3.4 iteratively for ¢t = 1,2,...,(n1 + n2)3, we know on an event

E:=E """ ... C B = By there holds

Xt U rkblog(n, V n
H{w]ﬂf—{v]\lww e

(n1 Ang)p

for all ¢ satisfying 0 < ¢ < (n1 +n2)® and p = 1 — 0.05n0,.(M). This further implies that
Xt U X! R _ U
Y?! Ve Y! 14

6
g@clpt\/m% log(ni V nga) () (3.21)

(n1 An2)p
gpt UT(M)a

11



where the last inequality is due to our assumption

P> 202 pr?k"log(ny Vv ng).

ni A\ ng

Lemma 3.4 also implies that

3
]P[E;ZlJﬂm) ] >1— (1 + (nl + ng)?’) (n1 + ’ng)_lo

21 - (nl + TL2)73,

which gives the proof of the first part of Theorem 2.1. If we assume additionally that n > #@%, which
1

directly gives 0 < p < 1 —5 x 107°. This implies that
p("ler)3 <exp(log(l — 5 x 107°)(ny + na)?)
<exp(—(n1 + ng)g/CR).

for some absolute constant C'g. |

4 Proof of Lemma 3.4

In this section, we give the proof of Lemma 3.4. Within the proof, we will mainly follow the proof structure
introduced in Ma et al. [2017], and useful lemmas from Ma et al. [2017] such as Lemma 4.1 and Lemma 4.4
are intensively used. Moreover, we use Lemma 4.2 throughout this section to simplify the proof, and we also
conduct a more meticulous application of the matrix Bernstein inequality. These efforts result an O(,/r)
tighter on our error bounds.

4.1 Key Lemmas

In this subsection, we list some useful lemmas which will be used to prove Lemma 3.4.
First, we need a lemma from Ma et al. [2017]:

Lemma 4.1 (Ma et al. 2017, Lemma 37). Suppose X, X1, X2 € R™*" are matrices such that

o2(X (X,
126 - Xo 10l < X0, - X0 < X (11)
Denote
R1 = argmin HXlR - X()”F,
ReO(r)
R, = argmin || X2R — Xo||F.
ReO(r)
Then the following two inequalities hold true:
o (X
%R~ XaR| <5 ZHE0 X0 - Xal,
o3 (X
[ X1 R — XoRs||F <5UéEXz§ X1 — Xl F

In order to control ||Po(ABT) — pABT|, Bhojanapalli and Jain [2014] and Li et al. [2016] introduced
the following spectral lemma:

12



Lemma 4.2 (Bhojanapalli and Jain 2014, Li et al. 2016). Let Q C [n1] x [n2] be set of indices of revealed
entries, and 2 be the matriz such that Q; ; =1 if (4,7) € Q, Q; ; = 0 otherwise. For any matriz A, B with
suitable shape, we have

IPa(ABT) — pABT|| < (|12 = pJ|[[|All2.00]1 Bll2,00-

In order to proceed, we also need a control of |2 — pJ||, which has been discussed in the literature; see,
e.g., Bandeira et al. [2016] and Vu [2018]:

log(ni1Vng)

ATy then on an event Eg with probability

Lemma 4.3. There is a constant C3 > 0 such that if p > C!
P[Es] > 1 — (n1 +n2)~ !, we have

|2 — pJ|| < C3v/(n1 A m2)p.
Here we use the assumption that 1/Cy < ni/ne < Cy and Cjs is dependent on Cj.

Finally, we need a lemma to control the norm of sgn(C + E) — sgn(C) by the norm of E:
Lemma 4.4 (Mathias 1993, Ma et al. 2017). Let C € R"™*" be a nonsingular matriz. Then for any matriz

E € R™*" with |E|| < 0,-(C) and any unitarily invariant norm || - |, one have

2
llsgn(C + E) — sgn(C)Il < 57 1 (C) £ on(O) IlEI.

4.2 Proof of (3.17)

For the spectral norm, first consider the auxiliary iterates defined as following;:

X'+ =X'R' - 2739 (x*(v) —ovT)v—Jum)" ((x) x' - (¥) YR,

(4.2)
vi+l .y tpt 7 t(yt\ T _ ™" _n i\ T Tyt T ywt) pt
Y+ —Y'R p[PQ(X (v) -ov)| v-Jdve) ((v) v - (x)" xR
Denote
EX™=X'R - (X' (v") -0V ) v-Ju®) ((x) x' - (v) Y') R
and
T b1 t pt t(yt) T " n T Tyt Tyt t
EY'™ =Y'R -y (X' (") -UVT) U-2V(R)T((v) Y' - (X)) X') R".
Then by triangle inequality, we have the following decomposition:
F oyt U
v [ [ V]
[ X+ U xt+1 - X+l
S ?t+1]_[v] +Hyt+1}R |y (4.3)
SENES IR 1 (V- (]
EYt+1 ytt+l EYyt+! Yit yitt+l
aq (6%}

13



4.2.1 Analysis of o

Eye ] - l pori ]
o (X OVTY ] () ov )
% [PQ (Xt(Yt)T—UVT)]TU _77|: (Xt(Yt)T_UVT)TU ] )

First for ay, since

and using the facts

[ g }H s HAH + HBH and HU” = HV||7 we have
(-7 )
(1—17730 (XHYH)T —UVT) — (XH(YH)T — UVT))T U

+ [t iy - viay

=n

<2||U]| H%Pg (xt(yH"-ov’) - (xXH(YHT -Uuv’)

1
<on|U| (HEPQ(AB‘VT) _ALVT

)

1
o) H;% (AL (AL)T) — Al (AL)T

t
Here we denote Aly = X'R'—U, A}, =Y'R'—V, and A" == [ 2;’( } . The last inequality uses the fact
Y

that
xX(yH)" —uvT =X'RYRHT(Y)T —UV"T
(A +U)(AY +V) —UVT (4.4)
=ALVT 1 UAY)T + AL (AY)T.

Using Lemma 4.2, we can show that
ay HUIIIIQ PINIAK 2,00V 2,00 + [U 2,00 | A% [l2,00 + | A [|2,00 [ AY[|2,00)-

From (3.20), if

11
p > 110%C2 prettlog(ny V ng)

)

ni A\ ng

|| || ’ ny /\ng
< \/ nl/\ng \% 1( )7 3 ( : )7

then

Here we also use the fact that p < 1. Recall that |U]||2,c0,

2 121 \Vi
a <—\/01 M| — pJ | x 3 <11001p \/“ rin’® log( ”1 n2) /o MR oy )

(n1 A ng)? ny /\ ng
Moreover, using Lemma 4.3, if in addtion

91 v
p>(Cs + 16 x 6602)“ r2n” log(n V na)

ni A\ ng

14



then on the event Ef]d C Eg C Eg, we have

(n1 A ng)?p n1 A ng

ai <%\/01(M)\/(n1 An2)p x 3 <1100mt\/u2r2ﬁ12log(n1 vna) Vo1 (M) Ak \/UI(M)>

3p3,13
B . [ pir3si3log(ng V ng) 3
=6607Crp \/ (0 o )2 o1(M) (4.5)

prkSlog(ny V ng)

(n1 Ang)p o1(M).

§0.25770T(M)ijt\/

4.2.2 Analysis of as

Since Ay = X'R' — U and A}y, =Y'R' — V, we have
(R)T [(Xt)—r Xt _ (Yt)T Yt} R

— (A% +U) (A +U) — (AL + V)" (AL +V) o)

= (k) Ak + (A) U+UTAY +UTU - [(AY) Ay +(A)) VYT (AY) + VTV

T T T T

=(A%) Ak +(A%) U+UTAx - (Ay) Ay - (A)y) V-VTAL.
Therefore, for as,
[ EXt+1 U

Eyt+t | [ Vv }
[ X'R (XYY —UVT)V - IURYT ((Xt)T Xt —(yt)’ Yt) R —U
YR - (XYY -UVT) U - 3V(R)T ((W)T Yyt (xt)" Xt) R~V
_[ A —AR VTV —qU(AY)TV — 1U(AY)TU - 2UUT Al + 2U(AL) TV + 2UVT AL + 1€,

| AL —nV(AY)TU —nALUTU - 2V(AY) TV — IVVTAL + IV(AY)TU + 2VU T Ak +nés
_[ A% —nAK VTV —qUUT Ay + ZUUT Al + BUVTAY — ZU(AL)TV — BU(AY)TU + 1€,

| AL —nALUTU —nVVTAL + IVVTAL + IVUTAY — 1IV(AY)'U - IV(AY) TV +9€; |-

(4.7)
Here
1 1
£, =—AK(AL)TV - §U(A§()TA§{ + 5U(Afy)TAfy, (4.8)
1 1
£ = AL(AX) U - sV(AY)TAL + oV (AY) Ak (4.9)

tpt 17
denote terms with at least two AL ’s and Al ’s. By the way we define R' in (3.16), [ ‘;(tgt ] { g ] is

positive semidefinite. Therefore,

XR-U1'[U

15



is symmetric. Plugging this fact back to (4.7) we have

EX | [ U] _[ Ax —nAXVTV —qUUT Ay + 1€,
EYtt! \ 4 AL —nALUTU —nVVTAL + 1€,

1 Afx} T 1( [UUT 0 D[At}
—= I-20U'U)+=(I-2 x| +nE,
2[A§z (I=2U U)+3 oo wvT Al [T

&
&

UXY2 and V by VY2, UUT and VVT share the same eigenvalues. And |[UU || = |[VV | = oy (M).

Therefore, we have
EXtH! U
Eyt+l | { 174 ]
vu’T 0

1
I -2+ ghat [r-20 | U9 L0 ||+ te

—now (M) A"[| +n] €]l

where £ = [ } Here the last equality uses the fact that UTU = V TV. Recall that we define U by

g =

1
<_
2
<

The last inequality uses the fact that n < %. By the definition of &,
1

€] < 4]A"1?|U]

holds. From (3.17) and since
o prkdlog(ny V ng)
Cr

> 1600
p ni A\ ng

t
on the event EY

urkSlog(ny V ng)
Il <4><Czpt\/ B g ()

<0.1o,(M)||A"]

holds. Therefore, we have
as < (1 - 0970, (M))||AY]. (4.10)

4.2.3 Analysis of aj

Now we can start to control a3. Rewrite a3 as

[ e |5

as = yit+l ] yt+i
|35 e[S
We want to apply Lemma 4.1 with
xo=[ U] 3= [ Fil | e ana x, - [ X ] @i
By the way we define U and V, we have 01(Xo) = /201(M), 09(Xo) = /209(M), -, 0.(Xo) =

20,.(M), and 01(Xy)/0+(Xo) = v/k. In order to proceed, we first assume we can apply Lemma 4.1 here:

16



Claim 4.5. Under the setup of Lemma 3.4, on the event E;d C Fy C Eg, the requirement of Lemma 4.1
to apply here is satisfied with Xo, X1 and X defined as in (4.11). Moreover, by applying Lemma 4.1, we

have
[ 3] [35 ]
Y+l yt+l
<050, (M) AY).
Now by putting the estimations of ay, as, as, (4.5), (4.10), (4.12) together,

Xttt U
o =[]
<ap +az +as

6] vV
<(1 = 0.9, (M))[| A"|| + 0.2570,(M)C: ! \/“””” o8V n2) SR 4 0sno, (At (413)

Q3 =

(4.12)

(n1 A\ ng

6log(ny V n2)
<Oppt+t, [HE M
P (n1 A ng)p o1 (M)

holds on the event E}; C Ey C Eg, where the last inequality uses (3.17) and p = 1 — 0.0510,.(M).

Proof of Claim 4.5. By the definition of R**! in (3.16), we can verify that R; = (R') " R**!. Recall R, is
defined in Lemma 4.1. Now we want to show that Re = I. In other words, we want to show

T xt+1
V] [ X ] -0
\74 Yt+1 —
First, from (4.2),
U T X+l
{ \Y4 } yit+l
_UTX'R — QUTPQ (Xt(Yt)T _ UVT) vV — gUTU(Rt)T ((Xt)TXt _ (Yt)Tyt) R
p
+VTY'R' - gvT [Po (X' (YY) —UVT] U - gvTV(Rt)T (¥HTy! — (x")TX") Rt
—U'X'R' +VTY'R' - 2UT P, (x'(Y) —UVT)V - 2vT [p, (x'(Y) —UVT)] U,
p p
where the last equation holds since UTU = V' T V. By the definition of RY, UT X*R! + VT Y*R? is positive

X+l

e ] is symmetric. Moreover, we have

!\\\l§fii]—[€]\\

<2 011 + O[Q),

semidefinite, therefore symmetric. Therefore, [ g } [
vl' [ x| [u]'[U
Vv yit+l 174 174

where the last inequality holds by triangle inequality and the definition of ay and s in (4.3). From (4.5)
and (4.10),

O[l—l—O[Q

preSlog(ny V ng)
(n1 Ane)p

<(1 —0-9770r(M))HAt|| +0-25UUT(M)CIPt\/ UI(M)
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holds on the event E! ;. Therefore, from (3.17), and the fact that

> 1602 urklog(ny V no)

ni A no
and
o (M)
= 20007 (M)’
we have

preSlog(ny V ng)
(n1 Ane)p

<2v/01(M)(1 — 0.65n0,(M))Crp* % \/ o1 (M)

<0.50,(M) < 0.50%(X,)

-
on the event E! ;. By the fact that [ g } g } U'U+ VTV =2U"U, we have

|
([8T8]) 200

Xt+1
yit+l
i=1,---,r, any two symmetric matrices A, B € R"*" satisfies

By the construction of { ‘U; } [ ] , it is an 7 X r symmetric matrix. By the Weyl’s inequality, for all

[Ai(A) = Ai(B)| < |[A - B.

A ({ u T [ 3‘;: D > 150,(M),

t+1
and { ‘U/ ] [ )?(Hl ] = 0. Therefore, we have

Therefore, we have

I = Ry, = argmin
ReO(r)

£

Now we want to verify condition (4.1) of Lemma 4.1 is valid here. Since we have already shown

MR

the first inequality is verified. Moreover, by the definition of X**! and Y1,

F

0 50 (XQ)

XtJrlRt :Xth _ gzPQ(Xt(Yt)T _ UvT)Yth _ g(Xth)(Rt)T((Xt)TXt _ (Yt)TYt)Rt,

18



YR =Y'R' - g Pa(X ()T —UVT] X'R — LY'RYER) (Y)Y~ (X)) X)R".

Hence,
[ xt+1 Xt+1
yit+l Yt+1
B IPo (XY —UVT) A;+ TAL(RHT (XHTXE— (Y)Y R
= % [ (Xt(Yt) _ UVT)] AfX + %AtY(Rt) ((Yt)Tyt _ (Xt)TXt) Rt
< 0 _ pPa(XI(Y)T-UVT) AiX (4.14)
1 [73 (X’f(Yt)T — UVT)] 0 A

+g<||A |+ 1A% (R (X)X - (v") Y B

gn < ’1_?730 (Xt(Yt)T _ UVT) ‘ + H(Rt)T ((Xt)TXt _ (Yt)TYt) RtH> ”AtH

In order to bound H %PQ (XH(yH"—-ouvrh) H Recalling (4.4) and combining with Lemma 4.2 we have

H%PQ (Xt(yHT —uvT)

1 1
< H];Pn(AfoT) CALVT|| AR VT HEPQ Uy —Uay)| + U@y
1 4.15
+ 2P (a5(a4)7T) - Ak(as)T| + A%y (415)
Q—pJ
=PI AtV e + A% o)

+IAXIVI+ [AVINT] + A%l AY .-
And in addition , from (4.6),
[(R)T (X)X —(¥Y")'Y") R
=|lUTA% + (A%) U + (A%) A% —VTAL — (AY)TV — (AY)TAL| (4.16)
L2lulllakl+2(villay] + Ak H2+HA I2.

Combining the estimations (4.15) and (4.16) together and plugging back into (4.14) we have
|| X+ ] - [ xt+1 }Rt|

f/t+1 yit+l
€2 — pJ||
([ A% [l2,00|Vl|2,00 + [ AY [|2,00[| U |2,00 + [| A%

vll2.00) A

+0 ([AKIVI+ AU+ [A% AV + 2 U Al + 2 V[ AY ]+ [[A% 1 + [|A[) AT
(4.17)

From (3.17), (3.20) and

p>11020%/”% og(n1 n2)

ni A\ ng

IAY| < Cip \/ pre> oglm Vo) | TREY < Jor (M

we have

(n1 Ang)p
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and

w2r2k12log(ny V na)

Al o <110C; o M
1A%, IP\/ (1 An2)%p o1 (M)
UrK
nl/\n2 Ul(M).

Therefore, by applying Lemma 4.3 and given

1151510 log(ny V n2)

> (6600CT + 32400C2
p=( 1+ 7) 1 A

)

we have

Q—pJ
12 =21 At ool o)

+HIAX[IVI+ AV U + Ak AV ]+ 2Tl Akl + 2 VI[[Ay [ + Ak ] + |Ay ]

ni A ng UTK . | p2r2el2log(ng V ng) . | preblog(ng V ng)
<3 110C M) +9C M
\/ \/m A ng v \/ (n1 Anz2)?p o1(M) +9C1p (n1 Anz)p o1 (M)

2.0 llAY

w3r3k13log(ng V na) urkSlog(ny V na)
<330C7p" M) +9C;p" M
1P \/ (n1 A ng)?p? o1(M) +9C1p (n1 A ng)p o1(M)

—_
—_

—o. (M) < 501(M).

Therefore, by plugging back to (4.17),
1
—770r(M)HAtH= (418)

ftﬂ Xt+1 .
vt | [ y'i+! }R 10

:f{tJrl Xt+1
yit+l Yt+1 H
<ngor (M)2/a (D) A
3 r&8log(ny Vn
</ (M) Olpt\/ urr oglm v na) /1)

~X

and

(n1 Anz2)p
1 1

gzo'r(M)

holds on the event E;d. Here the second inequality holds due to (3.17), and the third inequality follows

C2 pre’log(nyVng) ar(M)
niAng 20002(M)*

Therefore, all the requirements in (4.1) of Lemma 4.1 is valid, and Lemma 4.1 can be applied with X,
X and X5 defined as in (4.11). By applying Lemma 4.1,

l 35”1 ] 3 [ XZ*i }RtJrl
yt+l Yitt

Xv’t+1 X+l .
yi+lr | [ yYyit+l }R :

Along with (4.18), there holds a3 < 0.5n0,.(M)||AY]. ]

4 Oy (XO)

,and n <

a3 =

<BK
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4.3 Proof of (3.18)

For the induction hypothesis (3.18), without loss of generality, we assume 1 <! < n;. From (3.3), we have
the following decomposition:

([ 3 |mmo-[T])
:(Xltjrl,(l))TRtH,(z) . U;T )'
:(Xlt)-,'(l))TRt-l—l,(l) _ UzT —q ((Xlt)-,'(l)) (vt l)) UTVT) y O gt+1.0)
_ g(Xlt),'(l))T ((Xt,(l))TXt,(l) _ (Yt,(l))Tyt, l)) RiTLO
=a; + a2 — as,

where

a1 ::(Xi-,.(l))TRt,(l) - UlT - ((Xlt;.(l)) (vt l)) UTVT) () gt

,(1 ,(1 — +
ajg = |:(Xi( )) Rt7(l) — 77 ((}Ki( )) () t"(l)) — Ul,- [’ ) ) t"(l)Rt7(l):| |:(Rt(l)) 1Rt 1"(l) — 1j|
and

as = g(th’-(l))T ((Xt,(l))TXt,(l) _ (Yt,(l))Tyt,(l)) RiHLO.

First for a;, denote Af,’((l) =XtOR:0) U, A;*,(l) =Y ORH(M) — VvV then by a decomposition similar
o (4.4),
a2
= (@KL = [(AELAT)T + @IV +Ulay) T @Ay + vy
a0 AT [T LA v,

|
).

! ,(1 ,(1
<L =V TVIIAS) 2 + (A A IASNY SO+ gl (AL

From (3.17),

5 (4 o Pt

<UT(M)
2

holds since

> 1602 urkdlog(ny Vv ng)
n1 A\ ne

[ <l 3 Jeo- [ )=,

w2r2k10log(ny V n2)
<2C1pt M
p \/ (n1 Anz)p o1 (M)

Also from (3.19),

H{ ;CZ ((ll) :|Tt7(l) 3 [ Xt ]Rt

V]l

or(M)
4 b
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where the last inequality holds since

6402,u r?k12log(ny V na)
i A\ no '

Applying Lemma 4.1 with
U Xt Xt
Xoi—{v}lei— { vt ]Rt, .XQ:—|:Yt 0 ]Tt’
since we define U by U2 and V by VEY2, we have 01(Xg) = /201 (M), 02(Xo) = /202(M), - -,
0 (Xo) = \/20,.(M), and 01(Xo)/0-(X0o) = v/k. We have

[ xt0 }Rtv(” B { X: ]Rt [ Xt }Tt,(n - [ Xt }Rt
Y

y . ORI ya) vyt

F

Therefore, by triangle inequality we have F
1aL0) < H éfz((ll)) }Rt(z) B { U }H

Lo Jmo[3 )], L J=-[ V]

| [ [ ] L3 - [V ] 1

2,10, 6]
<5rCypt \/urm og(n1 V ng) Jor(M) + Cip \/;mi og(n1 V ng) (M)

(n1 Anz2)?p (n1 Anz2)p

<BK

6log(ny V ng)
<2Cppty [ EE M).
" \/ (n1 Ang)p (M)

For the last inequality, we use the fact that

2507 k8

<p<L

ni1 A\ no
Equipped with (4.19), and combining with the fact that |[Y>®| < |V + HA;’,(Z)H, we have

lla]l2

<(1 = no (M) (AL 2
Calla )l 152075t \//m% log(ny V nga) Jor (M <2\/01(M)—l—QCIpt\/urKGlOg(nl V n2) al(M)>

(n1 An2)p (n1 An2)p

\/—20] \/,urnﬁ log(ny V ng) \/al(M) <\/01(M) i QC'Ipt\/HTHG log(n1 V n2) o1 (M)) )

(n1 Anz2)p (n1 Ama2)p

ny /\ng

Given

er prkSlog(ny V no)

nl/\ng

6
QCIPt\/Mm loglm  ny) Vo (M) <o (M

(n1 A ng)p

we have
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Therefore,

lla1ll2

<(1 = no, (M)A,

urkSlog(ny V ng)
(AL, ||2601P\/ (1 A o)y o1 (M)

rR rrblog(ny Vn
o / 401 \//'L g( 1 2)0'1(M).

n1 A ng (n1 A ng)p

Given

8
p > 57602 pure®log(ny V na)

ny /\TLQ

t
on the event Ep ;,

a1l
2r2k91og(ni Vn
<(1 = 9o (M)[AK ) 2 + 02590, (M) [ (AR ), |12 + o (M)4AC oty [ £ B V) for o)
(n1 An2)?p
2r2k9log(ny V n2)
—(1 = 0.75n0, (M))||(A%" AC o, (M)pty | 28 M
(1 = 01500, (M) (AK ), 2+ 4Cm0, (M) \/ L ) o ()
(4.20)
At the same time from (3.18) we have
2r2k101og(ny V n2)
<(1 = 0.75n0, (M) x 100Cpt, | 22208 M
faalle U= 0700, (M) ”’\/ mAnnzp VM)
2r2k9log(ny V n2)
Ao, (M)Cppty [ 21 M
+ 4no,. (M) Ip\/ (n1 An2)2p o1 (M)
UTK
M
ni N\ neg 01( )
since
> 10'C2 pre? log(ny V ng)
- ni A\ ne
and
n< or(M)
= 20002(M)°
For as, note
|azll2
H{ xh® ) TRHD ((Xlt’,(l)) (Yt )T UTVT) y () gt() } {(Rt,(l))—lRtH,(z) B I} H
Sllos + U Ja(70) R0 ) (21

\/7H Rb l) 1Rt+1,(l) —I”
ny /\n

Here we want to use Lemma 4.4 to control ||(RY®W)~'R*1() — I||. In order to proceed, we first assume the
following claim is valid:
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Claim 4.6. Under the setup of Lemma 3.4, assume 1 <1 < ny. Lemma 4.4 can be applied and on the event

El,,
(M) 272512 Jog?(ny V ny)
RVONV-1RHLO) _ 1 <7GC201( t [ E 4.22
(R0 | <oct e VS (4.22)
holds.

The proof of this claim mainly relies on Lemma 4.4, and the verification of conditions required by Lemma
4.4 is very similar to the way we handle a1, as, a3 defined in (4.3). For the purpose of self-containedness,
we include the proof of the claim in Appendix C.

Plugging (4.22) back to (4.21) we have

a2

2 2,.2,.12 2
<2, |5 /o (M) x 760?01§ﬁ§77pt\/ﬂ riwlog (m Vny)
or

n1 A na (n1 A ng)?p?
(M) 3p3 k13 1og2(n1 V ng) (4.23)
<15202 tal( M M
np O'T(M) (nl /\n2)3p2 Ul( )
2r2k101og(ny V n2)
<25CTno, (M)pt | 28 M
mor(M)p \/ (n1 A na)2p o1(M),

where the last inequality uses the fact that

P> 3702 ure” log(ny Vv ng).
ni A\ ne

Finally, for a3, note the fact that R+ and R%(® are all orthogonal matrices. And replacing X and
Y with X4® and YO in (4.6),

llasl|2 :g H(thf.(l))T ((Xt,(l))TXt,(l) _ (Yt,(z))TYt,(z)) Rt+1,(z)H2

n (1 _ .
=2 |xEO)T (O TXEO - () Tyt 0) B0

My 5t DT DT ! DTy 4.(1 1 (4.24)
<21x: e H(Rt’( ) ((Xm NTxt0 _ (ytO) Tyt >) R >H
n L1 (1 (1 (1 (1
<T1x7 Ve (215NN + 1A + 20 a5 0V + 1 a57)1)
From (3.18), we have
1%Vl <10l + 11X D) TRYO — T |2
UTK . | 12r2k10log(ng V na)
< JEE o (M) + 1 M
L Ao o1(M) +100Crp \/ (n1 Amn2)2p o1 (M) (4.25)
UTK
<2,/ Jo (M.
ni A\ no 01( )
The last line holds since 0

nl/\ng

24



From (4.19) and given

> ac? prkSlog(ny V no)
ni A\ ng

we have ||A»®]|| < /oy (M). Combining with (4.19), (4.24) and (4.25), we have

(n1 Anz2)p

TK rblog(ny Vn
Jaslls <oy =25 /1B x 12010t\/ prelosm V), (ny)
(4.26)

12r2k%log(ny V na)
(n1 Ana)?p

212C]nUT(M)pt\/ 0'1(M).

Putting the estimations on a1, a2 and as together, i.e., (4.20), (4.23) and (4.26), we have

XtHL0 t+1,(1 U
([0 Jmmo-[V]),

<lawllz + [lazll2 + [las]2

2

w2r2k2log(ny V na)
(n1 An2)?p

<(1 = 0.7500, (M) (A |12 + 40mor<M>pt¢ 71(M)

1?r?2k10%log(ny V na) . | p?r29log(ng V ng)
25Cmo,. (M 12Cno, M
+ 25Cno, (M)p* \/ (i A o) Vo1 (M) +12Cmo,.(M)p (1 A 12 o1(M)

2y2,10] V ng)
41 KT og(n1 2
<100CTp \/ (m Ana)%p o1(M),

with p =1 — 0.05n70,(M) on the event Etjl, the last inequality uses (3.18). Notice this is the proof for the
case of [ satisfying 1 <! < nq, the proof for I satisfying n1 + 1 <1 < ny + ng is almost the same.

4.4 Proof of (3.19)
For (3.19), by the choice of T**(") in (3.16), we have

X+l 1 XtJrl,(l) t+1 o
YtJrl,(l)

2

X+l Xt+1,(l)
Al - [ )

F

Without loss of generality, we first consider the case that [ satisfying 1 < I < n;. First, by plugging in the

t+1 t+1,(1)
definition of [ )}ftﬂ } an [ );H_l)(l) ], we have
Xt+l Xt+1,(l) b A
|: Yt+1 :| Rt — |: Yt+l7(l) Tt-,(l) :Al +’I7 |: AZ :| 5 (427)

where

X? t yt t [ xtO0 t,(1) yt,(1) t,(1)
Al:: Yt —va(XaY) R — Yt,(l) —ﬁVf(X’ 7Y.' ) ™

1
Ay =P (Xt,(l)(Yt,(l))T _ UVT) yt Ot _ 1_?739“ (Xt,(l) (YtO)T — UVT) y Ot
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and
T 1 T
As = [73 (X—t (z)(Yt z)) UVT” xtOt ) _ L_?Pﬂz,~ (X—t (z)(Yt () )T UVT)] x Ot

For Ay, we have

| A1]1
Xt 6.(0) Xt ‘ t,(1)t, (1) yt, (1)t (1) ‘Rt Y'R! i
- <[Yt,(l)]T7 _[Yt}R>_"(w(X7 T YT -V SXUR VIR
F

1 2
Xt’(l)Tt’(l) _ X'Rt
= (I — 77‘/0 VQf(*)dT) vec (|: Yt’(l)Tt’(l) _ Yth :|) )
|: Xt (l)Tt ) _ XtRt :|

Xt @) Tt _ XtRt
Yh (l)Tt Yth Yt l)Tt l) _ Yth

(4.28)

N

orélséHV sl

vt (l)Tt _YIR Yyttt _ ytRt

TSR

t,(1) it tpt t,(l) () _ xtpt
— 21 min VQC(|:X "0 - X'R ]) V2f(*)vec([X T X R }),

where the first equality uses the fact that Vf(X,Y) = Vf(X R, Y R) for any R € O(r), and here
V2f(%) = V2 f(r( X010 - XtRY) + X'R, 7(YPOTHD — YR + Y'RY).
From (3.19) and (3.20), if

2.2 141 v
p > 242 x 101°0,02 L og(n1 V na)

)

n1 N\ ns
we have
Xt Xt 1
() _ | S M
H[ yt0 ] {Yt }R o 10006y/mr T 2 (M)
and ‘ 1
X U
Rt . <—— M).
'Hyt] {v} e S 1000y ¥V M)
Therefore,
1
X070 — X'RY) 4 X'R' — Ulls,00 <g—eee—=1/01(M
17 )+ l2, 5ooﬂmm’
1
Y-OT-0) _ Y'RY) £ V'R o Sgoo———=V 01 (M
x( R)+Y'R -V, 5005\/mm

for any 7 satisfying 0 < 7 < 1. And we also have
Xt " U 1
_ < -
¥ )= -[V )| < mmvemn
Therefore, Lemma 3.1 can be applied here. Noting E;d C Fy and

> Cer urelog(ny V na)
ni A\ ng

3
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we have (3.7) and (3.8) satisfied. Plugging (3.7) and (3.8) back to the estimation (4.28), we have

2 Xt Xt 2
2 2 2, () _ ¢
43l <01 = Fno,00) + 230720 || o |70 = [ 50 | ®|
t,(1) t 2
<(1 - 0250,(M H[ *;(t o ] 0 [ X }Rt ,
F
where the last inequality holds since
or(M)
NS 55
20003 (M)

Therefore,

Xt)(l) Xt
1AL <(1 — 0.1n0, (M) H{ ) }Tt,m _ [ X, ]Rt

(4.29)
F

holds on the event E;d.

For the second term [ 32 } in (4.27), by the definition of P;. and Pgq, ., we can see that entries of
5 :

1
P (Xt,(z)(Yt,(z))T _ UVT) _ ;Pﬂz,- (Xt,(z)(Yt,(z))T _ UVT)

are all zero except on the I-th row. Using this fact, we have

0
0
Ay =— | ¥k, - ) (X O )T —uvT), (v | Th0
0
- 0 J
and
(Lo, — 1) (xXtOeO)T —uvT), (x0T ]
Ay = — (%51,3‘ )(Xt Oyt l)) UvT) (X z,-(l))T Tt
. t,(1
| Lo, — 1) (XOYEO)T —uv T, (XPO)T
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Therefore, by triangle inequality,

]
A ||,
</l Azllr + || Asl
< Z(l&g -1 (Xf’“)(fo(“)T —~ UvT) v
;P Lj
b
1 ’ (4.30)
(1 (1 J(ONT T -
(5001 —1) (xtO(yt)T —uv )l,l
+| o =D (X0 vy —ovT), X,
| (G -0 (OO -0V,
by 9

where the last inequality uses the fact that 7" € O(r).
For by, we can write by in the following form:

b, 72( 5l; ) (Xt (l)(Yt l)) UVT) Yt’(l)

g
—Zsu

By the way we define X*® and Y*® in (3.3), (3.4), (3.5) and (3.6), we can see that X*(®) and Y*(®)
are independent of 0y, ,8.n,. Therefore, conditioned on X*® and Y*® s, ,’s are independent and
Es, s1,; = 0. Moreover, since

xtOytOT _gyT
=xtOrtO(rtO)Tyt0) _gyT (4.31)
=(X" (W)t (D) ~U)VT+UY" Opt.() _ T+ (Xt,(l)Tt,(l) _ U)(yt.,(l)Tt.,(l) -
Therefore, for all j,

L

81,5112

<L HXt,(z)(Yt,(z))T _ UVTH 1Yt .
. :

(||Xf OO — Ul ||V 00 + Y HOTHO ~ Ul [Y 0T = V20

x|l
l
:=L§ )(Xt(l) , Yt,(l))
holds. By matrix Bernstein inequality [Tropp et al., 2015, Theorem 6.1.1], we have

P |[lb1ll2 > 100 [ [Es > [ls1lI3log(n vV na) + LIV (X4D ¥ D) log(ng Vo) | | X0, ¥t O
j

é(nl + 712)_15.

28



Therefore, we have

P{[bifl2 =100 [ [Es Y lIs1jl3log(n Vi) + LY (XEO, ¥4 D) log(ny v n)
j

= t,() yt.(1)
=K [E {]1“,1 ||2>100(\/]E(;l,_ > ||sl,j|\§1og(mVn2)+L§Z)(xt,(z),Yt,m)1og(n1vn2)) | X ,Y H

<1+ n2) 1%,

In other words, on an event Eg’,( ) with probability ]P’[E (D, M>1— (ny +ng) 1,

Ib1]l2 <100 | [Es. Y lIs15l3log(n v na) L (X 5O YD) log(ng V) (4.32)
J

holds.
On the event E! , if

111
p > 1112C2 prettlog(ny V ng)

ni A\ ng
from (C.3), we have
xtM £.() U UTK *
H{Yt’(l)}T _[V] 200 ny A ng
Xt ’ T (4.33)
|| 3 ]H el

)

Therefore, from (C.3),

L(l)(Xt,(l) Yt,(z))

Xt Tt UTK xt()
<- (1) _
Sl 3o o=V vamw v [w]
333CT , |p2r?ki2log(ng V ng) UTR (4.34)
< \ o
p p\/ (nl /\’ng ni /\ng ni A\ neg

4 141 \Vi
<66601pt\/’” ritlog(m Vna) fom?

(n1 A ng)tp?

Moreover, for Es, >, 81,113, we have

Es,. Y lls1l
7

1
3 =Es, (0= 17 (X OOy UVT) v
J

, (4.35)

1
IV | (x0T - ovT)

Lo
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From (3.17) and (3.19),
Xt,(l) £ U
|7 |70~

Xt Xt,(l)
|3 - [ ],

Al ]=-[v ]l

<Cip \/,u r2k10 Jog( n1 V ng) Jor (M) + Cip \/m*/qﬁ log(ny V ng) (M)

(n1 A ng)? (n1 Ama2)p

(4.36)

10 1og(n1 V ng)
<20t | HE M
P \/ (n1 Ang)p 1(M),

where the last inequality holds since
ur
ni A\ n9

<p<L

By triangle inequality, and recall the decomposition (4.31),

H Xt l)(Yt l)) UVT)

Llo

< HUT' (YO0 _v) TH T H (X070 _ 1) T_VTH I H (xtOTt0 U)T. (Yt,(l)Tt,(l) _ V)TH
2

U200 | Y OTHO — V| 4 | X OTHO VI +[XMOTED — Ul | YO T — V.

Combining with (C.3) and (4.36) we have

H Xt @) (Yt l)) UVT)

Lo

10, v 2121 \Y
<2\ [ S (MCrp! X\/W B0 or B + 111G \/Mm 2o ()

n1 A ng (n1 A ng)p (n1 Ang)?p

w?r2k1?log(ny V no) . | pretflog(ng V ng)
+ 111Cp* x 2C M
" \/ (n1 Ang)?p 1’ (n1 Am2)p M)

2,2 121
gllSC]pt\/‘LL K Og(nl \/n2)0_1(M),

(n1 An2)?p
(4.37)
where the last inequality use the fact that
> 111202 pret®log(ny V ng)
ni A\ ng
and p < 1.
Putting (4.33), (4.35) and (4.37) together we have
13
p3r3kt3log(ny V na)
Es, Y lls15]3 <230°C7p* a1 (M). (4.38)

7 (nl /\’ng) p2
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o by (4. an , on the event , We have
So by (4.32), (4.34) and (4.38 h E" N B, we b

(1|2

3r3 k131002 (nq V dpd 14, V. 3
<100p" 2300,\/“ rinTlog (m Vns) +6660,\/“ PR log(na V) o vng) | /o (BT

(n1 A ng)3p? (n1 A ng)ip?

272,10 v
=100C7p" prn Og(n12 n2) o1(M)o,(M)k
(n1 Ang)?p (4.39)

« [ 230 pris log(ny V ne) + 666 pirgt 10g2(n21 \2/n2)
(n1 Ane)p (n1 Ang)?p

12r2k101og(ny V na)
(n1 Ang)?p

<0.O25UT(M)CIpt\/ o1 (M),

where the last inequality holds since

> 3.3856 x 10121 " log(ny V na)

nl/\ng

For by defined in (4.30), we can use almost the same argument. We can write by as

by = Zea 51J D (x Ot —uvT)
IZZSQJ.
J

By the definition of X*® and Y*®  we can see that X*(®) and Y*(® are independent of 6,1, ,61.n,-
Therefore, conditioned on X*(®) and YU, s, ;’s are independent and Es, s» ; = 0. Note for all j,

L,j

82,5112

<L HXt,(z)(Yt,(z))T _ UVTH

oo

< (IXOTO ~ Ul e[V + [ Y OTO

Xt (l)Tt @ _ U||2 ||Yt l)Tt V||2 OO)

l
é)(Xty(l),Ytﬁ(l)).
(4.40)

By matrix Bernstein inequality [Tropp et al., 2015, Theorem 6.1.1], we have

P |[[ba]l2 > 100 | [Es. Y [[s2;]3log(n1 Vina) + LY (XHO, ¥4 O) log(ng vng) | | X80, v H0
J
é(nl + 712)715.

Using the same argument in b;, we have that on an event E (-2 with probability ]P’[E (0, 2> 1—(ny +

n2) 15

B2l <100 | [Es, > [ls2,lI310g(n1 V na) + LY (X0, ¥ O) log(ny v na) (4.41)
J
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holds. Note on the event E7, ()2 (B}, the estimation of [|so, ;]| and Es, 3 ||s2, ;|3 are in the same fashion

with the one we did on s ;: On the event E!;, from (C.3), (4.33) and (4. 40)

L(l)(Xt (D) yt0) H[ xH0 ] () _ { U ] TR D)

Yyt(® 14 ny A\ ng

2,00

(n1 A ng)? ny /\ na

1 2 121 \Vi
<—333Cmt\/u i log| nl 2) Vo (M) x [ /o (M)
p

3,313
B . [u3r3r13log(ny V ng)
=333Crp \/ (0 A o) o1(M).

At the same time,

1 2
Eo D lls2lh =Ba 3o 0= 1 (X0 (vt0)T —OvT)
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)
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2,2,12] v
r?k1?log(ng 712)0%(]\4)7

(n1 A ng)?p?

<1152012p2t/1’

where the last inequality follows from (4.37). Therefore, on the event Et il Et ()2

| Azl F
=(|b2l2 X2

p2r26121og? (ny V ng)

w3r3k13log(ng V na)
M) + 333Cyp*
(my A 12) 22 o1 (M) + p \/

(n1 A ng)3p3

<100 115CIpt\/ o1(M)log(ny V ng)

T o

nl/\ng

2r2k101og(ny V n2)
—1000;pt | 0 M)o, (M
" \/ (n1 Ang2)3p o1(M)or (M)~

« [ 230 urkslog(ny V ng) + 666 p2r2gd log2(n21 \2/712)
(n1 Ang)p (n1 Anz2)?p

w?r2k10log(ng V ng)
(n1 A mng)?p

<0.0250T(M)O[pt\/ o1(M),
(4.42)
where the second inequality uses (4.33) and the last inequality holds since

> 3.3856 x 101227 * log(na V o)
ni A\ no '

So in summary by (4.30), (4.39) and (4.42), on the event E (.1 N E (0.2 N B}, we have

%]

w?r2k101og(ng V na)
(n1 Ana)?p

o1 (M). (4.43)

§O.O5UT(M)CIpt\/
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Combining the estimations (4 29) and (4.43) for A, Az and Aj together, and using (4.27), we can see that
on the event Ej (1 NE3 ()2 NE:4

Xt Xt
H[ Y”l} B [Ym,(z) ()

F

<l +a] 42 ]

F

w2r2k10log(ny V n2)
(n1 Amnz)?p

+O.05770T(M)ijt\/ o1(M)

Xt Xt,(l)
<(1 - 0.1no, (M) H { vt ] R' - { ¥ } T

272510 Jog(ny V )
gc t+1 HT7K M
p (n1 Anz)2p o1 (M)

F

holds for p = 1—0.05n0, (M) and fixed [ satisfying 1 <1 < ny, and the last 1nequahty uses (3.19). The proof
is all the same for I satisfying n1 +1 <1< ny+ng. Let Ej' = EL N (ﬂ"ﬁnz B 1) N (ﬂ"ﬁnz B 2),

S0 E;zlrl C E!;, and from union bound, we have ]P’[Etd\E;;rl] < (n1 +ng) 10,

4.5 Proof of (3.20)

Finally, we want to show that (3.20) can be directly implied by (3.17), (3.18) and (3.19). First, for any [
satisfies 1 <1 < ny + no,

(L3 ==V 1)),

)

2

Xt ] . { Xt } .
Rt — rH®
t (1
<[ Y Yyt .

t )
< Hfft]Rt [i,(tl)]Rt(l

N

+ (4.44)

(LF ==V ]),
(I3 Jmo-[T]),

)

12 2

- 2

The second term of the last line is already controlled by (3.18), so our main goal is to control the first term.
In order to do so, we want to apply Lemma 4.1 with

U X! X0
X = [ v } , X1 = [ vt ]Rt, X, = [ Y ]TW).

Note by the definition of U and V', we have 01(Xy) = v/201(M), 02(Xg) = /202(M), -, 0.(Xo) =
20,(M), and 01(Xo)/0r(X0) = v/k. In order to apply the lemma, note from (3.17) we have

13w [V ¥ ] oot

> 1602 urkdlog(ny V na)
ny A\ no

I+ }Rt—[e]u [[2 ]« Soton < Lo
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And also we have

t t,(1)
|3 == B ]2

U Xt xt0
LV <3 == Jeo
F

w2r2k101og(ny V na)
<20 M
1p \/ (n1 An2)2p o1 (M)

V]l

1

1
gzaz(XO)-

Here second inequality we use (3.19) and third inequality holds because we have

2,.2,.12]
p>64012'u K og(nl\/ng).
n1 A\ ne

Now by applying Lemma 4.1 we have

X! t Xt t,(1 Xt t x40 t,(1
H{ ' ]R - [ yeo | B <ol yo | B - | o | T
(4.45)
2r2k101og(ny V n2)
<100y [ B2 M),
Ip H\/ (n1 An2)2p o1(M)

Plugging (3.18) and (4.45) into (4.44) we have (3.20).
Finally letting

Cs3 =3.3856 x 10" + 6600C] + 32400C% + Cs + 333%C3 + 2.42 x 10'°C,C? + Csy

finishes the whole proof of Lemma 3.4.

5 Discussion

In this paper we study the convergence of vanilla gradient descent for the purpose of nonconvex matrix
completion with spectral initialization. Our result can be viewed as the theoretical justification for the
numerical phenomenon identified in Zheng and Lafferty [2016] that vanilla gradient descent for the nonconvex
optimization (1.1) without I «-regularization is effective and efficient to yield the exact low-rank recovery
based upon a few observations. On the other hand, our work extends the result in Ma et al. [2017] from the
completion of positive semidefinite matrices to that of rectangular matrices. Furthermore, we improve the
required sampling rates in Ma et al. [2017] by combining the leave-one-out technique therein and a series
of powerful results in the past literature of matrix completion, such as some key lemmas in Chen [2015],
Bhojanapalli and Jain [2014], Li et al. [2016], Chen and Li [2019], Zheng and Lafferty [2016].

Our technical contributions can be potentially used in other problems where the leave-one-out techniques
are useful or have been applied. For example, we have mentioned that the leave-one-out analysis has been
employed in Abbe et al. [2017] in exact spectral clustering in community detection without cleaning or reg-
ularization, while the technical contributions in our paper is potentially useful in improving their theoretical
results particularly in the case that the number of clusters is allowed to grow with the number of nodes.
Moreover, our technique is also potentially useful to sharpen the leave-one-out analysis in Ding and Chen
[2018] for matrix completion by Singular Value Projection and therefore improve their sampling rates results.
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A Proof of Lemma 3.1

For the proof, we mainly follow the technical framework introduced by Ma et al. [2017] and extend their
result to the rectangular case. Within the proof, we employ Lemma 4.4 from Chen and Li [2019] (Lemma
A.1 in this paper) as well as Lemma 9 from Zheng and Lafferty [2016] (Lemma A.3 in this paper) to simplify
the proof, and get a weaker assumption (3.9) (in this paper) comparing to equation (63a) in Ma et al. [2017,
Lemma 7] by a factor of log(n; V ns).

Proof. For the Hessian, we can compute as Ge et al. [2016, 2017], Zhu et al. [2017] did and have

we([ B ]) wrsoeme ([ B

2 1 2
=§<PQ(XYT —UV "), Po(DxDy)) + 5 |Po(DxY " + XDy)|,

1 1 2
+ 5<XTX ~-Y'Y,DxDx — Dy Dy) + 1 |DxX +X"Dx -Y "Dy —-DyY|,.
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-
First we consider the population level, i.e., E |vec ([ Dx }) V2f(X,Y)vec ({ Dx }) . Denoting
Dy Dy
Ax =X —-U,Ay =Y — V, and using similar decomposition as in (4.4) and (4.6), we have
Dx 1\’ D
b 2 X
E lvec ({ Dy }) VZf(X,Y) vec ({ Dy })]
—2(AxV" + UA} + AxA},DxDy) + ||DxV' + DxA} + UDy, + AxDy |
1
+5(UTAx + ARU+ AxAx —AyV — V' Ay — A} Ay, D Dx — Dy Dy) (A.1)

+ i |DXU + DxAx +U'Dx + AYxDx — V' Dy — A} Dy — D{V — D Ay|[,
= |DxVT +UDY [} + { |[DXU+ U Dx -V Dy - DLV} + &1
Here we use the fact that UTU = VTV, and & contains terms with Ax’s and Ay’s, i.e.,
&
=2<AXVT +UAY + AxAy,DxDy}) +2(Ax Dy + DxA},DxV' +UDy) +||DxA} + AxDy ||,
<UTAX +AYU+AYAx — A}V - VTAy — A} Ay, DxDx — Dy Dy)

(DXAx +AxDx — AyDy — Dy Ay, DyU +U ' Dx — V' Dy — Dy V)

}—l[\DI}—lL\DI

Z HDXAX +AxDx — Ay Dy — DYAYHF

4;

Multiplying terms through we have

e[ B ])Tvmx,mvec({ P m

1 1
~ DXV + [UDF|? + L DRI+ LIV Dy | - (XU, DIV + LiDkU.UT D)

E

+ %<D;V, V' Dy) + <D;U V' Dy)+&
=||DXVTHi+||UD;H§ HDXU Dyv||F UTDX+VTDy,DXU+DY Y+ &

Now for the fourth term, we split U as U — X5 + X9, V as V — Y5 4+ Y3, and plug it back. Then we have

B [V({ Dx DTvzﬂx,Y)vec([ Dy m

—|DxVT|% + |UDS |2 + - 5|DXU-Dyv |, + X;DX +Y, Dy, DX Xs + Dy Yo) + & + &,
where & contains terms with U — X5’s and V' — Y5's, i.e.,

1
& =(U - X,5) ' Dx 4+ (V —Ys) " Dy, D% X5 + Dy Y3)
1
(X; Dx +Y,' Dy, Dx(U ~ X») + Dy (V — Y2))

(U-X5)"Dx +(V-Y2) Dy, Dx(U — X5) + Dy (V — Y2)).
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.
By the way we define R in (3.10), [ ‘;(,2 } { DX } is symmetric. Using this fact we have
2 Y

Vec({ Dx ])Tv2f(X,Y>vec({ Dy m

E

(A.2)
T2 T2 1 T T2 1 T T 2
~ [DxVTE 4 [UDT |+ S 3T - DIV 4 L XTDx v Dy [ 8
For & + &3, by the way we define them, we have the following bound:
|E1 + &
I[(IU = Xz + |V = a1 Xl + [ ¥a) + (JU = X2 + |V = Ya|)’](IDx |7 + | Dy | %)
([ ax[|+ Ay AU+ VD + ([Ax ]| + Ay )1 Dx[F + [ Dy [I7)-
From the assumption,
X, —-U 1
X hn Ma
%7 ]|l < s v
X-U 1
< M),
HY—V ”m 500m v T ¥ M M)
and
X-U < X-U
Y-V = Y-V |l
X-U
< n1+n2 |:Y V:| 2,00
1
<
<5005 V1 (M);
therefore we have )
1 Dx
g —Ur M . A
+al < gomon || 2 ]| (A3)

Now we start to consider the difference between population level and empirical level, comparing with
(A.1):

([ B ) (B ) e (| B ) ()

Dy
-O+@+@+®,

where D(-,-) denotes the difference between population level and empirical level, i.e.,

D(ACT,BD") :=%<7>Q(ACT),7>Q(BDT)> —(ACT,BD"). (A.4)
And

(1) =2D(AxVT,DxDy) +2D(UAY,DxDy )+ 2D(Ax Ay, DxDy) +2D(DxV", AxDy,)
+2D(DxAy,UDy) +2D(Dx Ay, AxDy),

(2)=D(DxV',DxV")+ D{UDy,,UDy,) +2D(DxV ', UDy,),
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(3)=D(DxAY},DxAy) + D(Ax DY, AxDy),
(4)=2D(DxV",DxAY}) +2D(UDy,, AxDy,).

Now for terms with different circled numbers, we deal with them with different bounds. First, for @, we
apply the following lemma:

Lemma A.1 (Chen and Li 2019, Lemma 4.4). Let D(-,-) defined as in (A.4), for all A € R™"*" B €
R™x" C € R"*" D € R"*"  we have

ID(ACT,BD")|

ni n2
S Y) —pr > ||Ak,-||%|Bk,~|%¢ > lICk 1B Dy 113

k=1 k=1

<p 7|9 = pJ || min([|All2.00 | Bll7, | All 7| Bll2,00) x min([|Cllz,c [ DIz, [Cl F[1D]2,00)

Therefore,

2|2 — pJ
@ <¥[HAX|

2|2 —pJ
L 22-pJ)|

2,00 V|

2,00 Dx ||F| Dy ||F + [| Ay [|2,00 |U]|

2.00|Dx || 7| Dy || F]

Ax2,00[[Ax 2,00 [ Dx [ F[|1 Dy || 7 + [[Ax 2,00V [[2,00[[ Dx || [ Dy || F]

2|12 —pJ
L 22-pJ|

Ay |2.00]|U
o UAY[2]U]

2,00 Dx ||| Dy ||F + [|Ax |2,00[| Ay [|2,00 | Dx | F || Dy || F]-

Using Lemma 4.3 and using the fact that

X-U 1
St T——= M),
H[Y—V} 2.00 500k+/N1 + no o1(M)
if |
203;” og(ny V ng)
ni A\ ng
we have )
HTE 2 2
<1203, | — ————01(M)(||D Dy|%). A5
(@) <1260 | == e (M) (IDx [ + |1 Dy [2) (A.5)

For @, we apply the following lemma:
Lemma A.2 (Candes and Recht 2009, Theorem 4.1). Define subspace

T ={M cR"" |M =AV' +UB" for any A € R""*" B € R">*"}.

There is an absolute constant Cy, such that if p > 01%, on an event Ec, with probability P[Ec,] >
1—(n +ng)t,
p '|PrPaPr — pPr| < 0.1

holds.

Therefore,

(2)| =|D(DxVT,DxVT) + DUD,UDY) +2D(DxV ', UDY)|
=|D(DxV' +UDy,DxV' +UDy)| (A.6)

<0.1|DxV' +UDy |}
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given
e urlog(ny V nz) '
ni A\ ng

For @, we need the following lemma:

Lemma A.3 (Zheng and Lafferty 2016, Lemma 9). Ifp > CQM for some absolute constant Cs, then

niAns

on an event Ez with probability P[Ez] > 1— (n1+n2) "L, uniformly for all matrices A € R"*" B € R"2X",
_ 2 )
P~ [Pa(AB )|}, <2(n1 V ng) min { || A[|% (| B3 ., | All3 oo | BII7 }

holds.

In order to apply Lemma A.3 in our case, note

IABT|[: =) (Ai.,Bj.)*

]
<D 143118, 113
i

<(n1 Vo) min {||A|[%]| BI3 . || A

2.0l BIE}-

Therefore, by triangle inequality,
ID(ABT, AB")| <3(n1 V n2) min {| |7 | BII3 o, | Al13 o0 | BII%: } -
So we have

() <3(n1 V na)|| Dx|[3| Ay |30 + 3(n1 V 12) | Dy |3 A x |13 oo

Using the fact that
1

X-U
CooF7—— M),
H[ Y-V } 2,00 500k+/N1 + no o1(M)
we further have
1
(3)] <3(n1 v n2) x o1 (M)(| Dx |} + | Dy |3). (A7)

250000%2(n1 + na)
Finally, for @, by triangle inequality,
ID(DxV",DxAy )| =[p~ (Pa(DxV "), Po(DxAy)) - (DxV', DxAy)|

</ IPa(Dx V) [3\/p [Pa(Dx A% + |(DxV . DxA})).

Now by applying Lemma A.3 and Lemma A.2 we have

ID(DxVT,DxAy)| <\/2(n1 v nz)IIDxH%HAyllioo\/(l +0.)IDxVT|E + V][ Ay || Dx |7
<V3(m V) [Ay 20 [V Dx 7 + VIl Ay | Dx |5

Similarly, we also have

|D(UDy, AxDy)| <v/3(n1 V na)|| Ax|lo,0[[U[[|1 Dy |7 + (Ul Ax ||| Dy [|3-
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Using the fact that

Therefore,
(DI <2/3(n1 Vo) | Ay [z, IV [IIDx 17 + 2| V| Ay | Dx 17 + 24/3(01 V1) | Ax 200U || Dy |1}

+2|U]l|Ax| | Dy /%
1 2
<2v/3(n1 V ng) m——= x 01 (M)(|Dx |% + | Dy [|7) + ==—01(M)(| Dx % + | Dy [|7)-
500k

500Kk+/N1 + no
(A.8)

Putting the estimation for @, @,@ and @ together, i.e., (A.5), (A.6), (A.7), (A.B), if

prlog(ny V na)
i A\ no

([ B ]) w5y ]) -2 ([ B ]) wroeme ([ 5 ])

K 1
<120 /M o (M)(IDx [} + | Dy [}) + 01| Dx V" +UDY [}

p=(C1+C2+Cs)

then

VN1 4+ no

1
M)(|Dx ||% + | Dy ||?
250000,{2(711 + n2) X Ul( )(” XHF + H YHF)

1 2
+2/3(n1 V ng) m————= x 01 (M) (| Dx |3 + || Dy ||7) + F00n

500Kk+/N1 + no
holds on an event Ey = Eg () Eca () Ez with probability P[Ey]| = P[Es( Eca (N Ez] = 1 — 3(n1 +ng) 1L
If in addition

+ 3(”1 V ng)
a1(M)(|Dx || % + |1 Dy [I7)

p > 1440002

nl/\ng

then

Vec({ Dx DTVQf(X,Y)vecd N D -F lm({ o DTVQf(X’Y)Vqu i DH

Dy

1
<z (M)(IDx |7 + IDy (%) + £ (IDx V7 + [UDy [[7).

1
5
Now by putting (A.2), (A.3), (A.9) together, we have

we ([ B2 ]) wroewe ([ B2])

1 1
> ||Dx V[ + [UDY [ = o (M)(IDx I3 + 1Dy [}) = o (M)(| Dx I3 + 1Dy [7)

1

— = (IDxVT [} + [UDY[})
1

>0, (M)(IDx% + |1 Dy |3,

42



where the last inequality we use the fact that |[DxV T||% > 02(V)|Dx|/% = o.(M)|Dx|/% and also
|UDy |2 > o,.(M)|/Dy|/%. For the upper bound, we also have

([ B ) wrsoeme ([ B )

1 1
< DXV + [UDY [ + 5 | DXU = DYV, + 5 [ X Dx + ¥ Dy |,

1
+ o (M)(IDx |7 + | Dy |7) + 2o (M)(IDx |7 + | Dy [I)

(SN

+—(IDxV||% + |[UDy | %)

6
<z (M)(IDx |7 + 1Dy [I7) + [IDxU| 7 + Dy V7 + | Xy Dx |7 + | Y2 Dy |7

2
+ EUT(M)(HDXH% + || Dy |1%)

13
<z (M)(|Dx |7 + Dy | 7) + [ X|* 1 Dx |17 + [ Y2 *[ Dy |17
<501 (M)(||Dx || + | Dy [17),

where the last inequality we use the fact that

X, U 1
< —/ .
H Y, -V }H\mon o1(M)

Choosing Cg; = Cy + Co 4+ Cs5 + 144OOC§ finishes the proof. [ |

B Proof of Lemma 3.2

In this section we first summarize some useful lemmas from Ma et al. [2017]. We then follow the technical
framework in Ma et al. [2017] but replace Ma et al. [2017, Lemma 39] with Chen [2015, Lemma 2] (Lemma
3.3 in this paper) to get a better initialization guarantee.

B.1 Useful lemmas

Here we summarize some useful lemmas in Abbe et al. [2017] and Ma et al. [2017]. We relax the PSD
assmptions on M; in Lemma B.2, Lemma B.3 and Lemma B.4 to symmetric assumptions by following the
proof framework introduced in Ma et al. [2017]. In fact, lemmas listed in this section can be derived from
Davis-Kahan Sin® theorem [Davis and Kahan, 1970]. We summarize lemmas here since they are intensively
used throughout the proof. Moreover, for the simplicity of the expression, we made some additional as-
sumptions on the eignevalues of My within the following lemmas (i.e., A.(M7) > 0, A\.(M7) > A1 (M),
Arg1(My) = 0and A\ (My) = =\, (M7)), the results still hold (with a more complicated expression) without
those extra assumptions. Recall that here A{(A) > A2(A) > - -+ > A\, (A) stands for eigenvalues of symmetric
matrix A € R™*".
First, we need a specified version of Abbe et al. [2017, Lemma 3]:

Lemma B.1 (Abbe et al. 2017, Lemma 3). Let My, My € R™ "™ be two symmetric matrices with top-
r eigenvalue decomposition Ui AU, and Us AU, correspondingly. Then if \.(My) > 0, \.(M;) >
)\T+1(M1) and
1
1My = Mp|| < 5 min(Ar (M), Ar(My) = A1 (M),

we have
| M, — M;||?
min{ A, (M1), Ar(M1) — Arg1 (M) }?

1T, T2 — sgn(U, )| <4
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and L
(U, U2)7 < 2.

And we also need some useful lemmas from Ma et al. [2017]:

Lemma B.2 (Ma et al. 2017, Lemma 45). Let My, My € R™*"™ be symmetric matrices with top-r eigenvalue
decomposition Uy A U," and Us AQU,  correspondingly. Assume \.(My) > 0, A 1(M;) = 0 and | M; —
M| < 3A-(My). Denote
Q = argmin |[UsR — Uy ||F.
ReO(r)
Then

10:Q - Tl < 5

3
WHMI_M2”'

Lemma B.3 (Ma et al. 2017, Lemma 46). Let My, My, M3 € R™*™ be symmetric matrices with top-r
eigenvalue decomposition Uy A U, , Us AuU, and U3A3U3T correspondingly. Assume \(My) = =\, (M),
)\’I‘(Ml) > O, /\T+1(M1) =0 and HMl - M2|| < %)\T(Ml); HMl — M3|| < %)\’I‘(Ml) Denote

Q = argmin |UsR — Us || .

RecO(r)
Then \ (M )
1AY2Q — QAY?| < 15— || M, — M|
2 3 )\E/Q(Ml)
and
A (M)

IAY°Q — QAY?|Ir < 15 (M — M3)Us || p.

A2 (M)
Lemma B.4 (Ma et al. 2017, Lemma 47). Let My, My € R™*™ be symmetric matrices with top-r eigen-
value decomposition Uy A U, and Uy AUS  correspondingly.  Assume A\ (M) = —\, (M), \.(M;) >
O, /\7«+1(M1) = 0 and
1A (M
Iy h < A )

AV (M)

~ 1 1/2 ~ 1 1/2

Denote X1 = U A} " and Xo = Uy Ay " and define

Q = argmin |UR — Uy || ¢

ReO(r)
and
H = argmin | X2 R — X1 p.
RecO(r)
Then 3/2
~ AT (M)
1Q - H| <1522 g, — vy
)\r ( 1)
holds.
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B.2 Proof

In this subsection, we will follow the technical framework in Ma et al. [2017]: First we give an upper bound
of ||1—17739(M) — M|, and then prove Lemma 3.2 by applying the lemmas introduced in Section B.1. As
claimed before, here we replace Ma et al. [2017, Lemma 39] with Chen [2015, Lemma 2] to give an upper
bound of || 1—1)739(M ) — M| and obtain a tighter error bound of the initializations.

Define the symmetric matrix

| © M} (B.1)

| M" 0
The SVD M =UXV " implies the following eigenvalue decomposition of M:
~ o~ _ ~ o~ AT
B — 1 U U ¥ 0 } 11U U
B|v -vi|lo -z '

From the eigenvalue decomposition, we can see M (M) = o1 (M), -+, A (M) =o,.(M), \py1(M) =0, -,
Angdna—r(M) =0, Ay 4no—rg1(M) = =0 (M), -+, Apygn, (M) = —o1(M). At the same time, we define

1 J—
Lp (1) = [
. a(M)
with
ﬁ = {(17.7) |1 < 7’7] < ni +n27 (7’7] —TLl) €
or (j,i —mny1) € Q}.

Applying Lemma 3.3 on M here, then
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log(ni + na2) log(ni + na2)
<04 ( Mo + | =M ]2,
log(ny + n2) log(ni + na2)
<Cy (7}) S UMV 2,00 V|l

<o, [ #rE log(n1 V n9) n ;mi log(ny V ng)
s (n1 Ama2)p (n1 Ana2)p

)) (B.2)

<40, urklog(ni V na) o1 (M)
(n1 A ng)p

holds on an event Ecy,; with probability P[Ecp1] = 1 — (n1 + ng) 1. The last inequality holds given

o HIE log(ny V nga)
= .
ni A no

In addition if

log(ny V
> 2560002 247 log(ma V na)

ny A o
we have

H%PQ(M) —MH < 0, (M) < 7o,(M) (B.3)



holds on an event Egp.
. .. . =50
For the simplicity of notations, we denote M  as

—20 0 MO
oy ] (B.4)
and denote MO’(” as o)
—0,(1) 0 M®
M — { (MO,(l))T 0 } (B-5)
MO and M are defined in (2.1) and (3.1), correspondingly.
Again by Lemma 3.3, we can see on an event Ecp1, for all 1 <1< ny + no,
— — 1
HMo,(z) B MH <40, urklog(ng \/ng)al(M).
(n1 Anz2)p
It 6
1 \Y%
p > 2560002177 og(n1 n2)7
ni1 A\ no
we also have
—0,() == 1 1
HM - MH < —— 0, (M) < ~0,(M). (B.6)
40v/k 4
Now assume MY has SVD ADBT, then by construction, M’ have following eigendecomposition:
- L[4 A][D o ]1[a a]
V2| B -B 0 -D|,2| B -B
So if X' 020(170)T is the top-r singular value decomposition of MY, we can also have
— S
A X oL | X0
V2 | Y? V2| Y?
to be the top-r eigenvalue decomposition of M. So by Weyl’s inequality and (B.3), we have
3
ZUT(M) <0 (29) € 01(2Y) < 201 (M). (B.7)
Similarly, the same arguments also applies for M"Y From Weyl’s inequality and (B.6), we have
ZUT(M) < 0. (B0 <0y (B0 < 204 (M). (B.8)

Now let XO — 3{0(20)1/27}/0 — 170(20)1/27 and X010 — 3(’0,(1)(20,(1))1/2,Yo,(l) — 170,(1)(20,(1))1/27
where M%) has top-r singular value decomposition X000 (Y 00T Let



and also we can denote

- 1 | x00 1 [ x00
0,(1) ._ 0,(1) ._
Z () = % l }7‘0,([) s Z () = ﬁ YO’(l) . (Bg)
Moreover, define
Q" := argmin ‘ZOR WH
ReO(r)
Q"W = argmin ‘ZO OR— WH

ReO(r)

B.2.1 Proof for (3.12)

For spectral norm, by triangle inequality, we have

HZORO _ WH _ }’20(20)1/2(1%0 Q%+ 70 ((20)1/2Q0 _ Q021/2) (ZOQO ) 21/2”

(B.10)
<IE)2Y R - Q) + I(=°)/2Q° - Q=2 + =42 | 2°Q° - W
Now applying Lemma B.4 with M; = M, M, = M’ , we have
3
RO - Q| < 15—V~ 37 - 71| B.11
17 - Q) < 15V t (B.11)
applying Lemma B.3 with M, = My = M, M3 = M’ , we have
K — =0
I(2°)2Q° — Q"EY?| < 15——=—=—=|M — M |; (B.12)
or(M)
finally, applying Lemma B.2 with M, = M, M, = MO we have
HZOQO WH ) (B.13)
Plugging the estimations (B.11), (B.12) and (B.13) back to (B.10), and using (B.7) and (B.8),
X0 | ro- =V2||Z°R" - W
Yo =V2||Z°R’ - W|
o1(M)rK3 K o1(M)\ =— =0
<30 + + M-M
6] %
<36004 HUTR Og(nl n?) o1 (M)
(n1 Ang)p
holds. For the last inequality we use the estimation (B.2).
B.2.2 Proof for (3.13)
X0 U
Now we start to consider the bound of 0.0 RO — v . By triangle inequality,
Lolg
H(ZW)RW ~w) || - H (220 R - 200 Q0 1 200U _ W)
l,- 1,
2 2 (B.15)

< H(Zo.,a)Qo.,(l) _ )
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First we give a bound of the first term. Note
W=WE2=WEW Wz /2= MWz /2,

where the last equality holds since

~ ~ ~ ~ T ~
— 1 Uu U ¥ 0 1 Uu U 1 U
MW:%{& _vHo _z]ﬁ[v _v] Ve v]
afulgafo) afol [0 ] go[o] o]0
V2|V V2|V 2 2| -V V2| -V V2|V
—WEWTW,

the last equality uses the fact that U'U=1=VTV. Similarly, we also have
70.() — Zo,(z)(zo,(z))uz _ MO’(Z)ZO’(”(20"(1))*1/2.

By the way we define MY and M in (B.5) and (B.1), M?)’,(l) = M,_.. By triangle inequality we have

( z0h Qo) _ W)

Llo

_ (Mo(l)ZO(l)(ZO l)) 1/2Q0.(0) szfl/z)

l,

2
Nz VT (700 (x0.0)-1/200.0) _ Jyrx-1/2 H B.16
(M,)" (200 (=20)1/2q |, (B.16)
—|l@z,)7 (ZO,(l) [(20,(l))—1/2Q0,(l) _ QO,([)2—1/2} I [Zo,(z)Qo,(z) _ ﬁ/} 2—1/2) H
’ 2
<M | [ [[(B00)712Q0 0 — @O E=1/2|| 4 210 Q! — VA‘7II¥ :
’ or(M)
By Lemma B.2 with M, = M, M, = MO"U), we have
= 3
1200Q00 W < s I =3, (B.17)
By Lemma B.3 with M, = M3 = M, M, = MO’(”, we have

H(EO,(Z )71/2Q0,(l _ QO,(Z)Efl/ZH _ H(Eo,(l))q/z (QO,(Z)El/Q _ (20,(1))1/2Q0,(l)) 271/2H

<II(20’(“)‘”2II||2‘1/2||IIQO’(”E”2 — ()12 Q0M (B.18)
20 0,(1)

< M -

O'T(M) UT( )

The last inequality uses the fact that o, (%)) > 35, (M).
Putting estimations (B.17) and (B.18) together and plugging back to (B.16) we have

- 23k
H(Zo,u)Qo,(z)_W)l Sl — Ty v v
2 Vor(M
92C4k rrlog(ny Vn
< max( I ) % . prt log(m 2)01(M) (B.19)

Vean | A

2,271 N
<9204 PR Og(nl ’I’LQ) O'l(M).
(n1 An2)?p
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In order to control the second term in (B.15), note from (B.19),

0,(1
120, <| W, |

),

2

AW+ | (2000 - )

Lolo

2,71
<,/ +9204\/“T“ Og"””?)) o1 (M).
ni1 A na (n1 An2)?p

0,(1)

Then by Lemma B.4 with M; = M, M, = M ", we have
(@ o o)
2
N
<l z; ’H |RO® - Q"]
3
0, vk 0.(1)
<Hzl,.<>|\215 an/M-m7|
3 2,7
<60C, VE /M%log(nl\/ng UTK + 920, 12r2k7 log( n1 V na) o (V).
or (M) (n1 Ama)p \ n1 A ng (n1 Anz2)?p

So as long as we have

p > 92202 prkSlog(ny V na)

ni N\ neg

then

2r2k7log(ny V ng)
0-(yT oMl < AR st Y T B.20
|2 )T RO - Q0| \12004\/ oy Vo). (B.20)

Putting estimation (B.19) and (B.20) together we have

YO l) L.

XO 0 RO 0 { U D _\@H(Zo,(z)Ro,(l) —W)
v, 2

(B.21)

w2r2k7log(ny V na)
<212\/§C4\/ Ao o1(M).

B.2.3 Proof for (3.14)

Finally, we want to give a bound for . Without loss of generality, assume

0 0,(1)
o[ |

that [ satisfies 1 <[ < ny. First denote r
B = argmin || Z*VR - Z°| 5.
REO(r)
From the choice of T%®) in (3.11), we have
HZORO - ZO’(“TO’(”HF <|1z*0B - Z°| . (B.22)
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By triangle inequality,

1208 — Z°|

N

< (20(1))1/23 B(=" 1/2” +HZO OB _ ZOH

_ ZO,(l)(EO,(l))l/ZB _ 20(20)1/2“
F

By Lemma B.3 with M; = M, My = M ", My = D", we have

H(EO’(”)VZB _ 3(20)1/2HF <15

S

Moreover, by Davis-Kahan Sin® theorem [Davis and Kahan, 1970], we have

HZ°’<”B—Z°H e H(I—ZO@W) 20,

\/_ R 0,(
"oy | (7 - 37) 200

So putting the estimations (B.23), (B.24) and (B.25) together we have

12°©B ~ Z°||r

15—
vor(M)

| (" =2 0) 220 s

S

o) 2,

or(M

By the way we define M’ and 1Y

(M Mo(l))zo():

n (B.4) and (B.5),

(%51,1 - 1) Wmﬂ,z(Zﬁ’.(”)T

(%%‘ - 1) My50(2))T

50

0

0

T ~0,(1l
Zj (%&,j - 1) Ml,n1+j(Zn1(Jr)j,~

0

0

_||Zz00 [(0:0\1/2 B — g(x01/2 70 g _ Z0y(x0 1/2H
(=00 (=0)12] + =2
Z0.(0) [(20,(1))1/23 ~ B(x") 1/2} H n H Z00OB — 2% 20)1/2H
F

20 1/2H

() 2],

() 7

)T

=7 ~0,(1
(%517712 - 1) Mn1+n2,l(zl0,.( ))T

(B.23)

(B.24)

(B.25)

(B.26)



Recall that here we assume 1 < [ < nj. Therefore by triangle inequality,

(3 -2 %) 220,

(%51,1 - 1) MnlJrl,l(Z o( ))T
1 — ~ _ ~
<> (2—951,3‘ - 1) M52 | + (%514' - 1) Mo, 40(200)T
j ) .
| (30 =) Mot 227 ],
(B.27)
(%51 1— 1) My 41
1 — 50,1 \ — 50,(1
=D (5% - 1) My 45200 || + (%% - 1) Myt [
j .
ax 2 L N
(Eél,nz - 1) Mnl-i-ng,l
a2 2

Note by (B.9) and the fact that M%® has top-r singular value decomposition X 1300 (y0.(0)T

Z00)

. ,
o +j, is independent of 4; ;’s. For ax,

1 _ -
“ Z <§5l’j - 1) Ml,m+j221(i)j,~ = Z 51,5+
J J

Conditioned on Zg;(-li-)j ., 81,;’s are independent, and Es, s1; = 0. We also have

207(0”2 -

1 —
l[s1,4ll2 <];||M||e

1 ~
<]—DIIUHz,oollVHz,oollzo’(”||2,oo,

and

2
1 —2 ~0,(1
Es. Y sijsiil|=> Es. (5514 - 1) Mz,m+j|\Zm(+)j,.||§
j j

1, ~ -
<];HZO’(”II§,OOHML.II§

1 ~
<5|\ZO*(”II§,OO max (|U|[| V[|z,00, [V II[T12,00)° -

For HZ] E5l,4817j81r,j" we have the same bound. Then by matrix Bernstein inequality [Tropp et al., 2015,
Theorem 6.1.1],

log(ny V ng)

2,00, [VI[[|IU]

log(ny Vn
P[mlnwloo( %rnax(wnnw r00) +

|U||2,OO|V||27OO> 129Dl 00 | Zo,(z)]
g(nl + TLQ)_15.

o1



Therefore,

2,00, [VI[[|U]

log(ny V na) log(ny V n2) >
P l|a1||2 > 100 ( TmaX(HUHHW 2,00) ﬁHUllzooHVllzoo 1Z% @ 2,00

=E |[E |1 Tog(niVng) log(n1Vna) _— |ZO,(l)
llaill2>100( 1/ =#55=22 max (U IV ll2,00, [ VU ll2,00)+ 2522 U |l2,00 |V l|2,00 | 11290 [|2,00

<(ny 4 ng) 0.

In other words, on an event E%’(l)’l with probability ]P’[E%’(l)’l] >1— (n1 +n2)~ 15, we have

1 \Y,
laa || <100,/ 281V 12)
p

12°0]l2,00 max (JU ||V

2,00, [VI[[|IU]

2,00)

1
+ 100 0g(n1 \Y ’ng)
p

U 12,001V [12,00 2% 12,06 (B.28)

<100 (\/w‘mlog(nl V na) L b log(ny V na)

o1 (M)|| 2% -
(1 Ana)p (. A na)p )1( i ll2,

For a9, we can decompose it as

as = (1_1751J — 1) MHIJ’»J'J

5 p
= E SQJ'.
J

Then we have Esy ; =0,
1 — 1
Is2.ll2 < ZIMllece < ZIU 2,00l V12,00

and

IED 82583, < Ellsa ;3
J J
1 2_,
:ZE <_517j - 1> Mn1+j,l
j p

1-—2
< Z _Mnl-‘rj;l
; p

1 2
<§maX(|IUHHV| 2,00, [VI[IU|l2,00)" -
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Therefore by matrix Bernstein inequality [Tropp et al., 2015, Theorem 6.1.1] again, on an event E%’2 with
probability P[EY*] > 1 — (n1 4 n2)~'5, we have

a2 <100 <\/,urfilog(n1 V ng) n prklog(ng V n2)> o1 (M), (B.29)

(n1 Ang)p (n1 Ang)p
So putting (B.27), (B.28) and (B.29) together we have

|(37° - 31"7) 200 <llar]lz + [jas]of 2°¢

1 Vv 1 V ~
<200 [, [#rrlog(m Ving) | prrlog(ni Vng)\ (M) 20 o
(n1 Ane)p (n1 A ng)p

(B.30)

on an event B% = (ﬂ"1+n2 E D, 1) N E%*. Moreover, by applying union bound we have P[E%] > 1 — (ny +
ng)ill.

Now we need to bound || Z%®)||5 ... We have the following claim:

Claim B.5. Under the setup of Lemma 3.2, on an event Eciqim with probability P[Eciaim] = 1 — 3(n1 +
ng) "L, the following inequality

1Z2D]|g 00 <(4+ 4k + 9C55%)||W

1 (B.31)
<8 +9C5)K* —— | W |2.00
( 5) 0 W12,
holds with the absolute constant Cs defined in Lemma B.6.
If the claim is true, from (B.22), (B.26), (B.30) and (B.31) and if
o W log(ni V nga)
ni A\ ng
then
X0 0 D SULC I A 0 R0 0,(1) 0, (1)
H[ 70 }R - [ o | T F=\/§HZR e all(n
2= (3 - 310) 200, (B.32)

2,.10] v
<(64000v3 + T2000v2C ), | 1212 Og("; n2) /o ()
(n1 Ang)?p

holds for any [ satisfying 1 <1 < ny. For the case n1 + 1 <1 < n1 + ng, we can use the same argument.
Note on an event

Einit = Ecm [\ Eciaim [ | En (| E%
= ESﬂECa ﬂEZ ﬂEcm ﬂEcm ﬂEA ﬂE%,
(B.14), (B.21) and (B.32) hold. Choosing C; to be
Cr = 64000v/2 + 212v/2Cy + 72000v2C;

and Cgo to be
Cs2 = 256 + 2560007 + Cs,

using union bound P[Ejy,;] > 1 — 7(ny +n2)~ " > 1 — (ny + n2) ™19, which finishes the proof.
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Proof of Claim B.5. Follow the way people did in Ma et al. [2017], let M
, and Z%Wzero ¢ R(m+n2)Xr containing the leading 7

by zeroing out the [-th row and column of Y

—0,(1 .
eigenvectors of M~ (§),zero . Notice

ZO’(l)’ZcrOSgH ((20,(l),zcro)Tﬁ}) _ ZO,(Z),zcro(ZO,(l),zcro)Tﬁ//}’
2,00

N

ZO,(l),zero(ZO,(l),zerO)T‘7‘7H H ((ZQ(!),zero)Tﬁ-’/) -1

By triangle inequality,

HMO ,(1),zero _ MH
[0 My,
—O l),zero 1),zero -_— —
H 2 () My, - My,
L 0 Mn1+n2,l
———=(1),zero
where here we define M
apply Lemma 3.3 on M(l)’zcm to see

0,(1),zero

,(1),zero zero

HM M(l),

(n1 Anz2)p

< 404\/;”’/@ log(ny V ng)

_ ZO,(l),zero(ZO,(l),zerO)T‘7‘7 ((Zo,(z),zem)TW/)’l (Sgn ((ZO,(l),zerO)TW) _ (ZO,(!),zerO)Tﬁ-})

O'l(M)

holds on an event Ecpe with probability P[Ecpa] > 1 — (n1 + no) "1t Therefore since

102402/M°1<a 3log(n1 V o)
ny A no

we have )

HM ,(1),zero _ M(!),zero

Moreover, for the second part of the right hand side of (B.34), we have

54

be the matrix derived

sgn ((20,(l),zer0)'l"7‘7) . (ZO,(!),zerO)TWH )

(B.33)

(B.34)

as M zeroing out the I-th row and column of M. The first part we can again

(B.35)



M171 ce Ml,l e Ml,nﬁﬂm
0 J/ S 0
_ M, -
_ _ _ M1y (B.36)
< Mix -+ My -+ Min,4n, + 0
My,
L Mﬂ1+n2,l J
<My, 2 + [[M .l
L2max{[|U[[[V[|2,00, V[T 2,00 }
UTK
<2 M).
ni N\ neg Ul( )
As long as
256" < p<i,
ni1 A no
plugging back to (B.36) we have
0 My, 0
_ - — 1
My, - My, oo Mg, égUT(M) (B.37)
0 Mnl-i-an 0
Combining the estimation (B.35) and (B.37) together we have
zer 1
H 0:(szero H < on(M). (B.38)
Applying Lemma B.1 here, we have
~ -1
H ((ZO,(l),Zcro)Tw) <2

and 1
Hsgn ((ZO,(l),zerO)TW) _ (ZO,(l),zerO)TWH < Z

Therefore from (B.33) we have

HZO,(Z),zcroSgn ((ZO,(Z),ZMO)TW) _ ZO,(l),zcrO(ZO,(l),zcro)TWH ZO @), zcro(ZO ,(1), zcro TWH

2,00 2H
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and
”ZO,(l),zero”loo

— HZO,(Z),zcrosgn ((ZO,(Z),zcro)Tﬁ}) HQ N

< }’ZO,(Z),zcro(ZO,(l),zcro)TWH + HZO,(Z),zcrosgn ((ZO,(Z),ZMO)TW) _ ZO,(l),zcro(ZO,(l),zcro)TWH
2,00 2,00

<2 }’ZO,(Z),zcro(ZO,(l),zcro)TW}’ )
2,00

In order to give a control of
HZO,(l),zcrO(ZO,(l),zcrO)TWH
2,00 ’
we need Lemma 4 and Lemma 14 in Abbe et al. [2017]. For the purpose of simplicity we combine those two
lemmas together and only include those useful bounds in our case:
Lemma B.6 (Abbe et al. 2017, Lemma 4 and Lemma 14 rewrited). Under our setup, there is some absolute

constant Cs, if p > C5M, then on an event E4 with probability P[Ea] > 1 — (n1 +ng) ™1

(’ﬂl /\’Ilz) ’

mlax ”ZO,(Z),zem(ZO,(l),zem)T‘7‘7 . “N/”Zoo <4I€”ZO(ZO)TWH27OO + ||ﬁ//||2,oo

and

5> = n1 Ang | M loo M
HZOHQ,oo < 05 <I€|W||2700 + 1 2 H H H |2,OO)

o (M)
holds.

By the lemma we have
HZO’(l)’ZemHQ o <2 HZO,(!),zero(ZO,(l),zero)TWH
’ 2,00
<A W 2,00 + 8[| Z°(Z°) T W 3,00
AW 12,00 + 861 Z°)2,0]1(Z2°) "W
AW ||2.00 + 851 202,50

22,6 —
<[ 4+805k2 +8v205 L ) 1w
(n1 Ang)p

2,00

The fourth inequality uses the fact that ||(20)TWH < 1 since Z° and W both have orthonormal columns,
and the last inequality uses the fact that
[M]|2,00 < max([U[[IV 2,00, [ VIIU]2,00)

<\/01(M)\/§||W||2700
<V201 (M) | W 2,00

So as long as

ILL2T2 KQ

> 128 ,
p ni A no

we have

120073 0 < (44 9C5K2)|W]|2,00- (B.39)
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Recall that in (B.38) and (B.6), we have already shown

HMO,(l),zero _ _H 1

and .
[77° -3 < {on 0

hold on the events Ecpa and Ecp1, respectively. Therefore, by the Davis-Kahan Sin® theorem [Davis and Kahan,
1970], we have

< 22 H(MO,(l),zero_MO,(l)> 50,(0).cr0

HZO,(Z)Sgn ((Zo,(l))TZo,(l),zem) _ 70,(1),zer0 i oy
oy

=
For i # [, we have

(MO,(l) . MO,(l),zero)T ZO,(Z),ZcrO _ (MO,(l) . MO,U),ZGTO) (ZlO,(l),zero)T

i, il ’

=0.

The last equation holds since by construction we have Zlo ﬁ(l)’zcm = 0. In order to see this, note the fact

. . ——0,(1), . . . . . .
that by definition, entries on I-th row of M (§),zero are identical zeros, so if there is an eigenvector v with

v # 0, the corresponding eigenvalue must be zero. Since Z0:(Dzer0 g the collection of top-r eigenvectors. By
’—0,(l),zcro
M

,(1),zero -0

Weyl’s inequality and

— MH < %UT (M) we have the corresponding eigenvalues are all positive.

Therefore we have Zlo
So we have

H (MO,(Z),zcro _ MQ(D) 70,(1),zero

_ H (Moy(l)qzcro _ MO,(Z)>T 70,(1),zero
F b

)

2
— T ~

_ 0,(1),zero

~||7..2

2
<M ||2,00

<o1(M) max{|U 2,00, |V ][2,00}
<V201 (M)||W 2,00

Therefore,

» gmgl(M)”W”loo (B.40)

=4k||W ||2,00-

HZO,(l)sgn ((ZO,(Z))TZO,(Z),zcro) _ ZO,(Z),zcro

Putting (B.39) and (B.40) together we have
HZO,(l) H :”ZO,U)sgn ((ZO,(!))TZO,(!),zero) ”2 -
2,00 ’

gHZO,(D,zero”lm + HZO’(”sgn ((ZO,(l))TZO,(l),zero) _ ZQ(D,Zero

F
<(4 + 4k + 9C52) | W [[2.00,

holds on an event Eciaim = Ecni () Ecnz () Ea, using union bound we have P[Eciaim] = 1 — 3(ny + na) 7,
which proves the claim. |
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C Proof of Claim 4.6

Proof. Similar to what we did in the control of spectral norm, define the auxiliary iteration as
X0 —xtO Rt _ p, l (Xt.,(z) (th(l))T B UVT> V — P, (Xt,(l) (th(l))T B UVT) vV
p Y ’
n t,()\T t,(1) — ) t,(1) - ) t,(1)
- JU(R") (X’ ) Xt —(Y’ ) yt0 ) RtO,

T T
yiLO .yt gt _ n [PQ l (Xt,(z) (Yt,(z))—r _ UVTH U -1 [731 _ <Xt,(l) (Yt,(l))T B UVT>] U
pl ’

T T
Dy ()T <(th<l>) yto _ (xt0) Xn(l)) RO

Here we want apply Lemma 4.4 with
Xt+1,0) T U
C= [ yt+L() ] [ \ % }7

xtHLORLO - X0 | T U
E= YyiHLO REHO) _ ytH1(0) { |4 } '

By definition of R we have
Xt+1,(l)Rt,(l) U
t,(0)\—1 pt+1,(1) — ; _
(R"Y)"'R = argmin [ Y L0 gt ]R [ Vv ]

=sgn(C + E).

F

If C is a positive definite matrix, then sgn(C') = I, and we have
I(RVO) " RO — 1| = sgn(C + E) — sgn(C)|
1 U1l xt+.0 gt _ Xt+1.0)
gar(P) [ 174 ] yit+1,0) gt.() _ yt+1,(0) :
The remaining part are devoted to verifying the required conditions of Lemma 4.4, C'is a positive definite
matrix and upper bounding

U1l' | xt+.0 g0 _ Xt+1L.0)
[ \V4 } yi+LO gt () _ yt+1,(0) :
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T ¥t+1,0)
Let P = [ u } l X

v L0 1 , we have

P :UTXt,(l)Rt,(l) _ QUTPQ,Z . (Xt.,(l) (Yty(l))—r _ UVT> VvV — nUTPl,- <Xt,(l) (};i&_’(l))—r _ UVT> A%
» ,
_ gUTU(Rt,(l))T ((Xt,(l))T xtH0 _ (Yt,(l))T Yty(z)) R0 + vTytORtO
. T . T
~ Iyt {PQL_ (XW) (YW)) - UVT)] U-—nV’ [Pl, (XW) (YW)) - UVT)] U
D .
_ gVTV(Rt,(l))T ((Yt,(l))'r yt0) _ (Xt,(l))TXt,(l)> RHO®
:UTXt,(l)Rt,(l) _ QUTPQ,Z . (Xt.,(l) (Yty(l))—r _ UVT> VvV — nUTPl,- <Xt,(l) (};i&_’(l))—r _ UVT> A%
» ,
T T
+ VTYt"(l)Rt’(l) _ EvT |:73Q l <Xt,(l) (Yt"(l)) _ UVT>:| U
» o
. T
VT {Pl, (XW) () - UVT)] U,

here the last equality use the fact that UTU = V' V. By the choice of R*(®), we also have U Xt Rt 4
VY R is symmetric, therefore P is symmetric.
Denote

Ex—“tﬂ,(l)

=xtORLO _ (Xt,(l) (Yt,(l))T _ UVT> vV _ gU(Rt,(l))T ((Xt,(z))T Xt _ (Yt’(l))T Yt’(l)) R0,

and

By t+1.(0)

T T T T
—ytORtO) _ n (Xt,(l) (Yt,(z)) _ UVT> U— gV(Rt,(l))T <(Yt,(z)) ytO _ (Xt,(l)) Xt,(z)) RO
In order to see all the eigenvalues of P are positive, first by triangle inequality,
X t+1,(0) EX 1.0 X t+1,(0) EXt+1.(0) U
N ant W _ gyt | 7| yeno ||| T gyeeo | T { v } : (C.1)
For the first term of the right hand side of (C.1), note
EXt+1.() X t+1,(0)
EytJrl ) yt+1,0)
P (XPO (YrO) —oVT) Vs Lpg (X0O (vi0) T —uvT)V
.
_ ['p_l)' (Xt,u) (yt0)" — UVT)} U+ 1L [Pg,l,_ (Xt.,u) (yt@) ' - UvT)} U (C.2)
1 T T
<|U|| H—Pgl, (Xt=<l> (YW)) - UVT> —P_. <Xtv<l> (Yt=<l>) - UVT) H
? :

1 T T
<2||U|| HEPQ (XW) (yeo) - UVT) - (XW) (yeo) - UVT) H

~

=N
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The last line uses the fact that

%Pg,l,_ (XW) (YW))T - UVT> ~ P, (XW) (Yt-”))T - UVT)

I =11 ]

for any matrix A and vector b with suitable shape. Using Lemma 4.2, we have

i (x|

H Xt Wt () _ U) VT) _ (Xt,(z)Tt,(z) _ U) vT

is a matrix with /-th row all zero and

+ H;’PQ (U (yrort® - V)T) U (v Ort0 H

+ H%P{z ((Xt’(l)Tt=(l> - U) (Yt=<l>Tt=<l> - V)T) - (Xt=<l>Tt=<l> - U) (Yt=<l>Tt=<l> - V)T

Q —
2| pp"” <th<l T || [Vl + [Tl [y OO -V >
- pJII HXt Ot UH Hyt Ot VH

Here we use the fact that

Xt (sz))T _ ( Xt,a)Tt,(l)) (Yt,u)Tt,(z))T
On the event E!;, from (3.19) and (3.20), we have

[ Jro- [V )L 3 - [ Jee o5 == 17 )L

)
202,12
22 og(m Viny)
<1110]p\/ (nl/\ng)Qp 01( )

From Lemma 4.3 and (C.3),

H%'Pﬂ (Xt’(l) (YW))T - UVT) - (Xt’(l) (YW))T - UVT> ’

n1 A Ny . [ n2r2r12log(ny V ng)
< 111C M
\/ P P \/ (1 A 1a)%p o1 (M) (C.4)

202,12 ] v
x( nlAm\/ M) + 111Cyp \/’”“ og(n1 V na) al(M)>.

(n1 Ang)?p

For the second term of the right hand side of (C.1), we deal with it very similar to the way we deal with aq
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defined in (4.3): Note
EXt+L.0) U
Eyt+L0 | |V
B Xt l)Rt O _ n (Xt ) (Yt ,(1) ) UVT) Vv
- ytO gt.(1) (Xt ) (Yt l)) UVT) U

U(Rt,(l))'l' (Xt,(l)) Xt,(l) _ (Yt,(l)) Yt,(l) Rt,(l)
V(R-M)T (Yt,(l))T vy _ (Xt,(l))T xt0) gt

[ |

ALY —pal <”VTV —qUu(AYNTV
At() nV (A l))TU—nAt{,(l)UTU

[MSERNIS

| U TU - ouT Ay + uay)Tv
2V( ATV —avvTaYY paval)Tu
1vTAY €,
+ nyvuT ALY £
2 x tné2

where £1, £, denote those terms with at least two Af;{(l)’s and Ai}(l)’s (the expression of £; and €5 one can
refer to (4.8) and (4.9), replacing Al and A} by At)’((l) and Ai’,(l)). Again by the way we define RH("),

.
A’;’((l)l [U} tONT t(O\T
U = (AU +(Aay)'v
[A;() VvV

is symmetric. Plugging back we have

EXt+1.(0) U
Eyt+L(0) | [ \V4 }

| AR aAlOVTY —quuT AR 4 e,
ALY _pAlUTT - qvvT Al 1,

1 l ALY uuT o D l N

1
Z X _ T - _
=3 ;(l)](.r MU U)+2<I 277[ 0o vvT () + 1€,

where the last line we use the fact that U'U = VTV, and £ = [ gl } Since UU T and VV'T sharing
2

the same eigenvalues, we have

EXH—I @)
Eyt+L(0) |

1 uu' o
< -2 oA + a0y |r- o | U0 | ale

<(1 —no.(M))[| A" ”||+77H5||-

By the definition of &£, we have
IE] < 41AD2|U).
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From (4.19),

EXt+1.(0) U
Eyt+L() | |V

(n1 Ana2)p (n1 Ana2)p

2
6
<(1 = non (M) x QC'Ipt\/HTH log(ni V ng) T (M) + 41 <20 \/m% log(ni V ng) \/crl(M)> Jor(M

holds. Combining (C.1), (C.2), (C.4) and (C.5) together, we have

2 121
<2n\/or (M "12"2 111Crpt \/“T” og(m Vna) /o

(n1 Anz2)?p

Xt+1 @ _
Yt+1 @)

22,12 Vi
X( n1 Ans M) ALy \/MTH T 01(M)>

(n1 Ang)?p

T (1= o (M))2Cip \/ prr Log ) o) + (201 \/ e 1°g<”””2)\/al<M>> Vo (M

(n1 Ane)p (n1 Ane)p

rk8log(ny V ng) r&8log(ny Vn
<o (M )0sz“ Bl YV n2) /o) + (1 — oy (M ))2@&% Blm Vna) /o)

(n1 A nz)p (n1 A n2)p

urkSlog(ny Vng)
(n1 Anz2)p

—|—770T(M)ijt\/ o1 (M)

6 log(n1 vV TLQ)
o0t TR Vi
crr \/ (n1 Ang)p M)

1
<_ M )
4k o1(M)

where the second inequality holds since

w22kt log(ny V na)

> (6662 + 1112C?
p=( + 7) 1 AT

and the last line holds since

P> 64C2 urxSlog(ng Vv ng)'

n1 A\ ne
Therefore,
ul'[U Ul [ Xt L) _
[ \V4 } [ \V4 } - [ Vv ] yt+1,0) H yt+L@0)

By Weyl’s inequality, we see eigenvalues of P are all nonnegative. Combining with the fact that P is
symmetric, we can see P is positive definite. And also from Weyl’s inequality, o,.(P) > 1.50,.(M).

< 0.50,(M). (C.6)
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Moreover, by the definition of X*®) and Y*(®) | as well as the assumption that 1 <1 < nq,

X L0 gD
—_xt0OptO) _ gPQ—l,- (Xt,(l)(Yt,(l))T _ UVT) YEORND —yp; (Xt,(l)(Yt,(l))T _ UVT) y O gt
_ gXt,a)Rt.,(l)(Rt,(l))T ((Xt.,a))TXt.,(l) _ (Yt=(l))TYt7(l)) RO,
yt+LO gt ()
—_ytO gt _ g [ngl,_ (Xt,(l) (YtO)T — UVT)}T xtORHD _ ) [7’1, (Xt,(l)(Yt,(l))T _ UVT)}T x 0 gt()

_ th,(z)Rt,(l) (REO)T ((Yt,(z))TYt,(z) _ (Xt,(z))TXt,(z)) RO

Therefore,

xXt+1L0O gHO) _ X t+1,0)
yt+1,0) gt.() _ yi+L.()

][ e ~4agO RO ((x40) T x0 - (reo) Ty g ] D
= T Loy | T T T
nA 0 AY( ) _gAi;(l)(Rt,(l))T (Yt.,(l)) vyt _ (Xt.,(l)) xtM) gt-(0)
with
1 T T
A== Po, (XW) (Yt’(l)) - UVT) —P,. (Xt’(l) (YW)) - UVT> .
First in order to give a bound of ||A]|, we can first decompose A as
1 T
A=——Pg <Xtv<l> (Yt=<l>) - UVT>
p
X e . (C.8)
+ - Pa., (Xt’(l) (YW)) - UVT> —P. <XW> (Yt’(l)) - UVT> .

Az

From Lemma 4.2 and Lemma 4.3,

T T T
| ALl < Hlpﬂ (Xt-,(l) (Yt,(l)) _ UVT) _ (Xt.,(l) (Yt,(z)) _ UVT> H + HXt.,(l) (Yt.,(l)) _uv’T
p

A
<Oy [T (IXOTO Ul o[V + U] [V OTHO = V)

nl/\ng

+C; 7|‘Xt7(l)Tt7(l) _ UHz,ooHYt’(l)Tt’(l) — V2.0
p

+ X" ORYO — UV + U]y O RO - V[ + | X ORN — Uy ORN — V|

holds on the event E;d C Es.
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From (C.3) and (4.19),

(| Al
<c.. /™ A ng 999t u?r?k12log(ny V na) Jor (D) UTK o)
X g g
’ p P (n1 Ang)?p ! n1 A ng !
2
2r2k12log(ny V n2)
1110t [0 M
’ < " \/ (n1 Anz2)?p M)
2
6log(ny V n2) urk8log(ny V ng)
40t | M)+ (201" M
Aty \/ (n1 A ng)p o1(M) + g (n1 Ang)p o1(M) (C.9)
n1 Ans . | p2r2el2log(ng V ng) UTK
<C 333C vVoi(M voi(M
31/ » X IP\/ (1 An2)%p o1(M) x L AT o1(M)
6log(ny V n2)
50,0t [HE M
+oCrp \/ (n1 A na)p o1 (M)

6log(ni V na)
<6Cpty |2 M
v \/ (n1 Ang)p M)

where the second inequality holds since

o urkttlog(ny V ng)

> 111°C
P 1 ni1 A no
and the last inequality holds since
22 WK
> 333 —_—
p 3 ni A\ ng
Note by the definition of As, we have ||As|| = ||(A2):..||2, and note (Az);.. here is exactly by we define in
(4.30), therefore we directly use the result (4.41) and (4.42):
[ Az]|
=||b2]l2
p2r26121og? (ny V ng) p3r3k13log® (ny V ny)
<100p" [ 115C 333C M
p 1\/ (1 A 12)2p° + 1 (71 A 12)p° o1 (M) (C.10)

6log(ni V na)
<Crpty |2 M
" \/ (n1 Ang)p M)

holds on the event E(’;irl, where the last inequality holds since

08 urk®log(ny V ng)

p>529x1
nl/\ng

By putting (C.9), (C.10) and (C.8) together we have

urkSlog(ny V ng)
(n1 Anz2)p

[A[] < [| ALl + [[Az2ll < 7Cmt\/ o1(M) (C.11)
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holds on the event E;;rl. Moreover,

_gA?((l)(Rt,(l))T (Xt,(z))T xt(0) _ (Yt,(l))T 0 gh®
T T
_gAt};(l)(Rt,(l))T (Yt’(l)) Yyt _ (Xt,(l)) xt(0) gt

T T
<g HA;,(_(I)(Rt,(l))T ((Xt,(l)) Xt _ (Yt,(l)) Yt,(z)) REO

T
4 n HAi;(l)(Rt7(l))T ((Yt,(l)) yH(0 _ (Xt,(l)) Xt l)> RO

(C.12)
1) 1) J( ( J( J(
<2 (1A 1+ 1a571) (21axPNT )+ 1a501 + 21 a5V + 145012)
7 . [pureSlog(ng V ng) . | preSlog(ng V ng)
<z x4C M) x 12C M
g X IP \/ (n1 Ane)p o1 (M) x 1P (n1 Ang)p o1(M)
272512 log?(ng V o) 3
<240 [ 2 M
np (nl /\n2)2p2 01( ) )
where the third inequality uses (4.19) and
e Iog(n Vna)
ny A no
Now from ( (C.11), (C.12) and also (4.19) we can see that
XtHLO) gt () _ xt+1,(D)
yi+1L.O gt _ yi+1,(0)
61 61
<n x 7Crpt urkblog(ny V n2)01 (M) x 2015 urkblog(ny V ng) ()
(n1 Ana)p (n1 Ana)p
(C.13)

212412 log?(ny V 1) 3
2402 2t WK M
+ 1np (nl A n2)2p2 Ul( )

2y2 412 |go2
o ¢+ | p?r2k12log"(ny V ng) 3
<38C7np \/ (1 A 12)2p? o1 (M) .

Therefore,

H[ U ]T [ X L0 () _ X t+L() ] H[ U }H H [ XL () _ X t+1L(0) ] H
Vv = Vv

yi+1L.0) gt.() _ yt+1,(0)

yi+1L.0) gt.() _ yt+1.0)

where the second last inequality uses the fact that

7602 /’LTK; ]‘Og(nl \ n2)
ny A no

and
or(M)
n<x 2 .
20003 (M)
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Therefore, we have

||(Rt,(l))*1Rt+1v(l) — I|| :H sgn(C + E) - Sgn(c)H

N

Ur(lP) H[ g ]T

o1(M) o [p2r2r12log?(ng V ng) 3
L2———= x 38C M
o (M) X np (nl A n2)2p2 Ul( )

XtHLO gHO) _ x4+,
yi+1L.0) gt.() _ yt+1,0)

<7602 o?(M) oot 121r2k12 log? (ny V ny) 7
or(M) (n1 A ng)?p?

where the second inequality uses the fact that o,.(P) > 1.50,.(M) and the third one uses (C.13).
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