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This work concerns the asymptotic behavior of solutions to a critical
fluid model for a data communication network, where file sizes are gener-
ally distributed and the network operates under a fair bandwidth sharing pol-
icy, chosen from the family of (weighted) a-fair policies introduced by Mo
and Walrand (/EEE/ACM Trans. Netw. 8 (2000) 556-567). Solutions of the
fluid model are measure-valued functions of time. Under law of large num-
bers scaling, Gromoll and Williams (Ann. Appl. Probab. 19 (2009) 243-280)
proved that these solutions approximate dynamic solutions of a flow level
model for congestion control in data communication networks, introduced by
Massoulié and Roberts (Telecommun. Syst. 15 (2000) 185-201).

In a recent work (Stoch. Syst. 10 (2020) 251-273), we proved stability of
the strictly subcritical version of this fluid model under mild assumptions. In
the current work, we study the asymptotic behavior (as time goes to infinity)
of solutions of the critical fluid model, in which the nominal load on each
network resource is less than or equal to its capacity and at least one resource
is fully loaded. For this we introduce a new Lyapunov function, inspired by
the work of Kelly and Williams (Ann. Appl. Probab. 14 (2004) 1055-1083),
Mulvany, Puha and Williams (Queueing Syst. 93 (2019) 351-397) and Pa-
ganini et al. (/[EEE Trans. Automat. Control 57 (2012) 579-591). Using this,
under moderate conditions on the file size distributions, we prove that critical
fluid model solutions converge uniformly to the set of invariant states as time
goes to infinity, when started in suitable relatively compact sets. We expect
that this result will play a key role in developing a diffusion approximation
for the critically loaded flow level model of Massouli¢ and Roberts (Telecom-
mun. Syst. 15 (2000) 185-201). Furthermore, the techniques developed here
may be useful for studying other stochastic network models with resource
sharing.

1. Introduction. The design, analysis and control of modern data communication net-
works such as the Internet present challenging problems, especially due to the heterogeneity,
complexity and size of these networks. Mathematical models at various levels have been
introduced in an effort to provide insight into these problems. In particular, Massouli¢ and
Roberts [17] introduced a flow level model aimed at capturing the connection level stochastic
dynamics of file arrivals and departures in a data communication network, where bandwidth
is dynamically shared among flows that correspond to continuous transfers of individual elas-
tic files. A natural family of “fair” policies for sharing bandwidth among all files was intro-
duced by Mo and Walrand [18] around the same time. These policies are often referred to as
(weighted) a-fair policies, since a parameter « € (0, 0o) (and optional weight parameters) is
associated with the family. The cases o = 1 (proportional fairness) and @ — 0o (max—min
fairness) have received particular attention.

Fluid models have proved useful for studying the stability of the flow level model operat-
ing under «-fair bandwidth sharing policies. These fluid models arise as limits, under law of
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large numbers scaling, from the original (stochastic) flow level model. Under general distri-
butional assumptions on arrivals and file sizes, because bandwidth sharing is a generalization
of processor sharing, it is convenient to use a measure-valued state descriptor for the flow
level model that keeps track of residual file sizes. A result of Gromoll and Williams [9] es-
tablishes that, under law of large numbers scaling, a measure-valued process that tracks the
dynamics of the flow level model operating under an «-fair policy, can be approximated by a
measure-valued fluid model solution.

Studying the stability of fluid models for bandwidth sharing has been an active area of re-
search since the publication of [17], with contributions from multiple authors including those
of Bonald and Massoulié [1], De Veciana, Lee and Konstantopoulos [5], Kelly and Williams
[14], Ye, Ou and Yuan [28], Chiang, Shah and Tang [3], Massoulié [16] and Paganini et al.
[20]. For more details up through 2019, see the introduction to [6]. Recently, in [6], under
mild assumptions, we gave a complete proof of stability of strictly subcritical fluid models
for the Massoulié—Roberts flow level model operating under a family of policies considered
in [3], which slightly generalize the (weighted) «-fair policies of Mo and Walrand [18]. Our
work [6] uses a modest generalization of a Lyapunov function introduced by Paganini et al.
[20]; moreover, it does not need the strong smoothness assumptions on fluid model solutions
assumed in [20], and it rigorously treats the realistic, but singular situation, where the fluid
level on some routes becomes zero while other route levels remain positive. When coupled
with the results of Lee [15], under suitable assumptions on the interarrival and file size dis-
tributions, this yields positive recurrence of an age-based Markovian state descriptor for the
flow level model when the network is underloaded, that is, the nominal load on each resource
is strictly less than its capacity.

Beyond issues of stability, the performance of the flow level model when some resources
are operating at or near capacity, is of particular interest. Indeed, as generally observed by
Kelly and Laws [13], in the heavily loaded regime, important features of good control poli-
cies are often displayed in sharpest relief. Furthermore, system designers and managers often
strive to position systems in this regime to achieve maximal utilization of resources. Diffu-
sion approximations have provided useful and insightful measures of performance for various
heavily loaded stochastic networks (see the survey article [27] and references therein). For
open multiclass queueing networks, Bramson [2] and Williams [26] developed a modular ap-
proach to establishing diffusion approximations for these networks when heavily loaded. A
key aspect of this approach was to analyze the asymptotic behavior of critical fluid model so-
lutions and to use this analysis to establish a dimension reduction property called multiplica-
tive state space collapse, which provided a crucial step in proving a diffusion approximation.
(The fluid models associated with heavily loaded stochastic networks are called critically
loaded, meaning that in the fluid model, the nominal load on each resource is less than or
equal to its capacity and at least one resource is at capacity.) Various authors have expanded
and adapted the approach of Bramson and Williams, to establish diffusion approximations
for a variety of other heavily loaded stochastic networks.

For the flow level model of Massoulié and Roberts [17], there are a few works establishing
diffusion approximations under certain distributional, control or network assumptions. All of
these use analysis of fluid models as a key ingredient. In general, it remains an open problem
to establish a diffusion approximation for the flow level model with general interarrival time
and file size distributions when operating under «-fair bandwidth sharing policies. We pro-
vide a brief summary of existing work in this area and then describe the main focus of this
paper.

With Poisson arrivals and exponentially distributed file sizes, Kelly and Williams [14]
studied the asymptotic behavior of a critical fluid model for the flow level model operating
under an a-fair bandwidth sharing policy, and proved uniform convergence of fluid model so-
lutions to an invariant manifold when starting in a compact set. Subsequently, Kang et al. [12]
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used this analysis to prove multiplicative state space collapse, and, in the case of weighted
proportional fair sharing (o« = 1), combined the result of [14] with an invariance principle for
reflected Brownian motion [11], to prove a diffusion approximation for the heavily loaded
flow level model under a mild local traffic condition. The latter condition was subsequently
weakened to a full rank condition on the network structure by Ye and Yao [29].

The fluid model considered by Kelly and Williams [14] focused on the fluid limit of the
flow count process; the latter is a Markovian process when arrivals are Poisson and file sizes
are exponentially distributed. As noted above, for more generally distributed arrivals and
file sizes, a larger state descriptor is usually needed. A special case of the flow level model
is when there is a single type of file and a single resource or communication link. In this
case, bandwidth sharing is the same as processor sharing, and a natural state descriptor is
a measure on the positive half-line that keeps track of residual file sizes (plus a variable
that tracks residual interarrival times). The modular approach of Bramson and Williams has
been adapted to this case. Specifically, a fluid model for a GI/GI/1 processor sharing queue
was developed by Gromoll, Puha and Williams [8], asymptotic analysis of the critical fluid
model was carried out by Puha and Williams [22], and Gromoll [7] subsequently used this
to prove state space collapse and a heavy traffic diffusion approximation for the processor
sharing queue. For the full flow level model of Massoulié¢ and Roberts [17], operating under
the proportional fair sharing discipline (¢« = 1 and with equal weights), when arrivals are
given by Poisson processes and file sizes have a phase-type distribution, Vlasiou, Zhang and
Zwart [25] used a critical fluid model analysis to study the steady-state distribution of the
flow count process.

In this paper, we analyze the asymptotic behavior (as time goes to infinity) of measure-
valued solutions to the fluid model of Gromoll and Williams [9] for the «-fair bandwidth
sharing policies of Mo and Walrand [18]. It is anticipated that this work will provide a crucial
link in a modular approach to proving a diffusion approximation for the Massoulié—Roberts
flow level model with general interarrival and file size distributions when operating under the
aforementioned fair bandwidth sharing policies. The key to our analysis is a new Lyapunov
function, the formulation of which was inspired by the work of Kelly and Williams [14], Mul-
vany, Puha and Williams [19] and Paganini et al. [20]. Using this, under moderate conditions
on the file size distributions for the fluid model, we prove that critical fluid model solutions
converge uniformly to the set of invariant states (called the invariant manifold) as time goes
to infinity, when started in suitable relatively compact sets.

The Lyapunov function, G, introduced here, is a nonnegative function that involves the
difference of two functions, H and F. When H is applied to a measure-valued fluid model
solution, it yields a function of time that is nonincreasing and that is strictly decreasing when
the fluid model solution is off the invariant manifold. The function F is a function of workload
at the bottleneck resources, and when evaluated at a fluid model solution, it is nondecreasing
with time. Consequently, when G is evaluated along a fluid model solution, it is strictly
decreasing with time when the fluid model solution is off the invariant manifold. It is also
zero when the fluid model solution is on the invariant manifold.

The structure of this paper is as follows. In Section 2, we recall the fluid model and the
characterization of its invariant states as developed by Gromoll and Williams [9]. We also
recall some preliminary properties of fluid model solutions, taken from [6]. In Section 3,
we introduce key assumptions on fluid model parameters, under which our results will be
proved. In particular, the file size distributions are assumed to be continuous, that is, to have
no atoms, to have finite first and second moments, and to be such that the associated excess
lifetime distributions have bounded hazard rates. In this section, we also define functions H,
K and F that are used in defining our Lyapunov function G and proving its properties. We
introduce H¢ (resp., K¢), the composition of H (resp., K) with a fluid model solution .
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Under our assumptions, the function K¢ will be shown to be the density in time of H¢. This
relationship between ¢ and K¢, and a nonpositive upper bound on K¢, is stated in the key
result, Theorem 3.1, in Section 3.2.3. For the proof of this theorem, given in Section 6, we
use a smooth approximation of fluid model solutions that was also used by Fu and Williams
[6], and which is similar to a smoothing used by Puha and Williams [23] and Mulvany, Puha
and Williams [19]. For the proof of an associated lemma (Lemma 3.5), we also employ some
inequalities (see Propositions 6.1-6.3) used by Fu and Williams [6], which are similar to ones
developed by Paganini et al. [20]. Conditions for sharpness of an inequality in Lemma 3.5 are
new here and useful. The function F is defined in Section 3.2.4 via an optimization problem,
which is similar to one used by Kelly and Williams [14] for the case of Poisson arrivals and
exponential file sizes. Section 3 ends with a characterization of solutions of this optimization
problem and of the optimization problem used to define the bandwidth sharing policy, and a
further characterization of the invariant states for the fluid model. The proofs of these results
are similar to those of results in [14]. Our Lyapunov function, G, and its composition, Gge¢,
with a fluid model solution, ¢, is defined in Section 4. Key properties of G are stated there
and proved in Section 7.3. In Section 5, we state the main results of this paper. These describe
the asymptotic behavior of G¢ as time goes to infinity, that is, that it decreases monotonically
and converges uniformly to zero for all fluid model solutions starting in suitable relatively
compact sets, and that fluid model solutions converge uniformly to the invariant manifold
starting in such sets. The proofs of these main results are given in Section 8. These proofs
draw on some arguments first introduced in [23], where the asymptotic behavior of a critical
fluid model for a single class processor sharing queue was studied. These arguments were
extended in [19] to a critical fluid model of a multiclass processor sharing queue. However,
for the bandwidth sharing (network) model considered here, key details for many parts of
the arguments are more complicated than in either of these prior works. In particular, our
Lyapunov function is different; we have a much more general bandwidth allocation policy,
and we need to deal with the singular, but realistic, situation where the fluid level for some
routes reaches zero. In this work, in referencing arguments that we generalize from [19, 23],
we shall generally refer to the first paper [23], from which the arguments were adapted for
[19]. In the course of proving the main results, along the way, in Lemma 8.1 we prove that
when there is nonzero fluid flow on a route, the ratio of the total fluid mass on the route
to the bandwidth allocated to that route is bounded for all time, and we use this to prove
in Lemma 8.2 that any fluid model solution starting in one of our relatively compact sets
stays within a (larger) relatively compact set from the same family for all time, where our
relatively compact sets are more general than those in [23]. Besides the proof of properties of
G, Section 7 develops some properties of resource level workload, the relationship between
H and F, and a bound on the total mass of fluid model solutions when started in suitable
relatively compact sets, as preliminaries to the proofs of the main results. For reference, the
Appendix gives some basic background on hazard rates.

1.1. Notation. LetN ={1,2,...}, the set of positive integers; R = (—00, 00) and R} =
[0, 00). For x € R, let xT = max(x, 0). Define C}, (R) (resp., C}7 (R4)) to be the set of once
continuously differentiable functions f : R — R (resp., f : R4 — R) that together with their
first derivatives are continuous and bounded on R (resp., Ry ). Let C2°(R) be the set of
infinitely differentiable functions defined on the real line that have compact support. Let 1 4
denote the indicator function of a set A and let 1 =1, .

Let M be the set of finite nonnegative Borel measures on R, endowed with the topol-
ogy of weak convergence. If {£"}°° | is a sequence in M converging (weakly) to & € M,

we write £”" = £ as n — oo. Given &€ € M, let L' (£) denote the set of Borel measurable
functions, defined from R, into R, that are integrable with respect to &. For f € L!(&),
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let (f,&) = fR+ f dg. Also for any nonnegative Borel measurable function f ¢ L!(&), let
(f,&) = +o00. For each x € Ry, let x(x) = x. Define M = {§ e M : (x,&) < oo}. Let
K={ eM:&({x}) =0 forall x € R;}, the set of continuous measures in M and let A
denote the elements of K that are absolutely continuous (with respect to Lebesgue measure)
onR,.

Let N denote the set of positive integers. For I e N, let Z = {1, ..., I} and define

M'={(&,...,&):& eMforalli e Z},
M ={(&,...,&): & e M foralli € T},
K'={(,....&) & eKforalli e T},
A=, ....&) & eAforalli € Z).

Here, M! has its product topology and the other sets have the induced topologies as subsets
of M!. Fluid model solutions will take values in M! and we shall refer to the measure & € M!
that has & equal to the zero measure on R for all i € Z, as the zero measure (in M") or the
zero state (for the fluid model). Given a real-valued Borel measurable function f > 0, for
& € M, define (f.&) = ((f.£1)..... (f. &0).

With its topology of weak convergence, M is a Polish space [21], and a metric (called
the Prokhorov metric), which induces this topology and under which M is complete and
separable is defined as follows. For a Borel set B C R, and € > 0, define

BE={yeR+:Xir€1£|x—y| <e}.
For &, n € M, the Prokhorov distance between & and 7 is defined by
d(¢,n) =inf{e > 0:£(B) <n(B) + € and n(B) <&(B) +e,
for all closed sets B C R, }.
For &, n e ML, define
(1.1) dy(§. ) = maxd(&;. n:).

For any @ # B c M! and & € M!, define
di(§, B) = inf dg (&, n).
neB

2. Fluid model. Here, we recall the fluid model developed by Gromoll and Williams [9]
as a functional law of large numbers approximation to the flow level model of Massoulié and
Roberts [17], when operating under one of the (weighted) «-fair bandwidth sharing policies
of Mo and Walrand [18]. Beyond the assumptions in Gromoll and Williams [9], we assume
here that the incidence matrix R has full row rank and that the file size distributions have
finite second as well as first moments.

2.1. Network structure, arrivals and file sizes. For positive integers I and J, consider
finitely many resources (e.g., communication links) labeled by j € 7 ={1,...,J}, and a fi-
nite set of routes labeled by i e Z ={1,...,I}. A route i € Z is simply a nonempty subset
of J and is interpreted as the set of resources used by the route. Let R be the J x I inci-
dence matrix satisfying Rj; = 1 if resource j is used by route i, and R;; = 0 otherwise. We
assume that R has full row rank J, which implies that J <I. Each resource j € J has a fixed
(bandwidth) capacity C; > 0.
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Fix a vector v = (vq, ..., vy) where v; > 0 for each i € Z, and a vector ¢ = (¥4, ..., V1)
where for each i € Z, ¥; is a Borel probability measure on R that does not charge the origin
and has finite first and second moments, that is, %; ({0}) =0, (x, 9;) < oo and (x2, ¥;) < 0.
For i € Z, the constant v; represents the mean arrival rate of files to route i and ©%; represents
the distribution for the sizes of files arriving to route i. For each i € Z, u; = ﬁ is the
reciprocal of the mean of the distribution %; and p; = % is interpreted as the nominal load
(average bandwidth needed) on route i. For each i € 7, let ¢} be the excess lifetime distribu-
tion associated with ;. The probability measure 9/ is absolutely continuous with respect to

Lebesgue measure on R and has density
2.1 Pi(x) = wi(Lx,00), ¥) forall x e Ry.
Since #%; has finite second moment, ¥/ has finite mean given by

i
2.2) (.07 =S (x%, i)

For each i € Z, we define N;(x) = (1jo.x], ¥i), Ni(x) = 1 — N;i(x), Nf(x) = (1j0,x1, ¥7) and
Wf(x) =1 — Nf(x) for each x € Ry. Note that M;I = /5 N;(x)dx and pi(x) = wiN;(x)
for all x e R;.

2.2. Bandwidth sharing policy. The bandwidth allocations in the fluid model change dy-
namically as a function of the amount of fluid on each route. We consider the (weighted)
a-fair policies of Mo and Walrand [18]. To specify these, we need the following notation. For
each z € ]REL, letZ,(z)={ieZ:z>0}and O(z) ={¢ € ]Rfr :Yp =0foralli ¢ 7, (2)}.
Fix parameters o > 0 and «; > O for each i € Z. Let x = (xq, ..., k7). The following opti-
mization problem is used to define the bandwidth sharing policy associated with the pair of
parameters («, k). Given z € Rﬁr (corresponding to an amount of fluid on each route in the
fluid model), the vector ¢ (z) of bandwidth allocations associated with z is the unique value
of Y € O(z) that solves the following utility maximization problem:

(23) maximize Kiz,-U<ﬁ) subjectto Y Rjjy; < Cj forall j€ T, ¥ € O(z),
€T (2) < ieZ

where U : [0, 00) — [—00, 00) is a utility function of the form

LI ifo#1,
Ux)=31—«
log(x) ifa=1.

Here and henceforth, log denotes log,, the natural logarithm. For i € Z, the quantity ¢; (z) is
the bandwidth allocated to route i and ¢;(z)/z; is the bandwidth allocated per unit of fluid
on route . Then each unit of fluid on route i has utility U (¢;(z)/z;) and the utility for the
total amount of fluid on route i is z; U (¢; (z)/z;). Thus, the bandwidth allocation is chosen to
maximize a weighted sum of the utilities of the amount of fluid on each route.

REMARK 2.1. For i € Z,(z), we have ¢;(z) > 0 because U(0) = —oc0 if @ > 1, or
U@O)=0and U'(x) > +o0asx — 0if o € (0,1). Let

S@)={y eRL :y; >0foralli e Z, (z), ¥; =0 forall i ¢ 7, (2)}.

Then one can restrict the choice of i to the set S(z) for the utility maximization problem.
The uniqueness of the maximizer follows from the strict concavity of the utility function U'.
Furthermore, for each z € ]REF, ¢;(-) is continuous at z for each i € 7, (z). This was proved
by Kelly and Williams [14].
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REMARK 2.2. A slight generalization of the above bandwidth sharing policy has been
considered by some authors, where the utility function U is allowed to depend on i € Z, by
replacing o by «; € (0, 00) in the above. Chiang, Shah and Tang [3] showed that with this
policy, the fluid model described below (with a zero initial condition) can be obtained from
the Massoulié—Roberts flow level model via a large capacity, law of large numbers scaling
limit; this is different from the fixed capacity limit considered in [9] but the fluid model is the
same. The stability of the strictly subcritical fluid model under this slightly generalized policy
was shown in [6]. For the critical fluid model studied in this paper, our proof of Theorem 5.1,
which shows that our Lyapunov function decreases along fluid model solutions, extends to
the situation where «; depends on i. However, our proofs of Theorems 5.2 and 5.3, which
demonstrate that the Lyapunov function decreases to zero and fluid model solutions converge
to the invariant manifold, depend on the scaling property that ¢; (rz) = ¢;(z) for all i € Z,
Z€ ]R{L and r > 0. This property does not hold when «; depends on i.

2.3. Definition of fluid model solutions. The fluid model of Gromoll and Williams [9],
with the bandwidth sharing policy described in the previous subsection, is described below.
For the remainder of the paper, the parameters (R, C, «, k, v, ) are fixed and the bandwidth
allocation function ¢ is as specified in the previous section.

DEFINITION 2.1. Given a continuous function ¢ : [0, c0) — M! define the auxiliary
functions (z, A, 7, u, w) by the following for all r > 0:

z(t) =(1,¢@1)),
A1) =¢(z(1)),

t
(1) = [ (M) L0.0) (@ (9) + i) i) ds. i €T,
u(t)=Ct — Rt(1),
w(t) = (x, £ ().
In Definition 2.1, the ith component of w(-) represents the fluid workload for route i,

w; (1) = {x, ¢ (@)), t = 0. Note that w(r) € [0, oo]! for each ¢ > 0.
A fluid model solution is defined through projections against test functions in the class

(24) C={feCyRy): f(0)= f'(0) =0}.

DEFINITION 2.2. A fluid model solution associated with the parameters (R, C, o, «, v,
¥) is a continuous function ¢ : [0, c0) — M! that, together with its auxiliary functions
(z, A, T, u), satisfies:

(i) (Lqo),¢(t)) =0forallz >0,
(ii) the function u; is nondecreasing for all j € 7,
(iii) foreach f €C,ieZ andt >0,

C A
(. c0) = (£, &:(0)) — /0 (. ¢ <s)>ﬁﬂ<o,oo> (2i(s)) ds

(2.5 t
#0010 [ Lo @) s
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REMARK 2.3. The auxiliary function w associated with a fluid model solution ¢ satisfies
the following for all # > 0 for those i for which w; (0) < oo:

t
2.6) wi (1) = w; (0) + fo (i — Ai () L(0.00) (2 (5)) ds.

See Lemma 3.3 of Gromoll and Williams [9] for the method of proof of this fact.

REMARK 2.4.  The third property in Definition 2.2 can be extended to hold for all func-
tions feC={f¢€ C}? (R4) : f(0) =0}. A proof of this is given in Lemma A.2 of Fu and
Williams [6].

The fluid limit result proved by Gromoll and Williams [9] yields fluid model solutions,
which have initial states that are continuous measures and which have finite workload, that
is, for which z(0) € KI'n MIl Indeed, in order for fluid model solutions to be continuous
functions of time, the initial condition cannot have any atoms. For the analysis of Fu and
Williams [6], the initial condition requires ¢(0) € KIn M{ Here, for our analysis of the

critical case, we will ultimately assume that ¢ (0) Kf, for some v > 0, where
2.7) K! = {6 e K ' (Ir.00), &) < U{1[r.00), OF) forall x e Ry, i € Z).

We note that since & € K! and 9¢ have no atoms, in (2.7), 1[x,00) can be replaced by 1y o)
without changing the definition. So we can use the following alternative representation:

(2.8) K! = [ e K': (111,000, &) < V{1 (x.00), OF) forall x e Ry, i € Z}.
We shall define certain functions on
(2.9) ML =l e M (11000, &) < U{1[r.00), 9F) forall x e Ry, i € T},

which contains the closure of Kfj Note that in (2.9), we cannot replace 1y o0) by L(x,00),
without changing the definition. Indeed, if § € ML, then (L(x,00), &) < V(L(x,00), ¥f) for all
x € Ry, i € Z, but the converse is not true in general as &; could have an atom at zero. Note
that for any & € ML, we have foreachi € Z, (1, &;) < v and

UL
2

It follows that MY is compact as a subset of M! and so K, although not closed, is relatively
compact as a subset of MI; see Lemma 15.7.5 of Kallenberg [10] for the method of proof.

A small comment on notation is in order here. In this paper, we only refer to ML with
general v > 0. Consequently, when we refer to MII, we do not mean ML with v = 1.

(x2, 9:) < o0.

(2.10) <x,s,->=/0 <1(x,oo>,s,->dxsvf0 NE () dx = vlx. ) =

2.4. Invariant states. Under a natural condition on the parameters R, C, v, ¥, there ex-
ist fluid model solutions that are time invariant. Following Gromoll and Williams [9] (see
Section 6), we call these invariant states for the fluid model.

DEFINITION 2.3. A vector of measures & € M is an invariant state for the fluid model
if there is a fluid model solution ¢ satisfying ¢ (¢) =& for all ¢+ > 0.

To help describe invariant states, let
(2.11) P={zeR. :4i(2) = p; foralli € T, (2)}.

Theorem 6.3 of Gromoll and Williams [9] gives necessary and sufficient conditions for the
existence of invariant states for the fluid model and a representation for the invariant states.
For convenience, we formulate these results as a proposition here and refer readers to [9] for
the proof.
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PROPOSITION 2.1. There exist invariant states for the fluid model if and only if
(2.12) Rp <C.
When (2.12) holds, the set of invariant states is given by
(2.13) M={te M!: & = z;0¢, foralli € T and some 7 € P}.

REMARK 2.5. We call M the invariant manifold for the fluid model.

2.5. Additional notation for fluid model solutions. Given a fluid model solution ¢, we let
M. (x) = (Lx.00. &:(1))  forallt >0, x Ry, i eT.

Let (z, A) be auxiliary functions associated with ¢, as in Definition 2.1. For each i € Z and
0<s <t <oo,let

LA;(r)
(2.14) = / ——10,00)(zi (1)) dr

 2i(r)
Note that this may take the value +o00. However, if z; (r) > 0 for all r € [s, t], then S;", <00
since A;(-) is bounded and z;(-) is continuous (hence it is bounded away from zero on the
interval [s, ¢], being strictly positive there). Furthermore, in this case, r — S;'J is continuously
differentiable on [s, ] because A;(-) = ¢;(z(-)) is continuous on [s, 7], since z — ¢;(z) is
continuous at points z where z; > 0 (see Remark 2.1) and r — z;(r) is continuous, and
furthermore, r — z; (r) is continuous and bounded away from zero on [s, ¢]. We interpret Sg', ‘
as the cumulative amount of bandwidth per unit of fluid allocated to route i over the time
interval [s, ¢].

2.6. Some properties of fluid model solutions. The first two propositions in this subsec-
tion are the same as Corollary 2 and Lemma 6 in Section 5 of [6], respectively. For later use,
we state the results here without proof.

PROPOSITION 2.2.  Suppose that 9 € KY and that ¢ is a fluid model solution with ¢ (0) €
K. Then ¢ (1) e K for all t > 0.

REMARK 2.6. The assumption on # is in addition to the basic requirements that its com-
ponents do not charge the origin and have finite first and second moments. The assumption
on ¥ in Proposition 2.2 is automatically satisfied if our Assumption 2 (stated in Section 3.1)
holds.

PROPOSITION 2.3. Suppose that ¢ is a fluid model solution,i € T and 0 <s <t < 00
such that ¢i(r) # 0 for all r € [s, t]. Then

. . ) r__ .
(2.15) M,(x)=M(x +S.,)+v / Ni(x+S.,)du forallx € Ry.

REMARK 2.7. If ¢ is a fluid model solution, i € Z and 0 < sg < ¢ < 0o such that ¢; (r) #
0 for all r € (so, t] and ¢;(sp) = 0, then (2.15) holds for s € (s, ¢] and letting s | sp, since
Wls(x + S;',,) < HIS(O) = zi(s) = zi(sp) = 0 as s — sp, by taking the limit as s — sg in
(2.15), we obtain
t

(2.16) M (x) = v; / Ni(x+S,,)du forallx e Ry.

50
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3. Key assumptions and functions for fluid model analysis. In this section, we first
state additional assumptions on fluid model parameters for the critical case and on file size
distributions needed for our analysis. Then we introduce functions H, K and F, which are
used in defining our Lyapunov function and establishing its properties. We describe some
properties of H® and K¢, the compositions of H and K, respectively, with a fluid model
solution, ¢. In particular, we give the relationship between H¢ and K¢, and some properties
of F. We characterize the optimizing solutions for the optimization problems used to define
the bandwidth sharing policy and F. The section concludes with further characterizations of
the set of invariant states.

3.1. Key assumptions.

3.1.1. Critical parameters. For our main results, we shall assume that the fluid model is
critical, that is, the parameters (R, p, C) satisfy the following assumption.

ASSUMPTION 1. We assume that

3.1 Y Rjipi<C; forall jeJ,

i€l
and that 7, ={j € J : }_;ez Rjipi = C;} is nonempty. Furthermore, without loss of gener-
ality, we assume that the first J, = | 7| elements of 7 correspond to the set J.

Assumption 1 requires that the average load on each resource is less than or equal to its
capacity and that there exists at least one resource that is fully loaded.

REMARK 3.1. The Lyapunov function defined later in this paper could also be applied
when J, is empty. Since the stability result for that strictly subcritical case has already been
shown by Fu and Williams [6] with weaker assumptions, we focus only on the critical case
here, where at least one resource is fully loaded.

3.1.2. File size distributions. The following assumption will be used in the proofs of
Lemmas 3.1 and 3.2, which are used to prove Lemma 3.3. The latter gives the continuity in
time of %, the composition of the function H (defined below) with a suitable fluid model
solution ¢. This continuity property ultimately features in our proof of the absolute continuity
of H¢ as a function of time and the convergence of fluid model solutions to the invariant
manifold.

ASSUMPTION 2. For each i € Z, assume the file size distribution ?; is continuous and
there is a finite constant Cy such that

(3.2) Ni(x) <CyN;(x) forallxe[0,00),i€cTZ.

REMARK 3.2. We already assumed in Section 2.1 that ¢%; has finite first and second
moments and Assumption 2 is in addition to this. Condition (3.2) is equivalent to ¥}/ having
bounded hazard rate, which implies the support of ¥/ (and hence of ¥;) is unbounded. A
sufficient condition for ¥ to have bounded hazard rate is that 9; is absolutely continuous
with bounded hazard rate. For the definition and some examples related to hazard rate, see
the Appendix.

Assumption 2 is used to prove the following lemma, which will help us to analyze the
asymptotic behavior of fluid model solutions.
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LEMMA 3.1. Suppose that Assumption 2 holds. Fix T > 0 and v > 0. For any fluid
model solution ¢ with {(0) € Ki, we have (1) € K{}; forall't € [0, T], where v =v +
C,}T maX;ez V;.

PROOF. Let ¢ be a fluid model solution with ¢ (0) € Ki Fort € (0,T] and i € Z, either
zi(t) =0 or z;(t) £ 0. If z;(¢) = 0, then %483 = 0 for all x € [0, 00). If z;(t) # 0, let 1§ =
sup{s € [0, 1) : z;(s) = 0} where sup< = 0. We consider the case where té > 0 first. Then

Z; (+) is nonzero on (té, t], & (té) = 0 and by Remark 2.7 and Assumption 2, for all x € [0, c0),

M0 _ Ni)

3.3 e i
G- N N ()

(t— 1)) <viCo(t —1).
If té =0, then ¢(-) is nonzero on (0, #]. In this case, by (2.15), for all s € (0, ¢), we have for
all x € [0, 00),

M, (x) < My(x) + v N; (x)( — 5).

On letting s | 0 and using the facts that s — ¢ (s) is continuous and ¢ (0) € Ki, together with
Assumption 2, we obtain

M, (x)
— <v+v;Cyt, forallxe]0,00).
N i (x)
Combining the above with the fact that £ (0) € K}j we obtain for any ¢ € [0, T'], %égi < U;’jT

for all x € [0, c0), where vfj 7 = U +V;CyT. The desired result follows from this, Proposition
2.2 and the alternative representation of KL : (see (2.8)). [

REMARK 3.3. In Lemma 3.1, v} depends on T'. Later, after more results have been
developed, we shall prove in Lemma 8.2, with the addition of Assumption 1, that v} can be
chosen not to depend on 7.

3.2. Functions for fluid model analysis. In this subsection, we shall define functions H
and K on (J,-¢ ML and then apply them to fluid model solutions ¢ with initial conditions in
Uv=0 ng to obtain functions H* and K¢ of time. The larger domain for H and K is needed
for the proof of Theorem 5.2.

3.2.1. The functions H and H* .

DEFINITION 3.1.  Given & € |J,. oM., for each i € Z, define

ki [ (Lix,00), &) \*T! ¢
34 i(6)=— — x,00), U )dX,
34 6 =75 [T(GE205) oo vi)ds
and define
1
(3.5) H(f)Za—_HiGIHi(f)-

REMARK 3.4. For & € UU>0MI if (L(x,00), 9f) =0, then (L(x ), &) =0 and we

U?
interpret the integrand in (3.4) at x as being zero. Note that when Assumption 2 holds,
{(L(x,00), ) > 0 for all x € [0, 00), since the support of #; is unbounded in this case.
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The function H will be used in defining our Lyapunov function. For & € | J,-¢ M there
is v > 0 such that & € MI and then H;(¢) < "‘ <X ¥f) < oo forall i € 7. It follows that
H;(&),i €7, and H (&) are finite. Furthermore, we have the following lemma.

LEMMA 3.2. The functions H;,i € T and H are continuous, nonnegative, real-valued
functions on ML for each v > 0.

PROOF. The nonnegative, real-valued property follows from observation and the last
paragraph before this lemma. For the continuity, fix v > 0. Suppose that {&,}°° | is a se-
quence in ML converging (weakly) to & € Mf). Then as n — 00, (1(x,00), &n) = (L(x,00), &)
for almost every x € [0, 00). Since {&,},en C Mi, the sequence of integrands in the defini-
tion of H;(§,) is dominated by v‘”’lﬁf(-), which is integrable because (x, ) < oo. Thus,
by the dominated convergence theorem, H; (§,) — H;(§) asn — oo foreach i € Z. It follows
that H;,i € Z and H are continuous on Mf). O

REMARK 3.5. The form of H is largely inspired by two prior works: Mulvany, Puha
and Williams [19] and Paganini et al. [20]. In [19], building on work of Puha and Williams
[23], Mulvany et al. considered a relative entropy functional for comparing the probability
measure on R with density proportional to p;(x) = (1(x,o0), &) to the probability measure
on R with density proportional to g; (x) = (1(x,c0), ¥{). When normalized to be probability
densities, p; and g; are the densities of excess hfetlme distributions associated with &; and
vf, respectively. The relative entropy employed by Mulvany, Puha and Williams [19] uses
u — ulog(u) in place of the function f(u) = u®t! that we have used in the integral in
(3.4). The form of H;(£) used here is proportional to the so-called f-divergence [4] for the
two finite measures on R that have densities p; and g;. Further inspiration for our use of
f in place of u — ulog(u) comes from Paganini et al. [20]; see also Fu and Williams [6]
for the inclusion of the weights «;. In those works, for the strictly subcritical case, f was
applied directly to the function p; (no quotient) and integrated with a reference density 6;
that involved ¥/, to give the ith Lyapunov function component. In fact, if one formally takes
the limit in the Lyapunov function in [6, 20] as critical loading is approached on all resources,
one obtains the H; and H in (3.4) and (3.5) for the case where equality holds in (2.12) (all
resources are fully loaded).

DEFINITION 3.2. Suppose that Assumption 2 holds. Given a fluid model solution ¢ with
£(0) € Uy-o KL, foreach r > 0 and i € Z, define

a+1
(3.6) H (1) = Hi(£(1) = p,/ <?\fl€§;‘;) Ni(x)dx forallieZ,
and let
3.7) HE)=H(L () = —ZH%)

i€l

LEMMA 3.3. Suppose that Assumption 2 holds. Let ¢ be a fluid model solution with
£0) € Up=0 KIU Then for each i € T, Hf : [0, 00) — [0, 00) is well-defined and continuous
on [0, 00).

PROOF. This follows immediately on combining Lemmas 3.1, 3.2 and the fact that t —
¢(t) is continuous. [J
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3.2.2. The functions K and K¢. In this section, we introduce the functions K and K°.
The latter arises in taking the derivative of the function H? (-).

DEFINITION 3.3. Given £ € |J,o M., for each i € Z, define
Ki©) =xip(~oi((2.£)((L.&)"

L(x,00), &i) A 29i((L,8)  (Lixo00): i)
(3-8) +/ <1<x oo>,19€>> <1<"’°°)’0‘>< L&) (Looe 950, 07)

Fuia+ 1))11@,00)((11, &) dx).

Then with z = (1, &), define

1
(3.9) K@) =—-— Ki().
a+1 ieIX+:(z)

REMARK 3.6. For & € J,.oML, if x € Ry such that (1(y,00), 9f) = 0, then (L(x,o0), &)
= 0 and we interpret the integrand in the integral in (3.8) as being zero at x. In (3.8), if
& = 0, we interpret the right member of the equality to be zero and so K;(§) = 0 in this
case. If & # 0, there is v > 0 such that (1(x o), &) < V{L(x,00), ¥f) for all x € [0, 00). Then
noticing fooo(ll(x,oo), ViYdx = (x, V) < oo, we have |K;(&)| < oo. Note that (3.9) can also
be written as K(§) =) ;.7 Ki(§)/(a + 1).

The following property of the K; and K will be used in proving our main results.

LEMMA 3.4. Fix v > 0. The functions K;, i € T and K are real-valued, upper semicon-
tinuous functions on Mi. Furthermore, if £ € ML and i € T such that z; = (1,&;) # 0, then
K; is continuous on M£ at &.

PROOF. The real-valuedness of K;,i € Z, and K follows from Remark 3.6. For & € Mf),
let

K ) = —Cai((1.6)(11.8))"

@) e (ﬂ(x,oo),éi))“ '
K6 =7 = (7@(%%)’ 565 (oo )

] (aq&i((]l,«f)) <]]'(X,OO)in>
(L&)  (Lx,o0), U)X, 0i)

) 0,00 ({1, &)) dx

. o0 . o
KWe=2c [ (%) (rso00s 9001 (@ + 110,000 (1, &) dx

Fix & € M{} and let z = (1, &). We first show that, for each i € 7, (z), K; is continu-
ous on M}) at &. Fix i € Z,(z). Suppose {£"},en is a sequence in M}J that converges to
& (weakly). We want to show that lim,,_, o K;(£") = K;(§). For kgl), by the continuity of
¢i(-) at z when z; 7% 0, and the fact that £" converges to & implying (1, £") — (1,£&), we
have lim,Hookl(l)(S”) = kl(l)(é). For kl@, we have (1(x 00), /") = (L(x,00), &) as n — 00
for almost every x € [0,00), (1,&') — z; # 0 and ¢;((1,£")) — ¢;({1,§)) as n — o0

(by the continuity of ¢; at z such that z; # 0), 7]1(" °°)> ge;

that (1(x 00), %) > 0, and fo (L(x,00), Vi) dx = (X,l?i) < 00, and so using the fact that

< v for all » € N and x such
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¢i({(1,&")) < maxjes C; for all n € N, we can apply the dominated convergence theo-
rem to conclude that limn_mokl@) (&M = kl@ (¢). For kl@) , we can also apply the dom-
inated convergence theorem to conclude that limn_)ookp)(f”) = kl@ (&). It follows that
K; = kgl) + kl@ + kl@, is continuous on ML at & fori € 7, (z). This proves the last statement
of the lemma.

Fori € 7\7Z (z), we will show that K; is upper semicontinuous on ML at &, where & =0.
For this, it suffices to show for {£"}, <N, a sequence in ML that converges to & (weakly), we
have limsup,_, . K; (") < K; (). Notice that k'" (£") < 0 and k® (67) < 0, while k!" (§) =
0 and k\? (£) = 0. It follows that limsup,, _, . (k' (") + k") < k(&) + k' (&). For
kl@ (™), the integrand is dominated by the integrable function x — v¥v; (o + 1)(L(x,c0), Ui)
and tends to zero as n — 00, since (L(x,0),&;") <z — zi =0 as n — o0. It follows by the
dominated convergence theorem that kl@) EH—>0= kl@)(é ) as n — oo. Combining, we see
that K; is upper semicontinuous on ML at&, fori ¢ 7, (2).

Since & € Mf) was arbitrary and any continuous function is upper semicontinuous, it fol-
lows that K; is upper semicontinuous on ML foreach i € Z. Furthermore, K =) ;.7 K; /(o +

1) is upper semicontinuous on ML, being a linear combination, with positive coefficients, of
such functions. [J

The following is a key lemma, proved in Section 6.1.

LEMMA 3.5. Given & € U,-9o M{,, with z = (1,&) and z; = (1, &;) for each i € I, we
have

(3.10) Ki(§) <«kiz

of —9i(2) Oi
i 10,00 (zi)-
( o +(¢>,-(z)>a) 0,00 (21)

Moreover, if Assumption 1 is satisfied, we have

G.11) IGEDS Ki( ) (pi — #1(2)) <0,

<i
€2y (2) ¢i(2)
where equality holds everywhere in (3.11) if and only if € € M, where M is defined in (2.13).

DEFINITION 3.4.  Suppose that Assumption 2 holds. Given a fluid model solution ¢ with
£(0) € U0 KL, foreach r > 0 and i € Z, define

K; (1) = Ki(¢(1))
= ;—;<_Ai(t)(1i )"

i

(3.12) oo /T (N a , i
+), (%’8) Ni(x)(‘ﬁé:? Nf(jf)tg?ﬂ»
o 1))1(0,00) (1) dx)
and
(3.13) ici(z)zL > Ki(@r) forallt>0.

i€T4 (1))
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LEMMA 3.6. Suppose that Assumption 2 holds. Let ¢ be a fluid model solution with

20) e Up=0 KL Then ICI-{, i € T and K¢ are real-valued, upper semicontinuous functions on

[0, 00). Furthermore, for each i € T, ICf is continuous on {t > 0:z;(¢t) > 0}.

PROOF. This follows immediately on combining Lemma 3.1 with Lemma 3.4 and the
continuity of ¢£(-) on [0, 0c0). [

3.2.3. Relationship between H¢ and K¢ .

THEOREM 3.1. Suppose that Assumptions 1 and 2 hold. Further suppose that ¢ is a fluid
model solution with £(0) € ,-¢ K£ Foreachi e, ICf (+) is integrable over |0, t] for each
t > 0 and the function ’Hf (+) is absolutely continuous with respect to Lebesgue measure on
[0, 00), with density le (+), and so

(3.14) H (1) — H; (0) = /0 t K:(s)ds foreacht>0.

Consequently, H¢ () is absolutely continuous with respect to Lebesgue measure on [0, 00)
and K* () is a density for H* (-). Furthermore, for each t > 0,

3.15 Kt ,-(Z"(t) " (o — A, 0,
(3.15) (z)sid%m)x A,-(t)) (01 — Ai(0) <

where equality holds everywhere in (3.15) if and only if ¢(t) € M. Hence H*(-) is nonin-
creasing on [0, 00), and is strictly decreasing at times t € [0, 00) where £(t) ¢ M.

The proof of Theorem 3.1 is given in Section 6.

3.2.4. The function F. One characterization of the invariant states for the fluid model that
we will give uses the following optimization problem. This optimization problem is similar
to one used by Kelly and Williams [14], who studied properties of the fluid model when ¥;
is exponentially distributed for each i € Z. The main difference in the form from [14] is that
in two places (one in the function F' and one in the constraint of the optimization problem
(3.16)), i from [14] is replaced by (x, v{) for i € Z. We now describe the optimization
problem.

For z € REF, let

1 Ki(Xv 196) 1
F(z) = > Llgot+l
@ a+1 “

o
ez Pi
For w € RJ*, consider the optimization problem

(3.16) minimize F(z) subject to Z Rjizi(x,0{)>w; forall j € J,and z € ]REL.
ieZ

In Section 3.4, we give several different characterizations of the set P, which features in the
characterization (2.13) of invariant states for the fluid model. One of these uses the optimiza-
tion problem (3.16). For w € R‘Iﬁ‘, let F(w) be the optimal value attained in the optimization
problem (3.16) and let A(w) be the optimizing value of z. These exist and are unique. The
following proposition gives properties of F. Its proof is the same as that of Lemma 6.3 of
[14] with diag({x, ©9¢)) in place of M= diag(ui_1 :i € 1), and we refer the reader to [14]
for the details. We note that this proof uses the fact that R has full row rank.
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PROPOSITION 3.1. The functions F : R‘l_* — Ry and A : R‘If — R}r are continuous. In
addition, F is a nondecreasing function, that is, for w, whe R‘_’;", ifw; < IT); foreach j € J,
then F () < F (7).

The nondecreasing property of F will be a key property for proving that our Lyapunov
function, when applied to a fluid model solution, yields a nonincreasing function of time.

3.3. Characterization of solutions for the optimization problems (2.3) and (3.16). The
first optimization problem considered here is (2.3) and the second is (3.16). We characterize
the optimal solutions for both problems below, so as to give an alternative characterization
of the invariant states. The idea of using these two optimization problems to characterize in-
variant states was employed by Kelly and Williams [14] when the file sizes are exponentially
distributed. Proposition 3.2, which characterizes the optimal solution for (2.3), is equivalent
to Lemma A.4 in [14]. Proposition 3.3, which characterizes the optimal solution for (3.16), is
similar to Lemma 6.4 in [14]. Both propositions are proved using Lagrange multipliers. For
the proof of Proposition 3.3, in the proof of Lemma 6.4 in [14], substitute (y, z?é) for ;- Vin
the constraints and in one place in F. The proof uses the fact that R has full row rank. We
refer readers to [14] for details of the proofs of these two propositions.

PROPOSITION 3.2.  Fix z € RL\{0}, where O is the origin of RL . A vector = (y; :i €
1) € O(z) is the unique optimal solution of (2.3), that is, v = ¢(2), if and only if there is
pE ]R‘_],_ such that

(3.17) pj<cj— > R,-iwi>=0 forall j€J,

i€Z4(z)
(3.18) > pjRji>0 foralli eI, (z),
jeJ
K 1/a
(3.19) v = zi<7> foralli e (z) and
Yjes PiRji
(3.20) > RjiYi <Cj forall jeJ.
i€I+(Z)

PROPOSITION 3.3.  Suppose Assumption 1 holds. For each W € R‘_{_*, a vector 7 € RI+ is

the unique optimal solution of (3.16), that is, z = A(W), if and only if there is p € R‘_': such
that for each i € 7,

(3.21) Z.—p(zjeJ*PjRji)”“
. i — P )

Ki

and for each j € Jy,

pj<ZRjizi(X,l?f)—ff)j)=0 and ZRjiZi(X,ﬁie)ij.
el iel

3.4. Further characterizations of invariant states. Under Assumption 1, recall the set of
invariant states M is given by (2.13) and P is defined in (2.11). Here, we characterize the set
P in two further ways, similar to Lemma 6.4 of [9], whose proof relies on those of Theorems
5.1 and 5.3 of [14].
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LEMMA 3.7. Suppose Assumption 1 holds. The following three conditions are equiva-

lent:

(i) zeP,
(ii) for some p € RI:, Zi =p,-(Kii Yjed. ijji)l/"‘foralli er,
(iii) z=A(2)), where wj(z) =Y ;7 Rjizi(x, Vf) forall j € Js.

PROOF. The proof is very similar to that of Theorems 5.1 and 5.3 of [14], with (x, ¥})

replacing ul-_l in two places for each i € Z. For (i) < (ii), one uses Proposition 3.2; and for
(ii) < (iii), one uses Proposition 3.3 in place of Lemma 6.4 of [14]. [

REMARK 3.7. The above characterization of P is slightly different from what is given by
Gromoll and Williams [9]. The latter uses w;(z) = ;7 R‘,-iz,-ui_l and p; !in the constraints
rather than w;(z) and (x, ¥7). Both characterizations are correct and although the difference
is subtle, we find that our form is more useful for our proofs.

4. Lyapunov function G and G%. In this section, we define the Lyapunov function G
on UJy,-0 Mf} and the function G¢ for any fluid model solution satisfying ¢(0) € U, ¢ K})

DEFINITION 4.1.  Given & € |, oM}, define

(4.1) G(E)=H (&) — F(W(®)),
where w;(§) = > ;e Rji(x, &) for each j € J, and F(w(£)) is the optimal value for the
optimization problem (3.16) with @ = w(§).

The following lemma is proved in Section 7.3. For part (ii) of this, let 5o denote the prob-
ability measure on R that has unit mass at the origin and define
4.2) Mr={¢e M': foreachi €Z, & =a;80 + biv¥f, wherea € RL and b € P},

where P is defined in (2.11).

LEMMA 4.1. Foreach v > 0;
1) G: ML — [0, o0) is continuous.
Moreover, if Assumption 1 holds, then for any & € - Mi:
(i) G(&) =0 ifand only if ¢ € M*.
DEFINITION 4.2.  Suppose that Assumption 2 holds. Given a fluid model solution ¢ with
2(0) € Up=o KL, define
(4.3) G =G(®)=H @) — E((¢c(t))) forallt>0.

REMARK 4.1. By Lemmas 3.1 and 4.1, G° (-) is well-defined and continuous on [0, 00).
5. Main results. The proofs of the next three theorems are given in Section 8.

THEOREM 5.1. Suppose that Assumptions 1 and 2 hold. Further suppose that ¢ is a fluid
model solution with ¢ (0) € U, KL. Then:

(i) G% : [0, 00) — [0, 00) is continuous,
(ii) foranyt>0,G%(t) =0 ifand only if ¢ (t) € M, and
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(iii) G¢ is a nonincreasing function on [0, 00) and at times t € [0, 00) where ¢(t) ¢ M,
G¢ is strictly decreasing.

THEOREM 5.2. Suppose that Assumptions 1 and 2 hold. Fix v > 0. For any fluid model
solution ¢ with £(0) € KL, G¢(t) decreases monotonically to zero as t — oo. Furthermore,
this convergence is uniform, that is,

(5.1) tl_l)rgo sup{G*(¢) : ¢ is a fluid model solution with ¢ (0) € KL} =0.

THEOREM 5.3. Suppose that Assumptions 1 and 2 hold. Fix v > 0. For any fluid model
solution ¢ satisfying £(0) € KL, £ (t) converges toward M as t — oo, uniformly for all initial
measures in Ki, that is,

(5.2) zl_l)rgo sup{d(¢(¢), M) : ¢ is a fluid model solution with £ (0) € K{)} =0.

Furthermore, given € > 0, there is § > 0 such that

sup{dy(¢ (1), M) : ¢ is a fluid model solution with
(5.3) £20
£(0) € K! and dy(¢(0), M) < 8} <e.

6. Proofs of Lemma 3.5 and Theorem 3.1.

6.1. Proof of Lemma 3.5. The following three propositions are needed for our proof of
Lemma 3.5. They are nearly the same as Lemmas 1, 2 and 3 in Section 5 of Fu and Williams
[6] (with o; = & for all i € Z in [6]), which are similar to Lemma 1, a result in Section III.C,
and Lemma 5, respectively, of Paganini et al. [20]. Beyond what is covered by these prior
works, for Proposition 6.3, we add a condition for equality in the inequality. We indicate the
reasoning for that here and leave the reader to consult [6] for the proofs of Propositions 6.1,
6.2 and the rest of Proposition 6.3.

PROPOSITION 6.1. Fix z € RL. Recall that ¢ (z) is the unique maximizer for the opti-
mization problem (2.3). Let { € RI+ such that yr; > 0 foralli € 1, (z) and Y ;7 Rji¥i < C;
forall j € J. Then

6.1) 3 K,~U/<¢" @)(wi — ¢1(2)) <0,

i€y (z) <

where U’ is the derivative of U on (0, 00).

PROPOSITION 6.2. Let g(s) =s%((a+1)q — bs) for s = 0 where a, b, q are fixed strictly
positive real numbers. Then g has a unique maximum of(aq )q ats = %.

PROPOSITION 6.3. For any strictly positive real numbers, a, b, q, we have

6.2) _£+b_a_(a+1)u

where equality holds if and only if g = b.

PROOF OF WHEN EQUALITY HOLDS IN (6.2). The inequality (6.2) comes from the fact
that the tangent line to the graph of y = x“*! at x = ¢ is a lower support line for the graph.
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It follows from the strict convexity of x — x“*! that this support line touches the graph only
at x = ¢, and hence the inequality in (6.2) is strict for all b # g.

PROOF OF LEMMA 3.5. We first prove (3.10). Since both sides of the inequality are zero
when z; = 0, it suffices to consider the case where z; > 0. In this case, we have

P Ki(§) = —ki¢i(2)z]

e, <1]ll<(<:)) gﬁ)) ((‘”Dp "_aqbzii(Z) <<$<t,;),’§?>>“ Nitx) dx

63) < ki ()2 + fo (%)ammﬁmdx
pq+1

6.4 =kizi | —¢i(z) + — ),

©4 i ( 1@+ G

where we used Proposition 6.2 with a = «, g = p;, b = %F) for z; > 0 to obtain the in-
equality, and the fact that f;° wiNi(x)dx =1 for the last equality. We note here that the
inequality in (6.3) is strict unless (1(x o), &i) = ¢ (2) (L(x,00), ¥f) for all x € Ry ; this follows
for x € R4 where N;(x) > 0 by the uniqueness of the maximum in Proposition 6.2, and the
relation automatically holds for x where N;(x) = 0, since {(L(x,00), ¥{) = 0 for such x and
£ e M! for some v > 0. Thus,

¢Z(Z) Pi
6.5 K; ,
(6.5) (§)<Kzl( e +(¢,’(Z))°‘)
@i (z)
6.6 ; 1 ,
(00) Swagi ot )<¢l(>)“

where the last step follows by Proposition 6.3 with a = «, b = ¢;(z) and ¢ = p;. We note
here that by Proposition 6.3, the last inequality is strict unless ¢;(z) = p;. The inequality
(6.5) yields (3.10).

Assuming that Assumption 1 holds, we shall now use inequality (6.6) to prove (3.11), and
we shall use the conditions for equality in (6.3) and (6.6) to determine conditions for equality
in (3.11). Fori € 7, (z), U (¢’ (Z)) =( % (Z))“. Furthermore, p has positive components and
satisfies ) ;7 Rj; p; < C; for all j € J, by Assumption 1. Then, by (6.6) and replacing z, v,

¢ (2) by z, p, ¢ (2), respectively, in Proposition 6.1, we obtain

6.7) K(é)—a Y K@©< Y K,(ﬁ) (01 — $i(2)) <0.

i€Zy(z) i€Zy(2)

Hence (3.11) holds. By the conditions for equality in (6.3) and (6.6), the first inequality in
(6.7) is an equality if and only if (1(x o), &) = qﬁi(z'zf’) (L(x,00), ¥f) for all x e Ry and ¢;(z) =
pi, foralli € 7, (z). Noting that z; = 0 for all i ¢ 7, (z), it then follows that K (§) = 0 if and
only if forall i € Z, (1(x,00). &) = z,-ﬁf(x) for all x € R, where z is such that ¢;(z) = p;
for all i € Z4(z). Furthermore, if (1(x o), &i) = z,-ﬁf(x) for all x € Ry, then (10,00, &i) =
ziﬁf (0) =z; = (1, &;), which implies that (1q), &) = 0. It follows that K (§) = 0 if and only
if foralli € 7, § = z;19{, where z is such that ¢;(z) = p; for all i € Z (z). In other words,
K (&) =0if and only if £ € M, as defined in (2.13). O
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6.2. Smooth approximation of measures. We use an approximation argument to prove
Theorem 3.1. An approximation argument was also used by Fu and Williams [6]. Conse-
quently, some propositions and proofs are the same as in [6] and we record those results
here without proof. We focus on the details that differ from those in [6]. For each positive
integer n, let ¢, € C2°(R) be such that ¢, > 0, ¢,(x) =0 for all x € (—o0, —%] U [%, 00),
©n(x) = ¢, (—x) for all x > 0, and [ @,(x)dx = 1. Given § € M and n € N, let £" be the
nonnegative, absolutely continuous Borel measure on R whose continuous density is given
by

6.8) dy(x) = /R on(x — VE(y) = /R on(y — 0E(y) forx € Ry,
+ +

where we have used the symmetry of ¢, for the last equality. Note that d,(-) is in C;°(R4),
since ¢, is infinitely differentiable with compact support and £ is a finite measure on R .
For any bounded, Borel measurable function f defined on R, let (f * ¢,)(y) = fR+ on(y —
x) f(x)dx for y € R. Then, by Fubini’s theorem,

(6.9) (f.6") = /R F@) fR on(y — VEY) dx = {f % o, E).

The next two propositions are the same as Lemmas 9 and 10 in Section 6 of [6], where the
first of these is proved by an argument similar to that in Lemma 7.12 of Puha and Williams
[23]. We refer the reader to [6, 23] for the proofs noting that they do not rely on whether the
fluid model is in the strictly subcritical regime or not.

PROPOSITION 6.4. Let £ e KNMj. For eachn € N and x € R, we have

(610) <1(X+%,OO)’ S) S (]l(x,oo)a §n> S <ﬂ((x—%)+,oo)’ S>’

(1,§) (1,8)
n

(6.11) (x.8) — <(x.§") = (x. &)+ P

Furthermore, we have £" € A for each n € N and as n — oo,
(6.12) §" 5§ and (x.§")— (x.8).

Given a fluid model solution ¢, for each t > 0O and i € Z, let {¢]'(1)}72 | be the approximat-
ing sequence of measures for ¢; (¢), as defined above with ¢; () in place of &. Similarly, define
" foreachi € 7, n € N. For any positive integer £, let Cp ¢ = {g € CIL(RJF) :g=0o0n]|O0, %]}.
For g € Cp¢ and all n > ¢, we have (g * ¢,)(0) =0 and (g * ¢,)'(0) = 0. It follows that
g * ¢, € C, where C is defined in (2.4). For each positive integer n,i € Z,t >0 and x € R,
let 9/"¢ be the excess lifetime distribution for ¢", and

M) = (Lo FO) Ni ) =(Loe ) N @) = (L0091,

We note that 9, has density N; (-)/(x, 97).

The following proposition shows that for all n sufficiently large, (¢, x) — W;’n (x) satisfies
a transport partial differential equation with nonlinear, nonlocal coefficients on intervals of
time where z; () is not zero and on intervals for x that are bounded away from zero.

PROPOSITION 6.5. Assume that ¢ is a fluid model solution. Suppose that i € T and 0 <
a < b < 00 are such that z;(t) # 0 for all t € [a, b]. Then, for each positive integer £ and all
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n>{¢,t— M;" (x) is continuously differentiable on [a, b] for each fixed x € Ry, and x —

Mﬁ’n(x) is continuously differentiable on [%, o) for each fixed t € [a, b], and furthermore,

oM," (x) A1) aM," (x)

©.13) ar zi(t) ox

+ v N} (x),

fort €[a,bl, x =1, where the partial derivatives with respect to time at t = a, b are from
the right, left, respectively, and the partial derivative with respect to x at x = 1/ is from the
right.

REMARK 6.1.  From (6.8), for each fixed ¢ € [0, oo), the measure /() on Ry has a
continuous density function given by

(6.14) mi’"(x) = / on(y —x)¢i(t)(dy) forall x e R;.
Ry
For any fixed x e R4, t — w = —mi’"(x) (where the derivative at x = 0 is from the
right) is continuous on [0, 00), because the fluid model solution ¢; is continuous as a function
aM," (x)

of time. It follows that (¢, x) — is separately continuous in ¢ and x, and hence is
Jointly measurable on [0, 00) x R. Via (6.13), this implies joint measurability of (¢, x) —
w on [a, b] x [%, oo) for any n > £ > 1 when z;(¢) # 0 for all ¢ € [a, b]. Furthermore,
from (6.13) and (6.14), we have foranyn > £ > 1,1 € [a, b] and x € R,

OM," ()| _ A1), ., -
(6.15) ‘ a7 < s |—mt (x)|+v,Ni (x)
(6.16) < Ai(t) sup @, (») + vi N (x).
yeR

It follows that (¢, x) — aMs ; (x) is measurable and integrable over the interval [a, b] x [%, 2]

for each fixed n > ¢ > 1. These measurability and integrability properties will be needed for
a use of Fubini’s theorem in the proof of Theorem 3.1 below.

LEMMA 6.1. Suppose that © € KX and ¢ is a fluid model solution with £ (0) € KI N M{
Forany 0 <a <b < oo, for each i € L, we have the following uniform bounds:

(6.17) sup sup sup ﬁi’"(x) < sup z;(t) < oo,
neNtela,b] xeR4 t€la,b]
(6.18) sup sup (x,¢'(1) < sup (w;(r) +zi (1)) < o0.
neNtela,b] tela,b]

In addition, for each i € I, as n — o0, /' (1) 560, vl 59, (X, o) — (x, 04), 9"° 5

vy, M;’n(x) — ﬁi(x), Nlr-l(x) — N;(x) and N?’e(x) — Nf(x)for each x € [0, 00).

PROOF. By Proposition 2.2 and Remark 2.3, ¢(t) € KI N M{ for each r > 0, and
by Proposition 6.4, for each i € Z, n € N, t > 0 and x € Ry, we have M;’n(x) =
(Lir,000 E1(1)) < M ((x — %)Jr) < z(t) and (x,¢"(#)) < w;(t) + z;(t). Since z;(-) and

w; (+) are continuous, it follows that for any 0 < a < b < oo, W;’"(x) and (x, ¢ (1)) have
uniform bounds for all # € [a,b], n € N and x € Ry. Furthermore, by Proposition 6.4,
&) =5 (1), 9 5 9 and (x,9") = (x, %) as n — oo. It follows, since ¢;(¢) € K
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and 9; € K, that M," (x) — M,(x) and N, (x) — N;(x) for each x € Ry as n — oo,
and the density N?(-) /{x,v]") for 191-” "¢ converges everywhere on R to N;(-)/{x,9;), the
density for ¥/, as n — o0. Since the last sequence of densities is eventually dominated by
2N;((-— D) /(x, ¥;), which is integrable on R, it follows by dominated convergence that
z?i" e B ¥{ as n — oo, which implies, since N?(-) is continuous, that N:l’e(x) — Nf (x) as
n— oo forall x € [0,00). O

The following lemma is used to control x — Aﬁlﬁeg; uniformly in n.

LEMMA 6.2.  Suppose Assumption 2 holds and that ¢ is a fluid model solution with

£(0) e K'nMj. Let0<a<b<ooand1EIbesuchthatMéxi

t € la, b], for some v, p € (0, 00). Then there is nqp € N (depending only on a, b, Cy and

Vi) such that for all n > n, p, we have = e( x) <2vuupforallx e Ry andt € [a,b].

N7 () ™

< uvup forall x e Ry and

PROOF. By Proposition 6.4, we have for ¢ € [a, b], x € Ry,

M," () _ (Lo &) _ Pia=brroo GOIOF)
NOCO) (Lo 977 = [ Mooy ) dy
eyt neys GOV 00

<
o fxoj_lm(y,oo)»ﬂi)dy

(6.19)
(X, l?ln) <]l((x—%)+,oo)’ Gi (t»

B (x, %) Cﬂ'((x—%)"’,oo)’ ﬂf) - <]]'((x—%)+,x+%)’ ﬁf)

6O abyr o0 SOV Ly o) 07
0 1= (L tyr s 1) O AL 1y o) OFD)

Note that lim,,—, oo (<X ?9 = 1. For the other term in (6 19), the numerator is bounded above by

(x 0)» i)

vg,p and for the denominator, by Assumption 2, o 196)

that

< Cy for all x > 0, which implies

x+% (1(y,m)sﬁi)
<1((x—%)+,x+%)’ﬁie> f(x_%)Jr (x,9) d

Lia-tyrioo ) mdyr o0 U
= Ma-dyt oo O1)
=000 P (1)1 s P)
2Cy
n{x,vi)
Thus for all sufficiently large n (not depending on x), the denominator of the second fraction

on the right-hand side of (6.19) is greater than 2/3 (for all x € R ). It follows that for all
sufficiently large n (depending only on Cy and ¢;),

—i,n

M, (x)

—n,e
i

<2vu,yp foralltela,b], xcR,.
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6.3. Proof of Theorem 3.1. The following proof is similar to a combination of the proofs
of Theorem 1 and Corollary 1 in Section 4 of [6] with (p, 0) in place of (0, §) there. However,
since we are now in the critical case, rather than the strictly subcritical case, some aspects in
our proof are more delicate and require different justifications due to the more singular form
of the Lyapunov function considered here. In addition, our development of conditions for
equality to hold everywhere in (3.15) is new.

PROOF OF THEOREM 3.1. Assume that the hypotheses of Theorem 3.1 hold. Since
¢(0) e K{, for some v > 0, we have by Lemma 3.1 that ¢(¢) € K{)t* for all + > 0, where
v/ is given in Lemma 3.1. Hence, ¢ () € KIN M{ for all ¢ > 0. It follows that for each i € 7
andr >0, x — M; (x) is continuous and integrable with respect to Lebesgue measure (with
integral equal to (x, &;(¢)) < oo) on R,. Also, under the assumptions on ¥;, including As-
sumption 2, we have that ©%; € K and x — N;(x) is continuous and integrable with respect to
Lebesgue measure (with integral equal to (x, ¥%;) < o0o) on Ry.

Fix i € Z. By the upper semicontinuity of IC;:T (-) (see Lemma 3.6), this function is Borel
measurable on [0, 7] for each ¢ > 0. To prove the absolute continuity of ’Hf (), it suffices to
prove that ICI-C () is integrable over [0, #] and that (3.14) holds, for each # > 0.

We first prove that if 0 < a < b < oo such that z;(s) # 0 for all s € [a, b], then ICf (-) is
integrable on [a, b] and

b
(6.20) H; (b) — H; (a) = / K (s)ds.

Assuming we have such a < b, note that by the last part of Lemma 3.6, ICf is continuous on

[a, b], and hence integrable there. To prove that (6.20) holds, recall the form of IC? (-) from
(3.12). Using the facts that A;(-) <max; Cj; z;(-) is bounded on [a, b], being continuous
~ (()) < vy forall s € [a, b], by Lemma 3.1; % is bounded on [a, b] since z; (-) is
continuous and strictly positive there; and fo Ni(x)dx = (x, %) = pLi_l < 00, we see that
by dominated convergence,

there;

b . b
/a }Cf(s)ds:—;—l;/;z Ai(s)(z,-(s))ads

6.21) Ki. (Mls Oc))“(—Ai(S) M (x) aN;(x)
+€1_1’n;°pz / f N; (x) zi(s) Ni(x) (X, )

+vi(a+ 1)N; (x)) dxds.

Now, for positive integers £ and n > £, by Assumption 2 and since {(s) € KI;:, we have ¥; €
KNM;j and ¢;(s) e KNM; for all s € [a, b]. Then by Lemma 6.1, we have that asn — 0o,
(X, 91 = (x, ) >0, Ni (x) = N;(x), N; “(x) = N; (x) and M;" (x) — M, (x) for each

x € R4, s € [a, b]. Furthermore, for s € [a, b], since {(s) € KI*, we have NS(( ))

X g R4, and then by Lemma 6.2 there is a positive integer nu » such that for all n > ng p,
Aﬁ[n egx; <2uvj for all x e Ry and s € [a, b]. It then follows by the dominated convergence

theorem (using the fact from Proposition 6.4 that N i (x) < N;((x — 1)), where the latter is

< vb for all
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integrable over x € [l, £]), that for each fixed positive integer £,
g 7 P g

[ () (G M0N0 g s

(6.22) . / / (M (x)) (—A,«s) M," (x) aN'! (x)

‘(x) zi(s) N;(x) (x, 07)
+ v (a + I)N? (x)) dxds.
Using integration by parts on the first term in the integral in (6.22), and the fact that

S W) a; ()

ox TN ey, o)

the last line in (6.22) is equal to

lim (/ab(A"“))[ " () ()]

n—oo Zi(s)

bt M )N (i) OM," () |
+(a+l)/a /%(N?’e(x)> (z,-(S) ax Uil (x)>d“ls>

— lim (fab(A"(”)[ (32," () (N ()]

n—0o0 Zi(s)

b ot Mi,n o aﬁi,n
ra+n [ [ (_;ie(x)) ( : (x))dxds),
a Jg AN;" (x) ds
where we have used Proposition 6.5 for the last equality. By Fubini’s theorem, the above
is equal to the expression immediately below. For this use of Fubini’s theorem, the joint

measurability and absolute integrability of the integrand for each fixed n > max(n, p, £ 4+ 1)

follow from Remark 6.1 and the fact that 5 eE i <uvj forall x € [ 7t s €la, b].

b . —i,n a+1 a+l
. </ (Al(s))[_(”ﬁn g@)) N (M ") ]ds
n—-oo\ J, zi(s) (Ni’ (g))(x (Ni (Z))a

¢ Sl o Sl o ~.€ —a
(T3 )™ = (" o) < o)
I3

ds

~p— 0

(6.23)
ds

~p— S

(6.24)

b /A T e+l (7 (Lyyetl
:/ (AZ(S))[_ (Mlgg)) n (M—SEEP }ds
zi (s) (N; (£) (N; (7))

b i o S Vil o —e —a
+ [, (00 = (o) ;)

where we have used dominated convergence, prov1ded by Lemmas 6.1 and 6.2, to pass to

the limit for the last equahty Note that as £ — oo, M {0 —0, M ( ) — zi(s), N ( )—1
M

and M, (x) < zi (). ﬁgg;

M, (x)

| N7 (x)

<uvj forall s € [a, b], x € R;. Combining this with the fact that

fors =a,b

<wvjy forall x e Ry and x — Wi(x) is integrable on R, we see by
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dominated convergence that as £ — oo, the above expression converges to

b Ai(s) ) a+1 o —i a+1 —i a+1\ 7€ —a
625) / (Zi (s))(z,(s)) ds + fo (V' (0! = (3. ()Y (N (1)) ™ dix.

On substituting the above into (6.21), we obtain

b , b . b ,
¢ ki ' RV Ki Az(S)> el
/a IC; (s)ds = e /;l Ai(s)(zi(s))" ds + e /a (Zi © (zi())“ " ds
(6.26) + z—;/() ((MZ(x))““ _ (HZ (x))a+1)(ﬁf(x))—a dx

=M (b) - H; (@),

as desired.

We now turn to proving that ICf () is integrable over [0, ¢] and (3.14) holds for each ¢ >
0. This clearly holds for + = 0, so we consider ¢ > 0 fixed. If z;(s) # 0 for all s € [0, 7],
then the result follows immediately from what we proved for (6.20) with a =0 and b =t.
So we only need to treat the case where z;(s) = 0 for some s € [0, ¢]. Assuming this, let
s* = inf{s € [0,¢] : zi(s) = 0} and * = sup{s € [0,7] : z;(s) = 0}. Then 0 < s* <r* <1,
zi(s®™) =z;(#t*) =0 and z;(s) > 0 for s € (0, s*) U (t*, ). (Note that the interval (0, s*) is
empty if z;(0) = 0 and (¢*, ¢) is empty if z; (¢) = 0.) In any event, we can write the open set
’77 ={s € (0,1) : zi(s) > 0} as a (finite or countable) union of disjoint open intervals:

(6.27) 7' =(0,5) U <U(sn, zn)> U (t*,1),

n

where U, (s, 1) C (s*, t¥) and z; (s,,) = z; (t,) = 0 for each n.
Recall the definitions of kgl), k§2), kl@ from the proof of Lemma 3.4. For all s > 0, let

1

KD () =k (£(9)) = —kip *Ai(s) (2 ()",

Mo\ ah(s)
PO, ) o0
N; (x) zi (8)(x, Ui)

26 =k (c6) = —xip® [ ( 10,00 (i (5)) dx,

M, (x)
N; (x)

K06 =K c0) =xip v+ 1) [ () W10, ) dx.

Then we have |k} (s)] < ki p; *(max e C;) supgo.(zi(s)? for s € [0, £], which implies
that fjg,; Ik ()| ds < co. By Lemma 3.1, [k (s)] < xip; * (o + Dv; ()% (x, 9;) for s €

[0, ¢], which implies that f[O,t] Iki(S)(s)I ds < 00.
For each fixed n, equation (6.20) gives that for any [a, b] C (sp, t,),

/ kD (s)ds + / k2 (s)ds + f k3 () ds = HE (b) — HE ().
[a,b] [a,b] [a,b]
Thus,

—/ ki(z)(s)ds:/ kl.(l)(s)ds+/ kP (s)ds + HE () — HE ().
[a,b] [a,b] [a,b]

By the continuity of ’Hf (+) established in Lemma 3.3, as a — s, and b — t,,, Hf (b) —
Hf (t,) =0 and Hf (a) —> ’Hf (s,) = 0. It follows from the above and since kl-(z) (s) <0 for all



CRITICAL FLUID MODEL FOR BANDWIDTH SHARING 1887

s > 0, that
A )Mpcﬂdw=—l K 6)ds
Snstn Snsln
(6.28) = kD (s)ds + / k) () ds 4+ H (s2) — H (1)
(Snstn) (Snstn)
_ kD (s)ds + / kP (s)ds.
(Sn»tn) (Sn»tn)

In a similar manner, we can obtain

A)W%MM:i&)#%Ms
,s* 5

— [ D)yas+ / kD (s)ds + HE (0),
(0,s*) (0,s*)

(6.29)

since Hf (s*) =0, and
/ k2 ()| ds = —/ kP (s) ds
(t*.1) (t*.1)

(6.30)
kl.(l)(s)ds+/ kD (s)ds — HE ().
(t*,1)

)

since ”Hf (t*) = 0. Hence using the integrability of ki( D and kl@ on [0, ¢], the fact that kl.(z) is
zeroon (0,¢)\ 7' and nonpositive on 7,, together with the disjointness of the intervals in the
representation (6.27) for 77, we have f(o,z) Ikl-(z) (s)|ds < oco. Thus, ICf = kl.(l) + kl-(z) + ki(3) is
integrable on (0, ¢), and by (6.28)—(6.30), we have

6.31) f K:(s)ds =0 for eachn,
Sn»tn

(6.32) f K (s)ds = —H; (0) and / K (s)ds = H; (1).
(0,s%) (t*,1)

Combining all of the above, and using the integrability of ICf on [0, 7], the fact that ICZ.{ () 1s
zero on (0, t)\77 and the disjointness of the intervals in the representation (6.27), we have

fothf(s)ds =v/(07s*)le(s)ds +;/(

Snstn

/Cf(s)ds+/ le(s)ds
) #*,1)

= —H{ (0) +0+H! (1),

which is the desired result (3.14).
The inequality (3.15) follows immediately from Lemma 3.5 with £ = ¢(¢) where ¢(¢) €
K{}* C M})*. By Lemma 3.5, equality holds everywhere in (3.15) if and only if () € M. The
t t

nonpositivity of ¢ (-) yields the nonincreasing property of ¢ (-), and the fact that K¢ (1) <0
at times ¢ € [0, c0) where ¢ (¢) ¢ M yields that ¢ (-) is strictly decreasing at such times. [J

7. Properties of workload, H, F, G and total mass for fluid model solutions. In this
section, we develop some properties of fluid model solutions and the relationship between H
and F that will be needed for the proofs of our main results.
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7.1. Properties of workload.

LEMMA 7.1. Suppose Assumption 1 holds and ¢ is a fluid model solution satisfying
w;(0) < oo foralli € . Thent — W;(¢(t)) is a nondecreasing function on [0, 00) for each

j € Js.
PROOF. For j € Ji, by (2.6), Definition 2.1 and Assumption 1, we have for each ¢ > 0,
J(E@®) =D Rjiwi(1)

iel

= ZR]l<w, (0) +/ — Ai(8))L0.00)(zi (s))ds>

iel

=B;(¢O) + Y Rjipit — Y Rjiti(t)

i€l i€l
=;(£(0)) +u;().
The desired result follows from the fact that u ;(-) is nondecreasing, by Definition 2.2(ii) for
a fluid model solution. [J
LEMMA 7.2. Suppose Assumptions 1 and 2 hold. Let v > 0. Then, for any fluid model
solution ¢ satisfying ¢(0) € Kf), we have

(7.1) supmax w; (1) < By,

t>0 1€
where By, is a finite, positive constant depending only on v, «, p, &, (x, U¢).
PROOF. FixieZ andt > 0. Then
©—
w; (1) =/ M,(x)dx
0

e [ M) N
72 =te07) | Ne) (1. 95)

. ooMﬁ(x)>a+1Nf(x) )L
5<X”’i>(/o (Nf(x) 00

where the last inequality follows from Jensen’s inequality, since x z;“) is a probability density

(for the probability measure (7)¢). We observe that the last line in (7 2) equals

(7.3)

(pf“ﬂf () {x. )" ) T
Ki

By the definition of H?¢ (-), ”Hf (1) < (o + 1)H®(t). By Theorem 3.1, H¢(-) is nonincreasing

and so H? (¢) is bounded above by #¢ (0), and hence (7.3) is bounded above by

(p, @+ DHE O (x. 95)° ) o _(p, e, Dot 3 f/‘k>) |

ki

i ke 'Ok

where we have used the fact that £ (0) K}) for the last inequality. The desired result follows
because i € Z and t > 0 were arbitrary and by taking the maximum overi € Z. [J
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7.2. Relationship between H and F.

LEMMA 7.3. Let& € J,-oML. Then
(7.4) F(w(§)) < F(2) < H(),

where Z; = X é’ forz €Zand wj(&) =Y icr Rji(x. &) for j € Ty If, in addition, Assump-
tion 1 holds then the inequalities in (7.4) are all equalities if and only if & € M*.

PROOF. We have

HeE = 3 K0 00) fooo<<11<x,oo>,s,->)“+l N

ieT (a + 1)101(1 <1(X,OO)7 ﬁf) (X’ ﬁf)
0e) o~ (1 JE; N¢ a+1
(7.5) Z i {x. (/ .00 glg ’(xe) dx) by Jensen’s inequality
(Ol + 1)/0, 0 <]l(x,oo)’ 19,' ) (X 0,' )

o« kilx ﬂe)((xfﬁ)““
§(a+1)p, (X, )
=F(Q)

(7.6) > F(W(5)),

where the last inequality follows because w(Z) = w(&) for w(-) defined as in Lemma 3.7, and
so 7 is feasible for the optimization problem (3.16) for which F (w(£)) is the optimal value.
The stream of inequalities above establishes (7.4).

We now assume that Assumption 1 holds and characterize when equality holds everywhere
in (7.4). By the sharp version of Jensen’s inequality, equality holds in (7.5) if and only if

% is a constant for x € R such that N? (x) # 0. It follows that equality holds

in (7.5) if and only if for each i € Z, § = a; 80 + b; ¥ for some a;, b; € [0, 00). For & of this
form, Z =b = (by, ..., by). The inequality in (7.6) is an equality if and only if Z is the optimal
solution for the optimization problem (3.16) with @ = W(§) = w(Z), that is, Z = A(w(2)). It
then follows from Lemma 3.7, which requires Assumption 1, that the inequality in (7.6) is an
equality if and only if 7 € P. Hence, by the definition of M™*, both inequalities in (7.4) are
equalities if and only if £ € M*, as defined in (4.2). O

X —

7.3. Properties of G: Proof of Lemma 4.1. PROOF OF LEMMA 4.1. For (i), fix v > 0.
Ifé&e ML, then H (£) is finite and w; (§) < v(x,?¥) < oo foralli € Z, and so W;(§) < o0
for each j € Ji, since |Z| is finite. It follows that G (&) is well-defined and finite. By
Lemma 7.3, G(&) > 0. For the continuity, suppose {&,},cN, & are in M{J and &, ey & as
n — 00. Then (L(x o), &n) = (L(x,00), &) for almost every x € Ry where (1(x 00),&n) <
U(1(x,00), ¥/) for each n and x, and so it follows by dominated convergence that w; (§,) =
1o (L x,00)s n) dx = wi(§) = [37(L(x,00). §) dx and W (&,) — W;j(§) as n — oo for each
i €7, j € Ji. It then follows from the continuity of H on ML (see Lemma 3.2) and of F on
Ri* (see Proposition 3.1) that G(&,) — G(§) as n — oo. Hence G is continuous on M{,.

For (ii), assume that Assumption 1 holds and suppose that £ € M}j for some v > 0. Noting
that G(§) = 0 if and only if equality holds everywhere in (7.4), we conclude from the last
part of Lemma 7.3 (which assumes that Assumption 1 holds) that G(£) = 0 if and only if
EeM*. O
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7.4. Property of total mass. The next lemma is an important element in our proof of the
convergence of fluid model solutions to the invariant manifold. The proof, in part, uses some
ideas from the proof of Lemma 5.1 in the paper of Puha and Williams [23] for a critical
fluid model of a single class processor sharing queue. However, the proof given here also has
new elements needed to treat general bandwidth sharing policies, which allocate bandwidth
to routes in a utility-based, state-dependent manner, whereas for the single class processor
sharing queue situation treated in [23], the bandwidth allocated to the class is always one.

LEMMA 7.4. Suppose Assumptions 1 and 2 hold. Fix v > 0. Then, for any fluid model
solution ¢ with ¢(0) € K{}, we have

(7.7) supmax z; (7) < By,

t>0 iel
where z;(t) = (1,¢i(t)), i € Z, t >0, and B, is a finite, positive constant depending only on
v,o,v, 0, R,C,k, (x,0°).
PROOF. Itis apparent from the form of the objective function in the optimization problem
(2.3) that we have the scaling property:
(7.8) ¢i(rz) =¢i(z) forallieZ, ze Ri and r > 0.

Fix v > 0. Consider a fluid model solution ¢ with ¢ (0) € Kfj By Lemma 7.2, we know
that

(7.9) (x.i())<B, forallt>0,icT.

Let v* = max;<7 v; and

1 3
(7.10) y:mi%lmin{qs,-(z):zeRL, 2k < 5for allkeI}
IAS]

Zz_4

We note from the properties of ¢ described in Remark 2.1 that, for eachi € Z, ¢; is continuous
and strictly positive on the compact set

{zeRL:ziz

1 3

Z’Zk < 7 for all k EI},

and so y > 0. Furthermore, from the scaling property (7.8) of ¢, we have that for each a > 0,
3

(7.11) y =mi%1min{¢i(z) 1z € Ri,zi > %,zk < 7a for all k eI}.

Let 8 = Buv” and f(x) =x2—6Bx + B2. The quadratic function f has two roots, the largest

ofwhlchlsx = (3+2«/_) and so f(x) > 0 for x > x* Leta —max(u x*), L= (a* —
B)/2v*, and b = a* +v*¢. Then f(a*) >0, £ > 0,v*¢ < % and b* < 3¢,
We shall prove the following: forn =0, 1,2, ..., foreachi € Z,

(7.12) zi(nf) <a* and
(7.13) zi(t) <b* forallz € [nl, (n + 1)€].
Once this is proved, we obtain that
(7.14) sup supgz;(r) <b*,
t€[0,00) i€

and the desired result holds with B, = b*.

We shall prove (7.12)—(7.13) by induction. Before commencing that proof, we first prove
some preliminary estimates that hold for all n =0, 1, 2, .. .. For this, fix n € {0, 1,2, ...} and
i € Z. We consider two cases:
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(D zi(s) #0forall s € [ne, (n+ 1)€],
(ID) z;(s) =0 for some s € [nf, (n + 1)£].

In case (I), by Proposition 2.3, on setting x = 0 in (2.15), we have for ¢ € [n€, (n 4+ 1)£],
t

40 = W0 =W, (She, ) +vi [ Ni(Si,) du

n

(7.15) <My (Sk,,) +v*e
Silét_i
"M (x)d
(7.16) < Jo i”ﬁ(x) T e,
SnZ,t
(nt
(7.17) < w(" -

né,t

where we used the nonincreasing property of Mie(') for the inequality in (7.16). Setting

t=(m+ 1)¢1in (7.17), we obtain
;(nt B

(7.18) zi((n+1)¢) < ;1)’(4”)-1—1)*65 i7U+v*£,

nt,(n+1)¢ SnZ,(n+l)Z

where we used Lemma 7.2 for the last inequality.

Furthermore, in case (I), if z; (n€) < a™*, then by (7.15), since M; ¢(+) 1s nonincreasing, we
have for all ¢ € [n€, (n 4+ 1)£]:

(7.19) 2i(6) < M, (0) + vl < a* +v* 0 = b*.
Hence, we see that in case (I), (7.13) follows once (7.12) is proved.

In case (II), by Proposition 2.3, for ¢ € [n€, s9) where 5o = inf{s > nf : z;(s) = 0}, if
z;(n€) < a*, then

(7.20) zi(t) < z;(nf) +v*e
(7.21) <a*4+v* =>b",

and for any ¢ € [sg, (n + 1)£], either z;(¢) = 0 or z;(t) > 0 and by Remark 2.7, for s; =
sup{s € [n¢, 1) : z; (s) = 0}, we have

t__ R
() = v / Ni(x+Si,)du
St

(7.22) <v*

<b*.
Thus, in case (II), if z; (n€) < a*, then z; (t) < b* for all ¢ € [nf, (n + 1)£].

Combining all of the above, we see that in either case (I) or case (II), (7.13) follows once
(7.12) is proved. Also, in case (II),
(n+1)e__ .
DO v [ Nilx+S,,)du
S(n+1)¢

(7.23) <v*

a*

<—.
-2
We now proceed to the induction proof. Consider first the case of n = 0. Fix i € Z. Then
by the definition of a*, z;(0) < v < a™*, and from the consideration of cases (I) and (IT) above,
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it follows that z; (r) < b* for all ¢ € [0, £]. Thus, (7.12) and (7.13) hold for n = 0 and since
i € 7 was arbitrary, they hold for all i € Z for n = 0.

Suppose now for the induction step that (7.12) and (7.13) hold for some n > 0 forall i € Z.
We desire to prove that these inequalities hold with n 4 1 in place of n for all i € Z. For this,
fix i € Z. By the consideration of cases (I) and (II) above, we know that it suffices to prove
(7.12) holds with n + 1 in place of n, since (7.13) follows once (7.12) is proved with n + 1
in place of n. We consider two cases:

(i) zi(s) < 9 for some s € [n€, (n + 1)€],
(i) zi(s) = & forall s € [n€, (n + 1)¢].

Consider case (i) first. If z; (s) = 0 for some s € [n€, (n + 1)£], then we are in case (II) and
by (7.23), we have that z;((n + 1)£) < a*/2 < a* and then (7.12) holds. On the other hand,
if z;(s) # 0 for all s € [n€, (n + 1)£], then by Proposition 2.3 we have

» b
zi((n+1)€) <M, 1), (0) =M (Sl (o) TV / Ni (S ug1ye) du

n

<zi(ty) +v*¢
(7.24) i{tn)

a*
<
=77

<a®,

a
2

where 1, = inf{s > nf :z;(s) < %}. Thus, (7.12) holds with n + 1 in place of n in case (i).
Now we suppose that we are in case (ii). Then we are also in case (I), and by (7.18) we
have that

¢ B
(7.25) w10y <20 Lo Be ey,
n( (n+1)¢ SnE,(n—H)E
where
; n+DE ¢; (Z(S))
7.26 st = / ! ,
( ) nl,(n+1)¢ " Z (S) ds > b*

and we have used the property (7.11) of y with a = a*, and the facts that for all s € [n¢, (n +
1], zi(s) > % (since we are in case (ii)), and zx(s) < b* < % for all k € Z (since (7.13)
holds with arbitrary k in place of i, by the induction assumption). Combining (7.25) with
(7.26), we obtain

*

zi((n+1)¢) < + Ve

4 l*g (4B(a* +v*0) + (2v*0)%)
(7.27) Y

_ 1 * * * 2
—m(“ﬁa +2B(a* — B) + (a* — B)")

1
T 2@ - )
where we substituted for »* and used the definition of 8 for the second line, substituted for £

for the third line, and simplified the expression for the last line. The expression on the right-
hand side of the inequality in (7.27) is less than or equal to ¢* if and only if

(7.28) (a*)* — 6Ba* + % > 0.

————((a*)* +4pa” - B7).
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The left-hand side of (7.28) is f(a*) and it follows from the fact a* > x*, the largest root
of the quadratic f, that (7.28) holds. It follows that we must have z; ((n 4+ 1)¢) < a*. This
concludes the proof that (7.12) holds with n 4 1 in place of n in case (ii).

Combining all of the preceding arguments, and using the fact that i € Z was arbitrary, we
see that (7.12) (and hence (7.13)) holds with n 4+ 1 in place of n for all i € Z. This completes
the induction step, and hence (7.12) and (7.13) hold foralli e Z and n =0, 1,2,.... O

8. Proofs of main results: Theorems 5.1, 5.2 and 5.3.

8.1. Proof of Theorem 5.1. PROOF OF THEOREM 5.1. Property (i) follows by combin-
ing Lemma 3.1 with Lemma 4.1 and the continuity of £(-) on [0, c0). (We note that this part
uses Assumption 2, but does not need Assumption 1.) For property (ii), for > 0, by Lemma
3.1 and (ii) of Lemma 4.1, G*(¢) = 0 if and only ¢(t) € M*. Furthermore, by Lemma 3.1,
’(t) € KL,* and so it has no atoms (including no atom at zero). It follows that M™ can be
replaced by M in the “if and only if” statement. Hence, property (ii) holds. For property
(iii), by Theorem 3.1, H¢ (-) is nonincreasing. Furthermore, F ((¢(-))) is nondecreasing by
Proposition 3.1 and Lemma 7.1. Hence G (-) is nonincreasing. In addition, by Theorem 3.1,
HE(+) is strictly decreasing at all ¢ > 0 such that ¢(¢) ¢ M, which implies G° (-) is strictly
decreasing at all ¢ > 0 such that £ (t) ¢ M. O

8.2. Fluid model solutions stay in relatively compact sets. The next lemma provides a
key step in the proof that fluid model solutions stay in certain relatively compact sets.

LEMMA 8.1. Suppose Assumptions 1 and 2 hold. Fix v > 0. For any fluid model solution
¢ with £(0) e KL and any t >0, let 25 (t) = (1, £()). Define

M, = sup{ < (t)
v 3 (00} °
@8.1) $i (£ (1)
iGIJngBQWMdemMMnmmameK”.
Then M, < o0.

PROOF. For any fluid model solution ¢ with ¢£(0) € Kf}, for any t > 0 and i € Z such that
Zi{ (t) > 0, by Proposition 3.2, we have

(8.2)

Zi;(l‘) _(Z]ejpj(l‘)Rﬂ>%
$i (5 (1) ’

where pt(t) € R”]r satisfies conditions (3.17)—(3.20) with p = p®(¢), z = z°(¢) and ¥ =
¢ (5 (1)),
Suppose, for a proof by contradiction that there is i € Z, a sequence of fluid model so-

lutions {¢"},en with £"(0) € K and an associated sequence of times {f,},en, such that

7} (ty) # 0 and { ¢Z(Z,Et("t 0] }nen is unbounded. Here, we use 7z () to represent 2" (-) for sim-

pllClty (Note also that ¢" here is not the smoothed version of ¢ used in Section 6.) Since
|J| =J is finite, R is a matrix of zeros and ones, and «; and « are fixed positive constants,
by (8.2), we have that there exists {j, }nen C J such that Rj»; = 1 for each n and such that

Ki
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{ ij (th) }nen is an unbounded sequence of positive real numbers. By (3.17), for each n, since
pf: (t,) > 0, we have

(8.3) Y Rjpu( () =Cjs.

keLy(z"(tn))

Let Ciyin=min{C; : j € J}and § = % > 0. Then for each n, there is i, € Z; (z"(t,)) such
that Rjx;» = 1 and ¢;x(z" (#,)) > §. Combining this with Lemma 7.4, we have

Z?* (tn) EU
(8.4) —r < —
Gix (2" (tn)) 6

for each n. Now, by (3.19) with i)' in place of i, we have

(8.5) =

Z?’ﬂ;(tn) (Zjejpjn(tn)Rji;{)é
Gix (2" (tn)) '

Kl;lk

. ;—Vl . . er»l* (tn) .
Since Rjxjx» =1 and {p i (tz) }nen is unbounded, it follows that m diverges as n — oo,
which contradicts (8.4). Because of this contradiction, it follows that M, is finite. [

With Lemma 8.1, we can prove the following strengthened form of Lemma 3.1, under the
added assumption that the fluid model is critical, that is, Assumption 1 holds.

LEMMA 8.2. Suppose Assumptions 1 and 2 hold. Fix v > 0. For any fluid model solution
¢ with £(0) € KL, we have £(t) € K{)* forallt >0, where

(8.6) v* =v 4+ M, max p;.
ieT

PROOF. Fix i € 7 and a fluid model solution ¢ with ¢(0) € Ki Foranyt > 0,if §; (t) =
0, then the result holds for any v* > 0. If ¢;(t) # 0, let tp = sup{0 <s < t:¢(s) =0},
where sup(@) = 0. Then ¢; () is nonzero on (fg, ] and ¢; (tg) = 0 if 79 > 0. For s € (¢, ¢] and
x € [0, 00), by (2.15),

. . R r__ ,
W, = Ty (x4 5%, v [ Nie+53,) du
zi(u) Ai(u)
Ai(u) zi(u)
d(-S!

A5
du

— r__ .
<My (x) +/ viN;(x +Si,)
N

_. t_ .
< (x) + Myvi / Ni(x+Si))
S

x+Si

(8.7) = M. (x) + My, / Y Niy)dy withy=x+S,

X
= M, (x) + Myvi; (N7 (x) = N (x + 53.,))
(8.8) <M, (x) + Mypi N; (x),
where we used Lemma 8.1 for the second inequality. Now let s | 7y in (8.8) to obtain

M, (x) < M, (x) + Myp; N; (x),
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where M, (x) < z;(to) = 0 if fo > 0 and M, (x) = My(x) < UN (x) if to = 0. Then for all
t>0,iel,

(8.9) Hi (x) <U*N;(x) forall x € [0, 00),
where v* is given by (8.6). Combining with Proposition 2.2 yields the desired result. [J

REMARK 8.1. The substitution step in (8.7) is similar to one used in the proof of Corol-

lary 5.1 in [23]. However, the new crucial step here is to use the uniform bound on IZ\’(()) from
Lemma 8.1.

8.3. Proofs of Theorems 5.2 and 5.3. Our proofs of Theorems 5.2 and 5.3 draw on some
arguments in the proofs of Theorems 3.2 and 3.1, respectively, given in [23] for the case of
a single class processor sharing queue. However, multiple details are more complicated in
our more general setting. In particular, our Lyapunov function G is different; our fluid model
solutions can have components that reach zero and we also have a less restrictive precompact
set KL than in [23].

PROOF OF THEOREM 5.2 (MONOTONE CONVERGENCE OF G (-) TO ZERO). Fix v >
0. The monotonic decreasing property is an immediate consequence of Theorem 5.1. So it
suffices to prove the uniform convergence to zero. Note that by Lemma 8.2, for v* as given
there, and all fluid model solutions ¢ satisfying ¢ (0) € KL we have £(t) € KL* for all r > 0.
Given € > 0, let

(8.10) Ge={teM..:G&) <€)

It suffices to show that there exists 7. > 0 such that for all ¢ with £(0) € K}j, we have (1) €
G, forall ¢t > T..
By Lemma 4.1, G is continuous on ML*. Then

(8.11) GE=M\G. =M, :GE)>e)

is a closed set in the compact set ML*, and hence is compact. By Lemma 4.1(ii), we have

G N M* = @. Then by Lemma 3.5, and since M C M?*, we have that K (§) < 0 for all
& € G¢. By Lemma 3.4, K is upper semicontinuous on the compact set G¢, and so it achieves
its maximum there, which will be strictly negative. Let § > 0 be such that K (§) < —§ for all
& € G¢. Then for any ¢ > 0 and fluid model solution ¢ with £(0) € KL, since F(-) > 0 and
using Theorem 3.1, we have for any ¢ > 0,

0= G () =H (1) — F(D(2(1)))
(8.12) <H ()

t
=14 (0) +/O K6 (s) ds.

Let 76 = inf{t > 0:¢(t) € G¢}. Then by (8.12), since K¢(s) = K(¢(s)) where K has a
maximum of —§ on G¢, we have
H¢(0) 1
¢ < <
ST Siaan

o
ieT Pi

Gl OO
=T,

Since t — G° () is nonincreasing, by Theorem 5.1, it follows that ¢ (t) € G, for all ¢ > Te.
Since T, does not depend on the particular ¢ chosen, the desired result follows. [J

Before proving Theorem 5.3, we first prove the following two lemmas. The first lemma
is like Theorem 5.3, but with M* in place of M. The second lemma will be used to derive
Theorem 5.3 from the first lemma.
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LEMMA 8.3. Suppose that Assumptions 1 and 2 hold. Fix v > 0. For any fluid model
solution ¢ satisfying ¢(0) € K{,, ¢ (t) converges toward M* as t — oo, uniformly for all
initial measures in K£ that is,

(8.13) tl_l)rgo sup{dy(¢(t), M™*) : ¢ is a fluid model solution with ¢ (0) € Ki} =0.

Furthermore, given € > 0, there is § > 0 such that

cupldi( (1), M) :
(8.14) 120
¢ is a fluid model solution with £(0) € KL and di(¢(0), M*) <8} <e.

PROOF. Fix v > 0. By Lemma 8.2, with v* as given there, for any fluid model solution
with ¢(0) € KL, we have ¢ (t) € KL* for all > 0. For each a > 0, let

D, ={teM . di(e, M*)>a} and G,:={teM.:GE) <a).

For the proof of (8.13), consider € > 0 fixed. Since & — dy(§, M™) is a continuous func-
tion on Mi* , D¢ is a closed subset of the compact set Mi*, and hence is compact. By Lemma
4.1, G is strictly positive on D.. Then by the compactness of D¢, there is §;(€) > 0 such
that G(£) > 81(e) for all £ € De. Hence D C G, = M}.\Gs,(¢) and 50 Gs, () C DE =
M{,*\DE. By Theorem 5.2, there is T, () < 0o such that ¢ () € Gg, () for all ¢ > Tj, (), for
all fluid model solutions ¢ satisfying ¢£(0) € KL. It follows that dy(¢(t), M*) < € for all
t > Tjs,(¢) and all fluid model solutions ¢ satisfying ¢(0) € K}J The result (8.13) follows
since € > ( was arbitrary.

For the proof of (8.14), fix € > 0 and let §;(¢) be as defined above. Since G is a con-
tinuous function on the compact set ML it is uniformly continuous there. Also, G is

v+1°
zero on My | = M* N M£+l' It follows that there is § € (0, 1) such that G(§) < 61(¢)
whenever & € Mf) 41 and dy(§, M7 ) < 8. If ¢ is a fluid model solution with ¢(0) € K{)

satisfying dg(¢(0), M™*) < §, then there is n € M™* such that dg(¢(0), n) < §. By the form
of the elements of M*, we have for all i € Z, (Ljx o0), ni) < (L, 1i)(L[x,00), ¥]) Where

(1,n) <(1,O0)+6<v+1,andsone M£+1' It follows that dy(¢(0), M ;) < & and

hence, by the choice of §, G(¢£(0)) < §1(€). By Theorem 5.1, t — G(¢) = G(¢(¢)) is a non-
increasing function and so G(¢(t)) < 81(€) for all > 0. By Lemma 8.2, we also have that
c(t) e Ki* Thus, ¢(t) € Gs, ) C M{,* \ D¢, from the first part of this proof. It follows that
di(¢(t), M*) < € for all ¢t > 0. The desired result (8.14) follows. [

The following lemma is a vector measure analogue of Lemma 4.4 in [23].

LEMMA 8.4. Suppose that & € M! and 6 > 0 such that di(§, M*) < 6. Then
(8.15) di(¢§, M) < maIX%“i([O, 0)) +26.
IAS]

PROOF. There is n € M* such that dy(&¢, n) < 6, and there is a € REL and b € P such
that for each i € Z, n; = a;60 + b; U} . Let z?f’b = b; ¥/ fori € Z. Note that veb e M. Then

(8.16) di(€, M) < di(§,9°") < du(€, n) +di(n, 0°*) <6 + maxa;,
1€

where by the definition of the metric dj,

(8.17) a; =n;({0}) <&([0,0)) +6 foreachieT.

Combining the above, yields the desired result (8.15). [
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PROOF OF THEOREM 5.3 (CONVERGENCE TO THE INVARIANT MANIFOLD). We first
note that for any 6 > 0 and any fluid model solution ¢ satisfying ¢(0) e K}, for¢ >0,i e T
and t; = sup{s <t :z;(s) =0} where z;(s) = (1, ¢; (s)), using the fact that ¢; (¢) has no atom
at {0} and letting s |, #; in (2.15) (when #; # t), we have that

& (1)(10,0)) = Mi(0) — M, (6)
!

= 11=0n (FT0(S5,) = Mo(6 + 5,) + v [ (Ni(S,.,) = Ni(6 +S,.,)) du

t:

o S,
(8.18) < ]l{t,-:O}(ME)(S(l)J) —M:)(Q—I-S(l)’t))%-UiMU/O (N,-(y)—N,-(@—Fy))dy

— — . 0__
= L0y (Hy(5,) = Mo(6 + 55,0 + i, [ Niy)dy

< Lm0y (Mo (Sh ) — Mo (6 + Sh.,)) + viM,.6.,

where for the third line, we used the change of variable y = Sfm and the upper bound of M,,
on z; (u)/Ai(u) for u € (t;, t) afforded by Lemma 8.1, and for the last inequality we used the
fact that N, (-) is bounded by one.

We first prove (5.2). For this, let € > 0 and

0= < e <0, 5).
3(1 + v+ M, max;ez vi) 3
By Lemma 8.3, there is Te(l) > 0 such that
(8.19) di(¢(1), M*) <6 foralls > T)",

for all fluid model solutions ¢ satisfying ¢(0) K{} Then for each such fluid model solution,
by Lemma 8.4, we have

(8.20) di(¢ (1), M) < max i (1)(10.6)) +20  forall 7> 7",
e

and by (8.18), the fact that £(0) € KL, and since by Lemma 8.1,
L i(z(u)) !

du > —
o zi(u) M,

Sf,t = when 1; =0,

we have for each i € 7,

& (1)(10,6)) < Lm0y Mo (Sh ) + vi M6
(8.21) -
<uN;({/My) +viM,0.

Let T9(2) be such that for each i € Z, Nf (t/My,) <6 for all t > Tg(z). Combining this with

(8.20), (8.21) and the definition of 6, we see that for all 7 > T\ v T, for any fluid model
solution ¢ satisfying ¢ (0) € Kf), we have

(8.22) di(¢(t), M) < % + 2?6 =e.

Since € > 0 was arbitrary, it follows that (5.2) holds.
We now turn to proving (5.3). For this, fix € € (0, 1). It suffices to consider such an €,
since a § that works for such an € also works for all larger €. Because N f(-) is uniformly
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continuous on [0, o0) and i € 7 takes finitely many values, there is s, > 0 such that for all
ieZand 0 <h < h,, we have

(8.23) sup (N;(x) = Ni(x+h)<——.
xe[ogo)( ' ' ) 4v+1)
Let
h
(8.24) 0= min(i, € )
3 4(1 + MU max;c7z l)i)

By the last part of Lemma 8.3, with 6 in place of € there, we can find § € (0,6 A 1) (not
depending on ¢) such that

(8.25) dy(¢(r), M*) <6 forallr >0,

for all fluid model solutions ¢ satisfying ¢ (0) € Kf) and dy(¢(0), M) < é. It follows from
Lemma 8.4 that for all such fluid model solutions ¢,

(8.26) di(¢(1), M) < max ¢i()([0,0)) +20 forallz > 0.
Since dy(z(0), M) < 8, there is b € P such that dy(¢(0), 9¢?) < § where 19f’b = b;¥{ and
b;i <v + 6 foreach i € Z. It follows from this and (8.18) that forany r > 0 and i € Z,
¢i(0)([0,0)) < ]l{t,-:O}((]l(Séyt,g_,_Séy[]’ £i(0))) 4+ v M0
=1y =0}(bi<1((53_,—5)+,9+S3J+5)v 9f)+8) +viM,0
= Ly,=0) (bi (N7 (S, — 8)7) = N; (0 + Shy, +8)) + ) + vi M,,0
(8.27) <@W+8)( sup (N;(x) = N;(x +0+28)) +8+v; M0

x€[0,00)

€
<@+ 1)m +60 +v;M,0

=

’

| M

where we used (8.23), the facts that § <6 A1 and 6 + 26 < 30 < h. for the second last
inequality, and we used the definition of # for the last inequality. Combining (8.26) with
(8.27) and the fact that 8 < £, we find that

(8.28) di(¢(), M) <e forallz>0,

for all fluid model solutions ¢ satisfying ¢(0) € K1IJ and dg(¢(0), M) < 8. Hence (5.3) holds.
O

APPENDIX: HAZARD RATE

DEFINITION A.l1. Assume that £ is a probability measure on R defining the distri-
bution of an absolutely continuous, nonnegative random variable with probability density
function j(-) and cumulative distribution function J(-). The hazard rate function for £ is
defined by

J(x)
1—J(x)

where x* = inf{x > 0 : J(x) = 1}. The distribution is said to have bounded hazard rate if
there is a finite constant L such that

qx)= for0 < x < x¥,

g(x)<L forall0<x <x".
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It turns out that in order to have a bounded hazard rate, the support of the distribution must
be unbounded and so, in this case, x* = oo and

g(x) <L forall x € (0, 00).
Under Assumption 2, we have (L(y o0), ¥i) < Cy(L(x,00), ¥f) for all x € [0, 00), which

is equivalent to ¥/ having bounded hazard rate, noticing %‘X%ﬁ is the density of /. A
sufficient condition for ¥ to have bounded hazard rate is that 9; is absolutely continuous
with bounded hazard rate. To see this, note that if g;, j;, J; are the hazard rate, probability
density and cumulative distribution function, respectively, for an absolutely continuous ¢; for
some i € Z and L; is a bound for ¢;, then for all x > 0, we have

o0 1 o0 . 1 — Ji (.X)
L ( l@»y_Lixﬁ@)y L
and consequently,
(L(x,000, i) 1 —Ji(x) _Li

(Lo, OF) i [7(0=Ji () dy ~ pi
We now give some examples of common distributions with bounded hazard rates.

e Gamma distribution. The probability density function has the form
b, b—1
a’x
Jjx) = e % forx >0,
')
where a, b > 0 are parameters. The hazard rate corresponding to this Gamma distribution

i

xbflefax

q(x) = Ty e dy for x > 0.
If 0 < b < 1, the hazard rate function is decreasing, but it is unbounded on (0, 00). If b =1,
the Gamma distribution is the exponential distribution with constant hazard rate function
equal to a, which is clearly bounded. If b > 1, the hazard rate function is increasing and
using the asymptotic behavior of the incomplete gamma function at infinity, we see that
limy_, »o g(x) = a and so ¢ is bounded.
e Pareto distribution. The probability density function has form

a

) axg,
J (x) = xatl

for x > x,,

where a > 0 and x,, > 0 are parameters. The corresponding hazard rate function is g (x) =
f’—( for x > x,,. This function is decreasing and bounded on [x,,, 0c0). Note that we must
have a > 2 in order for such a distribution to have finite first and second moments.

e Lognormal distribution. A random variable X follows the lognormal distribution if ¥ =
log(X) is normally distributed. The probability density function is therefore given by

) 1 ( (logx — a)?
X) = expl ———————
/ xo+/2m P 202

where a € (0, 00) and o > 0 are parameters. The hazard rate function is given by

) forx > 0,

( ) exp( (logx a) ) ] .
qgx)= , forx >0,

xo /27 (1 - q><“’%#>>
where @ is the cumulative distribution function for the standard normal distribution. It
can be shown (see, e.g., Sweet [24]) that the hazard rate function tends to zero at zero
and infinity and has a maximum in between. Thus it has an inverted bathtub shape and is
bounded.
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