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a b s t r a c t 

Subtle differences among additive manufacturing (AM) processing parameters lead to variations in pore 

networks and complicate the prediction of void-sensitive mechanical behaviors, including location of frac- 

ture. The current work expands upon a recently developed pore metric, the void descriptor function 

(VDF), by accounting for interactions among neighboring pores and stress concentrations induced by non- 

spherical pores or voids. The modified VDF is evaluated against 120 computationally generated fracture 

simulations and six physical tensile specimens of as-built laser powder bed fused IN718. The latter set 

of experiments, which include X-ray computed tomography measurements before and after deformation, 

enables evaluation against pore populations that are representative of defects commonly observed in AM 

metals. The modified VDF accurately predicts fracture location (within ±5% tolerance) for 94 out of 120 

simulated specimens, representing 3.3%, 62.1%, and 59.3% increases in the number of accurate predic- 

tions in comparison to predictions based on the original VDF, the location of maximum cross-sectional 

area reduction, and the largest-pore location, respectively. In the experimental data set, the modified VDF 

accurately predicts the location of fracture in five out of six specimens compared to only two out of six 

using the original VDF, maximum cross-sectional area reduction, or largest-pore location. Also, the max- 

imum value of the modified VDF was found to be more highly correlated than fraction porosity, pore 

size, reduced-cross section area, and total number of pores to the ultimate tensile strength, elongation 

to failure, and toughness modulus, suggesting that the modified VDF presented in this work could serve 

as a promising metric to assist with characterizing unique pore networks and predicting fracture-related 

properties in AM components. 

© 2021 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved. 
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. Introduction 

Metal additive manufacturing (AM) has become a popular and 

ital manufacturing tool in a variety of industries [1–3] . There are 

any benefits of AM techniques over traditional manufacturing, in- 

luding the ability to achieve high accuracy in fine details, reduced 

anufacturing time, and geometric flexibility [4] . There has been 

 significant amount of work investigating the relationship among 

he microstructure and tensile properties in AM metals, which vary 

idely from under-performing to over-performing when mechan- 

cal properties are compared against wrought or cast metals [5–

0] . However, recent works have begun to acknowledge the im- 
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ortant role that defects in general, and pores in particular, play in 

he mechanical response of AM metals [5,11–13] . The complexity of 

ore structures can, in part, be attributed to the different types of 

ores that exist in AM metals: gas pores, keyhole pores, and lack- 

f-fusion pores [14] . These different types of pores have variable 

echanisms of formation as well as variability in their respective 

mpact on the mechanical response [15–23] . For example, Hilaire 

t al. [24] showed that lack-of-fusion pores (irregularly shaped) 

reated localized stress concentrations and promoted the initiation 

f sharp cracks more often than did spherical (gas and keyhole) 

ores. Pores have also been shown to be one of the main drivers 

n poor fatigue performance in AM metals [12,19] . Many of these 

orks highlight the importance of understanding the unique for- 

ation of pores and their corresponding impact on fracture-related 

roperties in AM metals. 

https://doi.org/10.1016/j.actamat.2021.117464
http://www.ScienceDirect.com
http://www.elsevier.com/locate/actamat
http://crossmark.crossref.org/dialog/?doi=10.1016/j.actamat.2021.117464&domain=pdf
mailto:dillon.watring@utah.edu
https://doi.org/10.1016/j.actamat.2021.117464
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1 The original formulation expresses VDF as a function of x re f because of the as- 

sumed alignment of the specimen longitudinal axis with the x direction. 
In ductile metals specifically, one of the most important fail- 

re mechanisms is void coalescence and growth, further highlight- 

ng the importance of pores and pore structures [25] . Many mod- 

ls have been developed in an attempt to understand the impact 

f pores on the mechanical response in metals [26–30] . However, 

ost of these models make many assumptions when predicting 

he mechanical properties. One important assumption these mod- 

ls make is that pore networks are homogeneously distributed 

hroughout the material. Since realistic pore networks are likely 

nhomogeneously distributed, especially in AM metals, these mod- 

ls are unable to properly capture the relationship between pore 

tructures and mechanical response. However, with the emergence 

f high-resolution X-ray computed tomography (CT), the measure- 

ent of exact size, shape, and location of individual pores has 

ade modeling the impact of inhomogeneous pore networks on 

echanical properties feasible. 

Recently, an advanced multiscale model method was proposed 

o capture the impact of inhomogeneous distributions of pores on 

atigue and fracture behavior [31] ; while the method captures pore 

ize, shape, and location using images of pores from X-ray CT, the 

odel is computationally expensive and requires a highly skilled 

perator to use effectively. To avoid the complexity of directly per- 

orming pore-resolved numerical simulations, geometric pore pa- 

ameters have been used as a way of characterizing pore structures 

nd using such metrics to predict or correlate with the mechani- 

al response [32] . In one example, Du Plessis et al. [33] showed 

hat for cast Ti-6Al-4V tensile specimens imaged using X-ray CT, 

he fracture location corresponded to the location of the largest 

easured pore in some, but not all, of the cases investigated. There 

ave been other examples reported in the literature indicating that 

he location of the largest pore does not generally correspond to 

racture location or tensile behavior. For example, Madison et al. 

34] characterized AM stainless steel 17-4PH tensile specimens us- 

ng a variety of pore metrics and attempted to correlate them to 

he mechanical response. They showed that common pore metrics, 

uch as maximum reduction of cross-sectional area, total pore vol- 

me, maximum pore volume, and the number of pores, had no 

trong correlation with the measured tensile properties, namely 

ield strength. The apparent lack of correlation suggests that other 

actors besides porosity play a key role in the fracture of AM met- 

ls, or that the current pore metrics inadequately characterize pore 

etworks for the purposes of predicting mechanical response. 

A significant advance in the characterization of pore networks 

as recently presented by Erickson et al. [35] , in which a new pore

etric, called the void descriptor function (VDF), was derived to 

niquely characterize networks of spherical pores in metals. The 

DF metric was derived to account for pore clustering (relative to 

 location along the gauge length), pore sizes, and pore locations 

elative to the nearest free surface of the specimen. Erickson et al. 

35] then compared the capabilities of the VDF and other com- 

only used pore metrics to predict fracture locations for 120 simu- 

ated fracture tests. They showed that the location of the maximum 

DF value corresponded with the actual fracture location (within 

5% of the total gauge length) in 91 out of 120 (76.0%) specimens. 

n comparison, the location of the maximum reduction of cross- 

ectional area only corresponded with the fracture location (within 

5% of the total gauge length) in 58 out of 120 (48.0%) specimens 

nd the location of the largest pore only corresponded with the 

racture location (within ±5% of the total gauge length) in 59 out 

f 120 (49.0%) specimens. Additionally, Erickson et al. [35] showed 

trong correlations ( > | 0 . 75 | ) between the maximum VDF value 

nd post-yielding mechanical properties (ultimate tensile strength, 

longation, and toughness modulus). Although the VDF derived by 

rickson et al. [35] demonstrated significant improvement com- 

ared to previously reported pore-related metrics, the derivation 

ade certain assumptions that limit its applicability. For example, 
2 
he original VDF does not account for non-spherical pore shapes 

nd pore-pore interactions, which have both been shown to have 

ignificant impacts on fracture behavior in AM metals [24,36] . 

In the presented work, there are two main objectives. The first 

bjective is to extend the formulation of the previously proposed 

DF presented by Erickson et al. [35] to include the impact of non- 

pherical pores and pore-pore interactions; the new VDF will be 

eferred to as the modified VDF herein. Using the simulated data 

rovided by Erickson et al. [35] , the fracture-location prediction ca- 

ability of the modified VDF is compared to those of the original 

DF and common pore-related metrics. The second objective is to 

xperimentally evaluate and assess the modified VDF using a set of 

N718 mesoscale tensile specimens manufactured by laser powder 

ed fusion (L-PBF), thereby extending the test cases beyond the 

imulated data set presented by Erickson. 

. Modification of the void descriptor function 

Erickson et al. [35] derived the void descriptor function (VDF) 

o characterize pore networks in ductile metals. It can also po- 

entially serve as an indicator for fracture location and as a pa- 

ameter to assist with predicting post-yielding mechanical proper- 

ies (ultimate tensile strength, elongation at failure, and toughness 

odulus). The original VDF derivation by Erickson is inspired by a 

aplace radial distribution function used in the work of von Lilien- 

eld et al. [37] and combines fraction porosity, pore position along 

he axial direction (clustering), and pore distance to the nearest 

ree surface into a single metric, expressed as: 

DF (z re f , P ) = 

n ∑ 

i =1 

v i e −
S i 
αL −

| c−r i | 
ρc 

V gauge 
, (1) 

here z re f is a given reference point along the axial direction of 

he specimen (assumed to be the z direction 1 ) and P is an array of 

ore attributes consisting of the individual pore volume ( v i ), pore 
iameter ( D i ), and pore centroid ( x i , y i , z i ) for all n pores in the

pecimen. The length of the gauge section is L , the total volume 

f the gauge region is V gauge , and the maximum distance from the 

entroid of the specimen cross section to the free surface is c (de- 

icted in Fig. 1 b). In Eq. (1) , S i (depicted in Fig. 1 a) represents the

istance from the reference position, z re f , to the centroid of the i 
th 

ore, measured along the axial direction: 

 i = 

∣∣z i − z re f 
∣∣, (2) 

nd r i is the distance from the farthest edge of the pore to the 

entroid of the specimen cross section, illustrated in Fig. 1 b and 

alculated as follows: 

 i = 

√ 

x 2 
i 

+ y 2 
i 

+ 

D i 

2 
. (3) 

n Eq. (1) , the term 

S i 
αL accounts for pore clustering along the ax- 

al direction of the gauge section, and α is a weighting parameter 

hat controls the relative influence of a given pore based on its ax- 

al position with respect to the point of reference. The term 

| c−r i | 
ρc 

ccounts for pore proximity to free surfaces, where ρ is a weight- 

ng parameter that controls the relative influence of a given pore 

ased on its position relative to the free surface of the specimen. 

rickson et al. [35] performed a Bayesian optimization to find the 

ptimal fitting parameters ( α and ρ) by maximizing the correla- 

ion between the location of the VDF global maximum and the ac- 

ual fracture location. They found the optimized values for α and 

to be 0.220 and 0.188, respectively. The reader is referred to Ref 

35] for the complete derivation of the original VDF. 
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Fig. 1. Magnified view of specimen gauge section illustrating parameters used in the original and modified VDF formulations, where the z axis is aligned with the longitu- 

dinal axis of the tensile specimen. a) Magnified view along the gauge length, adapted from Ref. [35] . b) View of the gauge cross section, adapted from Ref. [35] . c) Limitation 

of the original VDF, where two instances have the same VDF value despite having different interactions between P 1 and P 2 . d) Proposed improvement to original VDF by 

incorporating pore-pore interactions using the parameter d i, j . 
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The results from the original VDF formulation by Erickson et al. 

35] were compared to failure predictions using a finite element 

FE) modeling framework. Erickson et al. [35] created 120 FE 

odels of AM 17-4 PH stainless steel uniaxial tensile specimens 

ith statistically similar closed-pore networks (i.e., isolated, non- 

verlapping pores), assuming spherical pores. The number of pores, 

ore sizes, and pore locations were sampled from distributions 

ased on experimental measurements of AM 17-4PH stainless steel 

y Boyce et al. [38] . The pores were explicitly modeled, and an 

sotropic elastic-plastic constitutive model with von Mises plastic- 

ty and material hardening was applied. Failure was simulated us- 

ng the element deletion method. Details of the pore modeling and 

imulations can be found in Erickson et al. [35] . Based on the com-

utational fracture simulations, Erickson’s VDF metric was shown 

o outperform common pore-related metrics reported in the liter- 

ture in terms of its ability to predict fracture location and its cor- 

elation with post-yielding mechanical properties. 

Despite the promising results from Erickson’s original VDF 

ork, there are two limitations in the original formulation that are 

ddressed in this work: the lack of pore-pore interactions and the 

ssumption that the pores are spherically shaped. First, although 

rickson’s VDF formulation does account for pore clustering rela- 

ive to a given reference point ( z re f ), it does not account for pore-

ore interaction. Fig. 1 c illustrates this limitation by showing two 

cenarios that would result in equivalent values of VDF despite 

aving obvious differences in the interactions between the two 

ores P 1 and P 2 . For Erickson’s VDF formulation, the two cases have 

he same VDF value because the distance from z re f to P 2 is identi- 

al in both cases, and there is no term in Eq. (1) that accounts for

he distance between P 1 and P 2 . Realistically, the case on the left in

ig. 1 c would be considered more critical than the one on the right 

ue to the interacting stress fields between the two pores, which 
n

3 
ould impact the fracture behavior. Yadollahi et al. [36] showed a 

igher rate of pore coalescence in specimens having more closely 

paced nearest-neighbor pores in AM steels than those with more 

istant neighbors. They attributed this increase in pore coales- 

ence rates to the increased interactions of the pores’ stress fields. 

he second limitation of the original VDF is the assumption that 

ll pores are spherical. It is well documented that pores or voids 

n AM metals can range from spherical to highly non-spherical, 

epending on the mechanism of void formation [22] . Irregularly 

haped (non-spherical) pores can impact more negatively the ten- 

ile behavior than spherical pores, depending on their orientation 

elative to the loading direction [24] , and have been shown to con- 

ribute to crack initiation (e.g., see Ref. [39] ). Because Erickson’s 

riginal VDF formulation assumes every pore is spherical, it does 

ot account for the range of pore morphologies that are observed 

n AM metals. Thus, this work seeks to extend the VDF to address 

oth of the aforementioned limitations. 

.1. Pore-pore interaction 

To account for pore-pore interactions in the modified VDF for- 

ulation, a nearest-neighbor calculation is performed for each 

ore (as shown in Fig. 1 d), and the VDF formulation is enriched 

ith a weighted nearest-neighbor distance term, a i , while main- 

aining the same Laplacian function form that was used in the 

riginal derivation. The term a i accounts for pore-pore interactions 

ia a weighted nearest-neighbor calculation, as follows: 

 i = 

∑ n −1 
j=1 w j d i, j 

d i,max 

, (4) 

here w is an array of length n − 1 used to assign weights to all

eighboring pores. In this work, a linear weighting is used such 
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Fig. 2. Ellipsoidal representation of pore P i . a) Best-fit ellipsoid showing the major 

semi-axis length ( r a ), the angle between vector � r a and the projection of � r a in the 

x − y plane ( θxy ), the angles between the projection of � r a and the x axis ( φx ) and 

the projection of � r a and the y axis ( φy ), and the centroid of the ellipsoid ( x i , y i , z i ). 

b) The projected ellipse in the x − y plane and the definitions of r ∗
i 
and c used in 

the modified VDF formulation. 
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2 Certain commercial software, equipment, instruments or materials are identi- 

fied in this paper to adequately specify the experimental procedure. Such identifi- 

cation is not intended to imply recommendation or endorsement by the National 

Institute of Standards and Technology, nor is it intended to imply that the equip- 

ment or materials identified are necessarily the best available for the purpose. 
hat the array consists of evenly spaced values ranging from 1 to 

, which, for a given pore, will weight closer pores more heavily 

han distant pores. The array of nearest-neighbor distances, d, is 

rranged closest to farthest and measures the distance between the 

entroids of the i th and j th pores. The a i term is normalized by 

ividing by the maximum value of the neighbor distances d i,max . 

.2. Non-spherical pores 

To account for non-spherical pores, and the stress concentra- 

ions that they can induce, the pores are fitted using ellipsoids 

ather than spheres. Fit parameters for each ellipsoid include the 

ajor semi-axis length ( r a ), the minor semi-axes ( r b , r c ), and the

ngles θxy , φx , and φy depicted in Fig. 2 a. The value of r i from

he original derivation is updated to account for non-spherical pore 

hapes. Referring to Fig. 2 , the updated value, r ∗
i 
, is calculated as:

 
∗
i = 

√ 

( x i + r a cos (θxy ) cos (φx ) ) 
2 + ( y i + r a cos (θxy ) cos (φy ) ) 

2 
. 

(5) 

Additionally, a stress-concentration-factor term, k i , is added to 

he modified VDF that accounts for both pore ellipticity and orien- 

ation relative to the loading axis, which is expressed as: 

 i = �i 

K t,i 
K t,max 

, (6) 

here �i and K t,i represent the sphericity and orientation- 

ependent stress concentration factor, respectively, for the i th pore, 

nd K t,max is the maximum value of K t among the population of 

ores in a given sample. The sphericity is calculated as follows 

40] : 

i = 

3 
√ 

36 πv 2 
i 

A 
, (7) 
i 

4 
here A i is the surface area of the pore. For simplicity, and without 

oss of generality, K t corresponds to the stress concentration factor 

or an elliptical hole in a two-dimensional infinite plate subjected 

o remotely applied uniaxial tension based on the theoretical stress 

erivation by Inglis [41] . In the most severe case, in which the 

ajor axis of the ellipse is perpendicular to the loading axis, the 

tress concentration factor is calculated as [42,43] : 

 t (β = 

π

2 
) = 1 + 2 

r a 

r b 
, (8) 

here β represents the angle between the loading axis and the 

ajor axis of the elliptical hole. In the least severe case, in which 

he major axis of the ellipse is parallel to the loading axis, the 

tress concentration factor is calculated as: 

 t (β = 0) = 1 + 2 
r b 
r a 

. (9) 

or any arbitrary orientation, β (or π/ 2 − θxy , as shown in Fig. 2 a),

he stress concentration factor can be approximated using a lin- 

ar interpolation of K t between the two extreme cases described 

bove: 

 t (β) = 

(
K t (β = 

π

2 
) − K t (β = 0) 

)
β

π/ 2 
+ K t (β = 0) . (10)

.3. Modified VDF formulation 

The final, modified VDF is expressed as: 

DF (z re f , P ) = 

n ∑ 

i =1 

v i e −
S i 
αL −

| c−r ∗
i | 

ρc − a i 
γ − k i 

ζ

V gauge 
. (11) 

he scaling parameters γ and ζ control the rate of exponential 

ecay used to express the relative influence of a given pore on 

he VDF value in terms of its interactions with all other pores in 

he specimen ( γ ) and the stress concentration associated with its 

hape and orientation ( ζ ). An overview of the implementation of 

he VDF calculation is provided in Algorithm 1 , and the corre- 

ponding Python code is provided via GitHub (see Data Availabil- 

ty). 

Prior to experimental evaluation using the mesoscale tensile 

pecimens, the modified VDF is assessed by revisiting the compu- 

ational results from Erickson et al. [35] . 

. Materials and methods 

An experimental evaluation of the modified VDF formulation 

as carried out using mesoscale tensile specimens machined from 

he grip sections of AM IN718 fatigue specimens studied previously 

y Watring et al. [12] . The specimens were fabricated using a 3D 

ystems 2 ProX DMP 320 machine and IN718 powder. In the pre- 

ious study [12] , 25 unique build conditions were investigated in 

erms of their impact on total fatigue life. It was found that, of 

hree build orientations considered, the 0 ° and 60 ° build orienta- 

ions resulted in the minimum and maximum fatigue lifetimes, re- 

pectively, for a given value of laser-energy density. Furthermore, 

or a given build orientation, the total fatigue life versus laser- 

nergy density exhibited a bell-shaped curve, with a maximum fa- 

igue life corresponding to a laser-energy density of approximately 

2 J/mm 
3 . Of the 25 build conditions considered previously, the 

wo build conditions representing the best fatigue performance for 

he 0 ° and 60 ° build orientations are selected for the current study. 
able 1 shows the L-PBF parameters used to fabricate the speci- 
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Algorithm 1: Modified VDF formulation. 

For each z re f in L 

For pore i from 1 to n, where n is the total number of 
pores 

Step 1: Calculate effect of pore-pore interactions, a i 
For j=1 to n-1 

Generate linearly spaced weight vector w j 

from 1 to 0 

Generate nearest-neighbor distance vector 

d i, j 

Calculate a i = 

∑ n −1 
j=1 

w j d i, j 

d i,max 

Step 2: Calculate effect of pore clustering along 

gauge length, S i 
Calculate S i = 

∣∣z i − z re f 
∣∣

Step 3: Calculate effect of pore distance to free 

surface, 
∣∣c − r ∗

i 

∣∣
Calculate fitted ellipsoid parameters 

Major semi-axis length of the ellipsoid: r a 
Minor semi-axes length of the ellipsoid: r b , r c 
Ellipsoid angles from major semi-axis: θxy , 
φx , and φy 

Calculate distance from centroid to edge of pore, r ∗
i 

Calculate 
∣∣c − r ∗

i 

∣∣
Step 4: Calculate the stress concentration factor term 

Calculate the stress concentration factor of pore: 

Calculate K t (β) = 

(
K t (β = 

π
2 ) − K t (β = 0) 

)

β
π/ 2 + K t (β = 0) 

Calculate �i = 

3 
√ 

36 πv 2 
i 

A i 

Calculate k i = �i 
K t,i 

K t,max 

Step 5: Calculate VDF contribution for pore i 

Sum VDF values for all pores according to Eqn. 11 

Calculate VDF (z re f , P ) = 

∑ n 
i =1 

v i e 
− S i 

αL 
− | c−r ∗

i | 
ρc − a i 

γ − k i 
ζ

V gauge 
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ens for the two build conditions. The reader is referred to pre- 

ious work by Watring et al. [12,44] for more details about the 

aterial. 

As illustrated in Fig. 3 , grip regions from the previously investi- 

ated fatigue specimens [12] were sliced into thin wafers (approx- 

mately 400 μm) using wire electrical discharge machining (wire- 

DM). From the wafers, mesoscale tensile specimens based on pre- 

ious work from Liew et al. [45] and Benzing et al. [46] were ex-

ised (dimensions are depicted in Fig. 3 d) and one surface was pol- 

shed (0.05 μm final step) for microstructure characterization. The 

icrostructure evolution will be reported in future work. Three 

pecimens for each build condition were excised for a total of six 

pecimens. The mesoscale tensile specimens were loaded to failure 

n uniaxial tension at a strain rate of 1e-3s -1 , and digital image cor-

elation via an optical microscope was used to measure engineer- 

ng strain. Yield strength, ultimate tensile strength, uniform elon- 

ation, and total elongation were calculated according to practices 

ecommended in ASTM E8-16a [47] . 
Table 1 

L-PBF IN718 processing parameters for the two build conditi

Build condition Laser power Scan speed Layer thi

(W) (mm/s) ( μm) 

P1 220 1180 30 

P2 330 1770 30 

5 
Prior to tensile testing, the entire gauge region of each 

esoscale specimen was imaged using X-ray CT to enable 3D re- 

onstruction and quantification of the pore structure for each spec- 

men. A Zeiss Xradia Versa XRM500 X-ray CT machine (operated at 

30kV to 160kV, 10W, and approximately 2 μm voxel edge length) 

as used for the X-ray CT measurements. In the CT, 1601 projec- 

ion images were collected while rotating the specimen through 

60 °. Each projection was 10 0 0 ×10 0 0 pixels. Tomographic projec- 

ions were reconstructed into a 3D volume, and then exported as 

IFF image stacks using the proprietary algorithm provided in the 

radia software. Image processing, segmentation, and format con- 

ersion were conducted using a combination of custom Python 

cripts and FIJI [48] . DREAM.3D [49] was used to quantify the di- 

ensions, orientation, and location of each pore (assuming a best- 

t ellipsoid), which were then used to define the pore parameters 

n the VDF described in Section 2 . Specifically, for each pore, the 

entroid, volume, surface area, major semi-axis length, and orien- 

ation of the major semi-axis were recorded. The fraction porosity 

as measured using the total volume of the pores and the total 

olume of the specimen observed in the CT data. The sphericity 

as calculated by Eq.(7) . Visual reconstructions of the pore net- 

ork for each specimen were performed using ParaView [50] . Fol- 

owing tensile testing to failure, the gauge region for each spec- 

men was characterized again using X-ray CT. The post-fracture 

T data provides a visual reconstruction of the fractured surfaces 

nd allows for a measurement of the fracture location. Post-failure 

-ray CT was conducted at a higher resolution, with voxel edge 

ength of about 1 μm. This was achieved by using “vertical stitch- 

ng” (a custom mode in the Xradia control software) to extend the 

ertical dimension as necessary to image the entirety of each half 

f the fracture gauge section. Images were then downsampled to 

atch the resolution of the initial scans. 

. Results 

.1. X-Ray CT and porosity values 

The X-ray CT measurements were used to quantify the pore 

tructures among the mesoscale specimens. The image stack from 

ach of the CT measurements for each specimen was converted 

o a Visualization Toolkit (VTK) file and visualized using ParaView 

50] . The CT reconstruction is shown in Fig. 4 , which illustrates 

oth the internal pore structure and the surface topography of each 

pecimen. Although Figs. 4 a, 4 b, and 4 c show three different spec- 

mens from the same build condition (P1: 220W, 1180mm/s, 60 °
rientation), there is a slight difference in porosity: 0.04%, 0.05%, 

nd 0.01%, respectively. This also holds true for the second build 

ondition (P2: 330W, 1770mm/s, 0 ° orientation), where the first 

pecimen (P2 1 ) has a porosity of 0.08% compared to 0.01% and 

.02% for the second and third specimens (P2 2 and P2 3 ), respec- 

ively. To determine if the pore structures of specimens are sig- 

ificantly different, a t -test assuming unequal variances was per- 

ormed between each of the specimens [51] . The results from the t - 

est analysis show that for build condition P1, the mean pore sizes 

or the three specimens are not significantly different ( p values of 

.39, 0.09, and 0.11). For build condition P2, the mean pore sizes 

re also not significantly different when taking p < 0.05 to be sig- 

ificant ( p values of 0.06, 0.34, and 0.05). 
ons. 

ckness Build orientation Laser-energy density 

( °) (J/mm 
3 ) 

60 62 

0 62 
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Fig. 3. Reuse of fatigue specimens from a previous study [12] . a) All as-built IN718 fatigue specimens on the build plate prior to removal; the six specimens used in the 

current study are highlighted (refer to electronic version for color distinction). b) Target dimensions for the fatigue specimens in accordance with ASTM E466-15. c) Thinned 

grip region of the fatigue specimens, from which the mesoscale specimens are excised. d) Nominal dimensions of mesoscale tensile specimens. 

Table 2 

Mechanical properties for six L-PBF IN718 mesoscale specimens and bulk prop- 

erties from previous work [44] . Build condition P1: 220W, 1180mm/s, 60 ° ori- 

entation. Build condition P2: 330W, 1770mm/s, 0 ° orientation. 

Yield 

strength 

Ultimate 

tensile 

strength 

Uniform 

elongation 

Total 

elongation 

Specimen (MPa) (MPa) - - 

P1 1 308 416 0.0573 0.0758 

P1 2 552 668 0.0784 0.0957 

P1 3 303 503 0.1070 0.1497 

P1 bulk [44] 772 1070 0.2100 0.2800 

P2 1 563 768 0.1174 0.1343 

P2 2 541 759 0.1664 0.1868 

P2 3 348 598 0.1847 0.2001 

P2 bulk [44] 798 1081 0.2200 0.2900 
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.2. Stress-strain curves and tensile properties 

The stress-strain curves from the L-PBF 17-4PH simulations 

35] and the mesoscale L-PBF IN718 tensile specimens are shown 

n Fig. 5 . For the stress-strain curves from the simulations from Er- 

ckson et al. [35] ( Fig. 5 a), the experimental bounds for ultimate 

ensile strength (UTS) and elongation as measured by Boyce et al. 

38] are indicated for reference. Fig. 5 a demonstrates the varia- 

ion in the stress-strain response for the simulated data set due 

o variations in the pore structures. For the mesoscale L-PBF IN718 

pecimens, the minimum cross-sectional area was measured by us- 

ng a bounding box measurement from the CT image stack. This 

easurement is comparable to a caliper measurement, which was 

voided due to the delicate nature of the specimens. The mini- 

um area was used to calculate the nominal engineering stress. 

he mechanical properties for the six mesoscale specimens are re- 

orted in Table 2 . A large amount of scatter is observed for the

ield strength, ultimate tensile strength, uniform elongation, and 

otal elongation. When comparing to the bulk properties obtained 

sing tensile specimens with cross section of 2.54 × 1.00mm in 

ork previously performed by the authors for the corresponding 

uild conditions [44] , the tensile properties for the mesoscale ten- 

ile specimens are significantly lower for all six specimens. 
6 
.3. Modified VDF results 

Prior to the experimental evaluation performed using the 

esoscale tensile specimens, an evaluation of the modified VDF 

ormulation was performed using Erickson’s numerical data [35] . 

he final fitting parameters based on the numerical data set are 

= 0.193, ρ= 0.181, γ = 0.698, ζ= 1.0, which were determined 

sing a Bayesian optimization procedure [52] similar to that per- 

ormed in Ref [35] . As reported by Erickson et al. [35] , the original

DF formulation was able to accurately predict (within ±5% of the 

otal gauge length) the fracture location for 91 out of 120 simu- 

ated tensile tests using the FE framework described in Section 2 . 

or the same tolerance, the modified VDF formulation presented 

erein is able to predict fracture location in 94 out of 120 sim- 

lated tensile tests, representing a 3.3% increase in the number 

f accurately predicted fracture locations compared to the original 

DF formulation. By comparing each sample within the population, 

t is observed that there are six FE simulations for which the mod- 

fied VDF accurately predicts the fracture location and the original 

DF does not (shown in Fig. 6 a-f), and three simulations for which 

he original VDF accurately predicts the fracture location and the 

odified VDF does not ( Fig. 6 g-i), which is discussed further in 

ection 5.1 . 

The modified VDF formulation was then experimentally eval- 

ated by comparing the fracture location in the six L-PBF IN718 

esoscale tensile specimens to the maximum VDF location. The 

nal fitting parameters based on the experimental data set are α= 

.342, ρ= 1.0, γ = 0.1, ζ= 0.1, which, as before, were determined 

sing a Bayesian optimization procedure [52] similar to that per- 

ormed in Ref [35] . For comparison, both the original VDF by Erick- 

on and the cross-sectional area reduction due to pore structures 

ere plotted along the entire gauge length for each of the six spec- 

mens. The plots in Fig. 7 show the original and modified VDFs 

nd the cross-sectional area reduction as a percentage. Below each 

lot are the X-ray CT reconstructions of the corresponding speci- 

en in both the undeformed and fractured states, with the pores 

ighlighted in red. For reference, the largest pore by volume in the 

ndeformed state is circled for each specimen. Based on Erickson’s 

riginal VDF, the location of the global maximum coincides with 

he fracture location in two out of six specimens (P1 3 and P2 1 ). 

imilarly, the location of the maximum cross-sectional area reduc- 
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Fig. 4. X-ray CT reconstructions of L-PBF IN718 mesoscale specimens showing in- 

ternal pore structures highlighted in red. a-c) Three specimens manufactured using 

build condition P1 (220W, 1180mm/s, 60 ° orientation). d-f) Three specimens man- 

ufactured using build condition P2 (330W, 1770mm/s, 0 ° orientation). Specimens 

were excised from larger samples using precision wire-EDM on all surfaces and 

one surface was finely polished for microstructure characterization (not reported 

in this work). (For interpretation of the references to colour in this figure legend, 

the reader is referred to the web version of this article.) 
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ion as well as that of the largest pore coincide with the fracture 

ocation in the same two specimens. On the other hand, for the 

odified VDF presented in this work, the location of the global 

aximum coincides with the fracture location in five out of the 

ix specimens. 
ig. 5. Engineering stress-strain curves for a) the simulated tensile tests of L-PBF 17-4PH

ncluded for reference) showing the variability of the mechanical response due to variati

epeats for two different build conditions). 

7 
. Discussion 

.1. Application of the modified VDF to computational fracture 

imulations: Impact of pore-pore interactions 

The performance of the modified VDF is first discussed in the 

ontext of the simulated fracture results investigated by Erickson 

t al. [35] . Recall that the simulated data set was generated using 

tatistically representative pore size distributions extracted from 

xperimental measurements. However, the synthetic network of 

imulated pores assumed a spherical shape for each pore. Because 

he simulated data set contains pore networks with only spheri- 

al pores, any improvement in the modified VDF on the simulated 

ata set is attributed to pore-pore interactions (modeled by the 

eighted nearest-neighbor term, a i , in Eq.(4) ). Thus, the 3.3% in- 

rease in the number of accurately predicted fracture locations (94 

ccurate predictions using the modified VDF versus 91 using the 

riginal VDF) is due solely to accounting for pore-pore interactions. 

Fig. 8 a shows one of the six simulations for which the modified 

DF accurately predicts the fracture location and the original VDF 

oes not. Erickson’s original VDF predicts that fracture will occur at 

 large pore at the beginning (left-most end) of the gauge length, 

abeled “1” in Fig. 8 a. On the other hand, the modified VDF pre- 

icts that fracture will occur at the location labeled “2” in Fig. 8 a. 

 pore located at point “2” in Fig. 8 a is actually slightly larger than

hat at point “1” (equivalent spherical diameter (ESD) of 99.75 μm 

ompared to an ESD of 96.59 μm). However, Erickson’s original 

DF predicts that fracture will occur at the first pore due in part to 

ts location relative to the free surface. Although the original VDF 

oes account for clustering of the pores with respect to a reference 

oint along the gauge length, it does not account for pore-pore 

nteractions. The incorporation of the weighted nearest-neighbors 

erm into the modified VDF represents this mechanism of pore- 

ore interaction. Specifically, in Fig. 8 a, the location at which the 

odified VDF predicts fracture to occur consists of the large pore 

losely surrounded by a large number of smaller pores. This ob- 

ervation indicates that for the simulation depicted in Fig. 8 a, the 

eighting of pore-pore interactions relative to that of the pore size 

nd location relative to the free surface enables accurate prediction 

f the fracture location. The same observation holds true for all six 

imulations depicted in Figs. 6 a-f. 

There are three cases for which the modified VDF incorrectly 

redicts the fracture location while the original VDF accurately 
 stainless steel from Erickson et al. [35] (experimental bounds from Ref. [38] . are 

ons in the pore structures, and b) the six L-PBF IN718 mesoscale specimens (three 
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Fig. 6. The six simulations (a-f) for which the modified VDF formulation correctly predicts the fracture location and the original VDF formulation [35] does not. The three 

simulations (g-i) for which the original VDF formulation [35] correctly predicts the fracture location and the modified VDF formulation does not. The predicted fracture 

location based on maximum VDF value is circled in each case. The simulated fracture specimens from Ref [35] are presented below the plots to provide a visual comparison 

between VDF values, fracture location, and internal pore structures. Color contour shows von Mises stress fields overlaid to highlight locations of final fracture (taken after 

fracture for visualization purposes only, so stress legends are intentionally excluded). 

p

I

d

o

t

a

b

t

l

t

c

w

f

i

c

i

(

e

r

p

m

n

s

a

o

b

a

e

s

e

h

p

b

m

f  

V  

h

t

c

t

redicts the fracture location, one of which is shown in Fig. 8 b. 

n this example, based on Erickson’s original VDF, fracture is pre- 

icted to occur at point “4”, where there are two large pores (ESDs 

f 79.36 μm and 90.57 μm) that are both located relatively close 

o the surface. The modified VDF predicts that fracture will occur 

t point “3”, where there is one large pore (81.49 μm) surrounded 

y multiple small pores. In this instance, the modified VDF weights 

he pore-pore interaction too heavily compared to the size and the 

ocation of the pores relative to the free surface. This is similar for 

he three cases depicted in Fig. 6 g-i, where the modified VDF in- 

orrectly predicts the fracture location. However, the six cases for 

hich the modified VDF outperforms the original VDF in terms of 

racture-location prediction by accounting for pore-pore interaction 

s deemed a meaningful improvement. 

The maximum value of the modified VDF ( V DF max ) was then 

ompared to seven different pore-related metrics in terms of 

ts correlation with mechanical properties, viz., elastic modulus 

 E), yield strength ( σyield ), ultimate tensile strength ( σU ), percent 

longation ( e f ), and toughness modulus ( U f ). The seven pore- 

elated metrics include fraction porosity ( V f rac ), total number of 

ores ( N tot ), average cross-sectional area reduction ( CSA a v e ), maxi- 
8 
um cross-sectional area reduction ( CSA max ), average first nearest- 

eighbor distance ( N N D a v e ) across all pores, average equivalent 

pherical diameter ( ESD a v e ), and maximum equivalent spherical di- 

meter ( ESD max ). A Pearson correlation analysis was performed 

n the simulated data set. Fig. 9 (a) shows the correlation values 

etween the mechanical properties of the simulated tensile tests 

nd the pore metrics, including the V DF max . Of all metrics consid- 

red, fraction porosity, total number of pores, and average cross- 

ectional area reduction have the highest correlation with both the 

lastic modulus and the yield strength. However, V DF max has the 

ighest correlation coefficients with the post-yielding mechanical 

roperties (i.e., σU , e f , U f ), indicating that the modified VDF could 

etter assist with predicting fracture-related properties than com- 

only reported pore metrics. 

A Pearson correlation analysis was also performed between the 

racture location ( z f ract ) and the locations of CSA max , ESD max , and

 DF max . As shown in Fig. 9 b, the actual fracture location is most

ighly correlated with the location of V DF max than with the loca- 

ions of the maximum cross-sectional area reduction and the lo- 

ation of the largest pore. This is consistent with the results of 

he correlation analysis performed by Erickson et al. [35] . Erick- 
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Fig. 7. Normalized VDF values based on Erickson’s original formulation [35] and the modified formulation, plotted along the gauge length for six L-PBF IN718 mesoscale 

specimens machined from two different build conditions: P1 (220W, 1180mm/s, 60 ° orientation) and P2 (330W, 1770mm/s, 0 ° orientation). a) P1 1 , b) P1 2 , c) P1 3 , d) P2 1 , e) 
P2 2 , f) P2 3 . The predicted fracture location based on maximum VDF value is circled for each case. For each specimen, the cross-sectional area reduction due to porosity is 

plotted along the gauge length, and the location of the largest pore by volume is circled in red. X-ray CT reconstructions showing both the undeformed and fractured states 

are presented below each plot, with pores highlighted in red. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version 

of this article.) 
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on et al. [35] also defined an ambiguity score to quantify the dif- 

erence between global and local maxima in the VDF. A high am- 

iguity score indicates that the highest local maximum is similar 

n value to the value of the global maximum, which makes the 

rediction of fracture location somewhat ambiguous. They showed 

hat applying a threshold ambiguity score of 0.7 resulted in a 97% 

ccuracy (38 out of 39 specimens) in predicting fracture location 

ased on the global VDF value. By applying the same ambiguity 

alculations and threshold of 0.7 to the modified VDF results, 34 

pecimens are retained, of which 30 (88.2%) have fracture loca- 

ions that are accurately predicted by the location of the global 
9 
 DF max . The correlation coefficient between the fracture locations 

redicted by the V DF max and the actual fracture locations increases 

o 0.906 after applying the ambiguity threshold ( Fig. 9 b), which is 

ubstantially higher than the correlation coefficients corresponding 

o ESD max and CSA max . A visualization of this improvement can be 

een in Fig. 9 c, where the actual versus the predicted fracture loca- 

ions based on the maximum cross-sectional area reduction, maxi- 

um pore size, maximum VDF value, and maximum VDF value for 

pecimens with less than 0.7 ambiguity score are plotted. It is clear 

hat by removing the more ambiguous specimens, some of the out- 

iers (in Fig. 9 c) are removed. However, some specimens that were 
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Fig. 8. Important features in the computational fracture simulations for a) a representative simulation for which the modified VDF accurately predicted the fracture location 

and the Erickson VDF did not, and b) a simulation for which the Erickson VDF accurately predicted fracture location and the modified VDF did not. Color contours are the 

same as in Fig. 6 . 

Fig. 9. a) Pearson correlation coefficients between pore metrics and mechanical properties. b) Pearson correlation coefficients between the actual fracture location and the 

predicted fracture locations for the maximum cross-sectional area reduction, the maximum equivalent spherical diameter, and the maximum value of the modified VDF. c) 

Scatter plots showing the correlation between the actual fracture locations and the predicted fracture locations. 
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ccurately predicted with the modified VDF were removed dur- 

ng ambiguity thresholding, indicating that although the modified 

DF generally performs better than the original VDF, the ambiguity 

s increased by adding the pore-pore interaction. Fig. 6 e shows a 

lear example of this; when the pore-pore interaction is included 

n the VDF formulation, the VDF value for the region containing 

 large number of pores (around 0.4mm) increases. The modified 

DF accurately predicts the fracture to occur at this location while 

he Erickson VDF does not, but it also increases the ambiguity of 

he prediction, causing it to be removed when applying an ambi- 

uity score threshold. 

In summary, the modified VDF shows a slight but meaningful 

mprovement in fracture-location predictions compared to the Er- 

ckson VDF for the simulated fracture results. In comparison to 
10 
ther pore-related metrics used to predict fracture location, the 

odified VDF performs exceptionally well. Recall the location of 

he maximum cross-sectional area reduction and the location of 

he largest pore accurately predicted 58 out of the 120 speci- 

ens (48%) and 59 out of the 120 specimens (49%), respectively. 

he modified VDF accurately predicted fracture location in 62.1% 

ore specimens than the location of the maximum cross-sectional 

rea reduction and 59.3% more specimens than the location of the 

argest pore. This shows significant improvement over the com- 

only used pore metrics to predict fracture location and, based on 

he correlation analysis with mechanical properties, suggests that 

he VDF is a promising metric to assist with predicting fracture- 

elated properties in AM metals. 
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Fig. 10. Important features in one mesoscale specimen that influence the VDF formulation for a) the pore-pore interaction, b) the ellipsoid fitting, and c) the final, modified 

VDF formulation. 
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.2. Application of the modified VDF to experimental data: Impact of 

ore-pore interactions and stress concentration factors 

The modified VDF is now assessed in the context of the six L- 

BF IN718 mesoscale tensile specimens. The X-ray CT reconstruc- 

ions in Fig. 4 show that each of the specimens contains irregularly 

haped pores; whereas, the simulated data set from Erickson et al. 

35] consisted only of spherical pores, making it impossible to as- 

ess the impact of accounting for ellipsoidal pores and their rela- 

ive stress concentrations in the modified VDF. To decouple the im- 

act of the pore-pore interactions and the stress concentration fac- 

or due to ellipsoid fittings for the mesoscale specimens, the mod- 

fied VDF was split into VDFs containing the original terms plus 

ither the pore-pore interaction term or the stress concentration 

actor term and was re-evaluated against the six mesoscale spec- 

mens. The VDF including just the pore-pore interaction term ac- 

urately predicts the fracture location for two out of the six speci- 

ens (33.3%). When looking at the maximum value of the partially 

odified VDF containing the stress concentration factor term, the 

ocation of the maximum value coincides with fracture location in 

wo of the six specimens (33.3%), which are a different two spec- 

mens than those that are accurately predicted by Erickson’s orig- 

nal VDF. The Erickson VDF also accurately predicts two of the six 

pecimens (33.3%), which shows that, individually, the addition of 

ach term alone does not outperform the Erickson VDF. However, 

nce the impacts from the pore-pore interaction and the stress 

oncentration factor are combined into the final modified VDF, the 

ocation of the maximum value accurately predicts the fracture lo- 

ation in five of the six specimens (83.3%). 

The above observations are explored visually in Fig. 10 . Fig. 10 a 

hows the Erickson VDF plotted against the partially modified VDF 

ontaining the pore-pore interaction term. There is a clear in- 

ication at the first highlighted location that this clustering of 

ores greatly increases the VDF value due to the pore-pore in- 

eraction. Fig. 10 b shows the impact of the stress concentration 

erm (without pore-pore interaction). In the first highlighted sec- 

ion of Fig. 10 b, there is an irregularly shaped pore that is rela-

ively small in size. In the Erickson VDF, this pore does not in- 

rease the VDF value due to its small size. However, in the par- 

ially modified VDF that includes the stress concentration term, a 

mall increase in VDF value appears at this pore’s location. This 

hows that the modified VDF value increases at locations contain- 

ng more irregularly shaped pores oriented such that stress con- 

entration values are higher, which reflects research showing that 

uch non-spherical pores increase localized stress concentrations 

nd hence influence fracture behavior. The next highlighted section 

n Fig. 10 b shows the region discussed in Fig. 10 a. The observed

lustering of pores has one pore that is larger than the nearby 

ores and is irregularly shaped. The irregular shape of this pore 

ncreases the VDF value at its corresponding location. The high- 
w

11 
ighted section in Fig. 10 c shows the combined effect of the pore- 

ore interaction and the stress concentration terms. In this high- 

ighted section, the non-spherical pore shape in conjunction with 

ore-pore interaction drives the VDF value to exhibit a global max- 

mum, which correctly predicts the fracture location. This example 

emonstrates how each additional parameter in the modified VDF 

nfluences the VDF values. 

Similar to the numerical investigation, the modified VDF was 

ompared to the location of the maximum reduction in cross- 

ectional area and the location of the largest pore for the exper- 

mental data set. The location of the maximum pore size and the 

ocation of the maximum cross-sectional area reduction accurately 

redicted fracture location in two out of the six specimens (which 

ere the same as those accurately predicted by the Erickson VDF), 

s compared to the five fracture locations accurately predicted by 

he modified VDF. There are no cases for which any of the other 

etrics correctly predict fracture location and the modified VDF 

oes not. 

There is only one specimen for which none of the metrics con- 

idered (including the modified VDF) accurately predicts the frac- 

ure location: P1 2 . Examining closely the CT data for P1 2 ( Figs. 7 b

nd 4 b), there are no obvious features in the region where frac- 

ure occurred that would indicate that fracture was driven by pores 

r surface roughness. This assertion was corroborated by images of 

he fracture surface that were recorded using a scanning electron 

icroscope. Thus, it is postulated that fracture could have been 

riven by features in the grain or sub-grain structures. However, 

urther investigation (e.g., with a crystal plasticity model that in- 

orporates microstructure measurements made prior to tensile de- 

ormation), is required to confirm this. In summary, although the 

riginal Erickson VDF does not outperform the common pore met- 

ics for predicting fracture in the experimental tensile specimens, 

he predictive capability of the VDF is improved significantly by 

ccounting for pore-pore interactions and stress concentrations as- 

ociated with pore ellipticity (the degree of deviation from spheric- 

ty) and orientations. 

.3. Limitations and future work 

Although this work shows significant improvement in the pre- 

ictive capabilities of the VDF, there are still limitations that should 

e mentioned. This work focused on improving the predictive 

apabilities of the VDF by accounting for pore-pore interactions 

nd stress concentrations associated with pore shape and orien- 

ation. Similar to the limitations addressed in Erickson et al. [35] , 

his work neglects the effects of surface roughness. However, sur- 

ace roughness is known to play a critical role in the mechani- 

al response of AM metals, especially fatigue life [12,53–56] . The 

esoscale specimens presented in this work were excised via 

ire-EDM, which removed the as-built surface roughness imparted 
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y the L-PBF process. However, there could still be local surface 

oughness features from the EDM re-cast layer that might have 

ffected the tensile properties. For applications in which the as- 

uilt surface remains intact, the surface roughness would depend 

n geometry, processing parameters, and build orientation, which 

ould have a significant impact on the mechanical behavior. An- 

ther current limitation of the modified VDF formulation is that 

oth the Erickson VDF and the modified VDF presented in this 

ork assume a one-dimensional problem using uniaxial tensile 

esting (i.e., VDF is expressed as a function of position along the 

oading axis). Additionally, AM metals have been shown to exhibit 

nisotropic mechanical behavior with respect to build orientation 

57] . The elliptical-pore equation considers a stress raiser in the 

D xy-plane; this simplification permits the use of well-known an- 

lytical solutions for the stress concentration factors for planes in 

niaxial tension. In practice, however, pores are three-dimensional 

nd could be arranged such that the 2D plane does not capture the 

aximal stress concentration caused. We chose to avoid capturing 

rbitrarily oriented and shaped 3D ellipsoids because the analyt- 

cal descriptions of their stress fields are overly complex for the 

erceived benefit that they would provide. Although it would be 

ossible to include analytical or empirical forms that describe the 

D stress fields more accurately if needed, the added complexity 

f such an approach would undermine the stated goal of the VDF 

s a simple predictive tool, and furthermore, 3D formulations of 

he stress concentrations were not needed to improve the accuracy 

f the modified VDF for the present circumstances. In summary, 

uture work could focus on extending the VDF formulation to ac- 

ount for surface roughness, multi-axial loading, anisotropic behav- 

or, and more complex, three-dimensional fracture morphologies. 

Although there are still limitations pertaining to the general ap- 

lication of the VDF to complex AM parts, the modified VDF shows 

ignificant improvement over common pore metrics in predicting 

he fracture location and correlating with fracture-related mechan- 

cal properties. The VDF improves upon pore-related metrics com- 

only reported in the literature by simultaneously accounting for 

ore sizes, pore shapes, pore orientations, pore clustering, pore- 

ore interaction, and pore locations relative to free surfaces of the 

pecimen. 

. Conclusion 

In this study, the void descriptor function (VDF) derived by Er- 

ckson et al. [35] was modified by incorporating terms to account 

or pore-pore interactions and the stress concentrations associated 

ith pore shapes (as measured by ellipticity) and orientations. The 

imulated data set from Erickson et al. [35] , in which uniaxial ten- 

ile testing was simulated in AM 17-4PH stainless steel containing 

xplicitly represented pore structures was first used to compare 

he modified VDF to Erickson’s original VDF and to other common 

ore-related metrics. After analyzing the modified VDF using the 

imulated data set, six mesoscale IN718 specimens manufactured 

y laser powder bed fusion were used to experimentally evaluate 

he modified VDF. Based on the results from the application of the 

odified VDF to both the simulated data set and the experimental 

easurements using the mesoscale tensile specimens, the follow- 

ng conclusions are made: 

1. The incorporation of the pore-pore interaction term using 

weighted nearest neighbors resulted in accurate fracture- 

location predictions (within ±5% of the total gauge length) for 

94 out of 120 specimens from the simulated data set, an in- 

crease of 3.3% compared to the number of accurate predictions 

based on Erickson’s original VDF. Although the modified VDF 

showed only a slight improvement compared to the Erickson 

VDF, the VDF in general shows significant improvement over 
12 
commonly reported pore-related metrics. Remarkably, the mod- 

ified VDF accurately predicted fracture location in 62.1% more 

specimens than predicted based on the location of the maxi- 

mum cross-sectional area reduction and 59.3% more specimens 

than predictions based on the location of the largest pore. 

2. The improvement of the modified VDF due to the ellipsoid fit- 

ting is more complex to quantify. However, the modified VDF, 

combining both the pore-pore interaction and the stress con- 

centration factor associated with pore ellipticity, accurately pre- 

dicted fracture location in five out of six specimens in the ex- 

perimental evaluation compared to only two out of six spec- 

imens for the original VDF, the maximum reduction in cross- 

sectional area, and the location of the largest pore by volume. 

This is the first time the VDF has been experimentally evalu- 

ated, and it shows improved predictive capability for fracture 

location in experimental specimens over pore metrics com- 

monly reported in the literature. To maintain accurate predic- 

tions of pore-driven fracture location for different pore popula- 

tions, simple recalibration of the VDF fitting parameters is the 

only necessary step since the model is derived using dimen- 

sionless quantities. 

3. Based on the simulated data set, the maximum value of the 

modified VDF shows a stronger correlation with post-yielding 

mechanical properties (ultimate tensile strength, elongation, 

and toughness modulus) than any of the following pore met- 

rics: fraction porosity, total number of pores, maximum pore 

size, average pore size, and maximum cross-sectional area re- 

duction. This indicates that the VDF is a promising metric to 

assist with characterizing pore networks and predicting ductile- 

metal failure properties, including for AM metals. 

4. The promising results from the assessment of the modified 

VDF against both the simulated data set and the experimental, 

mesoscale tensile specimens demonstrate that pore-pore inter- 

action, pore shape, and orientation with respect to loading di- 

rection play important roles in the fracture behavior of porous 

AM metals. The development of metrics that account for in- 

teractions among different mechanisms driving failure in AM 

metals is vital for the incorporation of AM metals into fracture- 

critical applications. 

. Data availability 

The source code used to calculate the VDF can be found at: 

ttps://www.github.com/mmmutah/mVDF . 
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