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In general, humans have been found to fare worse than machines

at prediction tasks [31, 32] such as distinguishing between fake or

legitimate news. Machine learning models for automated fake news

detection have even been shown to perform better than the most

seasoned linguists [25]. To this end, many automated fake news

detection algorithms have largely focused on improving predic-

tive performance for a specific news domain (e.g., political news).

The primary issue with these existing state-of-the-art detection

algorithms is that while they perform well for the domain they

were trained on (e.g., politics), they perform poorly in other do-

mains (e.g., healthcare). The limited cross-domain effectiveness of

algorithms to detect fake news are mostly due to (1) the reliance

of content-based approaches on word usage that are specific to a

domain, (2) the model’s bias towards event-specific features, and

(3) domain-specific user-news interaction patterns (Figure 1). As

one of the contributions of this work, we will empirically demon-

strate that the advertised performance of SOTA methods is not

robust across domains.

Additionally, due to the high cost and specialized expertise re-

quired for data annotation, limited training data is available for

effectively training an automated model across domains. This calls

for using auxiliary information such as users’ comments and mo-

tivational factors [15, 37] as value-adding pieces for fake news

detection.

To address these challenges, we propose a domain-adaptive

model called REinforced Adaptive Learning Fake News Detection

(REAL-FND), which uses generalized and domain-independent fea-

tures to distinguish between fake and legitimate news. The pro-

posed model is based on previous evidence that illustrates how

domain-invariant features could be used to improve the robustness

and generality of fake news detection methods. As an example of a

domain-invariant feature, it has been shown that fake news pub-

lishers use click-bait writing styles to attract specific audiences [46].

On the other hand, patterns extracted from the social context pro-

vide rich information for fake news classification within a domain.

For example, a user’s comment providing evidence in refuting a

piece of news is a valuable source of auxiliary information [34].

Or, if a specific user is a tagged fake news propagator, the related

user-news interaction could be leveraged as an additional source

of information [15].

In REAL-FND, instead of applying the commonly-used method

of adversarial learning in training the cross-domain model, we

transform the learned representation from the source to the target

domain by deploying a reinforcement learning (RL) component.

Other RL-based methods employ the agent to modify the param-

eters of the model. However, we use the RL agent to modify the

learned representations to ensure that domain-specific features are

obscured while domain-invariant components are maintained. An

RL agent provides more flexibility over adversarial training because

any classifier’s confidence values could be directly optimized (i.e.,

the objective function does not need to be differentiable).

We address the challenges in domain adaptive fake news detec-

tion algorithms by making the following contributions:

• We design a framework that encodes news content, user com-

ments, and user-news interactions as representation vectors

and fuses these representations for fake news detection;

• We utilize a reinforcement learning setting to adjust the

representations to account for domain-independent features;

• We conduct extensive experiments on real-world datasets

to show the effectiveness of the proposed model, especially

when limited labeled data is available in the target domain.

2 RELATED WORK

The proposed methodology spans the subject domains of fake news

detection, cross domain modeling, and the use of reinforcement

learning in the Natural Language Processing (NLP). Current state-

of-the-art in these areas are discussed in this section.

2.1 Fake News Detection

Early research in fake news detection focused on extracting features

from news content to either capture the textual information (such

as lexical and syntactic features) [33, 36] or to detect the differences

in the writing style of real and fake news such as deception [7]

and non-objectivity [26]. Qian et al. propose to use convolutional

neural network to detect fake news based on news content only [27].

Guo et al. propose to capture the sensational emotions to create

an emotion-enhanced news representation to detect fake news [9].

Recent advancements utilize deep neural networks [16] or tensor

factorization [11] to model latent news representations.

While news content-based approaches result in acceptable per-

formance, incorporating auxiliary information improves the per-

formance and reliability of fake news detection models [34]. For

example, Tacchini et al. [40] and Guo et al. [10] aggregated users’

social responses (topics, stances, and credibility), Ruchansky et al.

proposed a model called CSI which uses a hybrid model on news

content and users network to detect fake news [29], and Shu et al.

used hierarchical attention networks to create more explainable

fake news detection models [34]. In this work, we incorporate var-

ious auxiliary information (i.e., users’ comments and user-news

interactions) along with the news content to create a well-defined

news article representation.

2.2 Cross Domain Modeling

Cross-domain modeling refers to a model capable of learning infor-

mation from data in the source domain and being able to transfer it

to a target domain [1]. In general, cross-domain models are catego-

rized into sample-level and feature-level groups [47]. Sample-level

domain adaptation methods focus on finding domain-independent

samples by assigning weights to these instances [39, 47]. On the

other hand, feature-level domain adaptation methods focus on

weighting or extracting domain-independent features [18]. In addi-

tion to the aforementioned domain adaptation methods, Gong et

al. combined both sample-level and feature-level domain adapta-

tion [8] in BERT to create a domain-independent sentiment analysis

model. Similarly, Vlad et al. used transfer learning on an enhanced

BERT architecture to detect propaganda across domains [43]. More-

over, Zhuang et al. propose to use auto-encoders for learning unsu-

pervised feature representations for domain adaptation [47]. The

goal of this model is to leverage a small portion of the target domain

data to train an auto-encoder for learning domain-independent

feature representations. In this paper, we focus on feature-level
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domain adaptation by leveraging reinforcement learning to learn a

domain-independent textual representation.

2.3 Reinforcement Learning

In past years, reinforcement learning has shown to be useful in im-

proving the effectiveness of NLP models. As such, Li et al. propose

a method for generating paraphrases using inverse reinforcement

learning [21]. Another work by Fedus et al. uses reinforcement

learning to tune parameters of an LSTM-based generative adver-

sarial network for text generation [6]. A recent work by Cheng et

al. proposes to use reinforcement learning for tuning a classifier’s

parameters for removing various types of biases [3]. Inspired by

these methods, we study the problem of domain-adaptive fake news

detection using reinforcement learning.

In previous research, although reinforcement learning has been

used to modify a model’s parameters, little research has been done

on applying it to modify the learned representations. In this work,

we focus on designing a domain adaptation model with an RL agent

that modifies the article’s representation based on the feedback

received from both the adversary domain classifier and the fake

news detection component.

3 PROBLEM STATEMENT
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bels from source and target domains, respectively. Each news article

xi includes a contentwhich is a sequence ofK words {w1,w2, ...,wK },

a set of comments cj ∈ C, and user-news interactions uj ∈ U. User-

news interactions ui is a binary vector indicating users who posted,

re-posted, or liked a tweet about news xi . The goal of the reinforced

domain adaptive agent is to learn a function that converts the news

representation xi ∈ Dt from target domain to source domain. The

problem is formally defined as follows:

Definition (Domain Adaptive Fake News Detection).

Given news articles from two separate domains Ds and Dt ,

corresponding users’ comments Cs and Ct , and user-news in-

teractionsUs andUt from the source S and target T domains,

respectively, learn a domain-independent news article represen-

tation using Ds and a small portion of Dt that can be classified

correctly by the fake news classifier F .

4 PROPOSED MODEL

In this section, we describe our proposedmodel,REinforced domain

Adaptation Learning for Fake News Detection (REAL-FND). The

input of this model is the news articles from source domainDs and

a portion (γ ) of the target data set Dt . As shown in Figure 2, the

REAL-FND model has two main components: (1) the news article

encoder, and (2) the reinforcement learning agent. In the following

subsections, we explain these two components in detail.

4.1 News Article Encoder

The problem of detecting fake news requires learning a comprehen-

sive representation that includes information about news content

and its related auxiliary information. In this paper, we consider

news comments and user-news interactions as auxiliary informa-

tion for fake news detection. Recurrent neural networks (RNN) such

as Long Short TermMemory (LSTM) has been proven to be effective

in modeling sequential data [36]. However, Transformers, due to

their attentive nature, create a better text representation that in-

cludes vital information about the input in an efficient manner [42].

Thus, in this work, we use Bidirectional Encoder Representations

from Transformers (BERT) in creating the representation vector

for the news content.

BERT is a pre-trained language model that uses transformer en-

coders to perform various NLP-based tasks such as text generation,

sentiment analysis, and natural language understanding. Previous

research have used BERT to achieve state-of-the-art performance

on different applications of sentiment analysis tasks [20, 42, 44]. Al-

though BERT has been pre-trained on a large corpus of textual data,

it should be fine-tuned to perform well on a specific task [22, 44].

In this paper, to create a well-defined news content representation,

we fine-tune BERT using news articles x = {w1,w2, ...,wK } from

source domain dataset Ds and a portion γ of the target dataset Dt .

In addition to the news content xi , we also consider the article’s

comments and user-news interactions. In the experiments, we show

that using auxiliary information leads to better detection perfor-

mance as the model accounts for user’s reliability and feedback on

the news article. Nonetheless, previous studies also have shown that

comments on news articles can improve fake news detection [34] by

extracting semantic clues confirming or disapproving the authentic-

ity of the content. Due to the fact that not all comments are useful

for fake news classification, we use Hierarchical Attention Network

(HAN) to encode the comments of a news article. The hierarchical

structure of HAN facilitates the importance of every comment, as

well as the salient word features. To create a representation for the

news article comments, we pre-train HAN by stacking it with a

feed-forward neural network classifier. After pre-training HAN,

we remove the feed-forward classifier and only use the HAN to

encode the news article comments. Note that in case a news article

does not have any comments, we use vectors with zero values for

comments representation.

Moreover, in addition to the news article comments, we also

consider the user-news interactions to improve fake news detection.

For a news article x, the user-news interactions u is a binary vector

where ui indicates user i has tweeted, re-tweeted, or commented

on a tweet about that news. Thus, the user-news interactions vector

is a representation of the user behaviour toward a news article. To

encode this information, we use a feed-forward neural network

that takes the binary vector of user-news interaction as input and

returns a representation containing important information about

that interactions.

After constructing the representation networks (i.e., HAN, BERT,

and the feed-forward neural network) and pre-training BERT and

HAN, we concatenate the output of these three components into

one vector E = (h′comments | |h
′
content | |h

′
interactions ) (| | indicates

concatenation) and pass it to another feed-forward network to

combine these information into a single vector E′ [14]. Once we

stacked the representation network with a feed-forward neural

network classifier, we train a fake news classifier using the source

domain dataDs and a portionγ of the target domain dataDt . After

training the fake news classifier F , we freeze the weights of the
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Algorithm 1 The Learning Process of REAL-FND

Require: News article representations E′ ∈ D - fake news classi-

fier F - domain classifier D - parameters α , β , and λ - terminal

time T .

1: Initialize state st and memoryM .

2: while training is not terminal do

3: st ← E
′

4: for t ∈ {0, 1, ...,T } do

5: Choose action at according to current distribution π (st )

6: Perform at on st and get (st+1, rt+1)

7: M ← M + (st ,at , rt+1, st+1)

8: st ← st+1
9: for each timestep t , reward r inMt do

10: Gt ←
∑t
i=1 λ

iri+1
11: end for

12: Calculate policy loss according to Equation 2

13: Update the agent’s policy according to Equation 3

14: end for

15: end while

selected action at . The goal of the agent is to maximize its reward

according to Equation 1.

To train the agent, we use the REINFORCE algorithm which uses

policy gradient to update the agent [45]. Considering the agent’s

policy according to parameters θ as πθ (st ,at ), the REINFORCE

algorithm uses the following loss function to evaluate the agent:

L(θ ) = log(πθ (st ,at ) ·Gt ) (2)

where Gt =
∑t
i=1 λ

iri+1 is the cumulative sum of discounted re-

ward, and λ indicates the discount rate. The gradient of the loss

function is used to update the agent:

∇θ = lr∇θL(θ ) (3)

where lr indicates the learning rate.

5 EXPERIMENTS

In the designed experiments, we try to understand how the dif-

ferences between domains affect the performance of fake news

detection models. Moreover, we investigate how the proposed RL-

based approach will overcome performance degradation due to the

differences in news domains. Our main evaluation questions are as

follows:

• Q1. How well does the current fake news detection methods

perform on social media data?

• Q2. How well does the proposed model detect fake news

on a target domain Dt after training the model on a source

domain Ds ?

• Q3.How do auxiliary information contribute to the improve-

ment of the fake news detection performance?

Q1 evaluates the quality of fake news detection models. We

answer this question by training and testing fake news detection

models on the same domain and comparing their performance.

Q2 studies the effect of domain differences on the performance of

fake news detection models. We use a similar approach to Q1 to

answer this question by training on one domain, but testing on

Politifact GossipCop

# True News 2,645 3,586

# Fake News 2,770 2,230

# News 5,415 5,819

# News with Comments 415 5,819

# Users 60,053 43,918

# Unique Users 100,520

Table 1: The statistics of Politifact and GossipCop datasets.

The Politifact dataset contains news articles from both Fak-

eNewsNet and the dataset provided by Rashkin et al. [28],

while GossipCop contains news articles from FakeNewsNet

only.

another. In Q3 we perform ablation studies to analyze the impact

of auxiliary information, the reward function parameters α and

β , and the portion of target domain data γ needed to achieve an

acceptable detection performance.

5.1 Datasets

Weuse thewell-known fake news data repository FakeNewsNet [35]

which contains news articles along with their auxiliary information

such as users’ metadata and news comments. These news articles

have been fact-checked with two popular fact-checking platforms -

Politifact and GossipCop. Politifact fact-checks news related to the

U.S. political system, while GossipCop fact-checks news from the

entertainment industry. In addition to the existing Politifact news

articles from FakeNewsNet, we enrich the dataset by adding 5, 000

annotated Politifact news from the dataset introduced by Rashkin

et al. [28]. Table 1 shows the statistics of the final dataset. The

Politifact news articles from [28] includes truth rating from 0 to 5,

in which we only consider news with label ∈ {0, 4, 5}.

5.2 Data Pre-processing

Each news articles from the final dataset contains news content,

users’ comments, and their meta-data. We pre-process the textual

data (i.e., news content and users’ comments) by removing the

punctuation, mentions, and out-of-vocabulary words. Further, as

BERT has a limitation of getting 512words as input, we truncate the

news content and every comment to include its first 512 words. Fi-

nally, we utilize the users’ meta-data to create user-news interaction

matrix by tracking every user’s interactions with news articles.

5.3 Implementation Details

The training process has been conducted in three stages: (1) pre-

training the representation networks, (2) training the fake news and

domain classifiers, and (3) training the RL agent. In what follows,

we will expand the implementation details of each stage.

Pre-training: In this stage, we fine-tune BERT and HAN networks

to generate a reasonable text representation from news content

and users’ comments, respectively. Motivated by the low memory

consumption of the distilled version of Bert [30], we used the base

model of Distilled BERT for creating the textual representation of

the news contents. The model was fine-tuned for 3 iterations using

a classifier on top of it. Moreover, to create the representations
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related to the user’s comments, we pre-trained HAN by stacking it

with a simple fake news classifier and fine-tuning it for 5 iterations.

After fine-tuning both models, the classifier module in both distilled

Bert and HAN were removed. These pre-trained networks were

placed in the final architecture of our model.

Training classifiers F and D: With passing the news content

through the representation network in Figure 2, we trained a fake

news classifier and a domain classifier using the news content

representations. During the training, we did not update the weights

of BERT and HAN networks. In this stage, a dropout with p = 0.2

was used for both fake news and domain classifiers. Both classifiers

use a similar feed-forward neural networkwith a single hidden layer

of 256 neurons. The networks are trained using Adam optimizer

with a learning rate of 1e − 5 and a Cross Entropy loss function:

LCE = −
1

M

M∑

i=1

(yi log(pi ) + (1 − yi ) log(1 − pi )) (4)

Training the RL agent: Once finished with the first two stages,

the fake news classifier and the domain classifier are placed as the

reward function of the RL setting to train the agent. We train the

agent using Algorithm 1 for 2, 000 episodes performing onlyT = 20

actions. As the long term reward function is important, we used a

discount rate of λ = 0.99. In updating the agent network, we applied

Adam optimizer and set the parameters with α = β = 0.5, σ = 0.01,

and learning rate lr = 1e − 4. The RL agent uses a feed-forward

neural network with 2 hidden layers of 512 and 256 neurons.

5.4 Baselines

For evaluating the effectiveness of REAL-FND on fake news detec-

tion task, we compare it to the baseline models described below. For

a comprehensive comparison we consider state-of-the-art baselines

that (1) only use news content (BERT-BiLSTM and BERT-UDA),

(2) use both news content and users’ comments (TCNN-URG and

dEFEND), (3) consider users’ interactions (CSI), and (4) considers

propagation network (RoBERT-EMB). In addition to these baselines,

we consider two variants of REAL-FND, Simple-REAL-FND and

Adv-REAL-FND that use bi-directional GRU instead of BERT/HAN

and adversarial training, respectively. These two baselines help us

to study the effectiveness of using a complex architecture such as

BERT and RL for domain adaptive fake news detection.

• TCNN-URG (URG) [27]: Based on TCNN [17], this model

uses convolutional neural networks to capture various gran-

ularity of news content as well as including users’ comments.

• CSI [29]: CSI is a hybrid model that utilizes news content,

users’ comments, and the news source. The news repre-

sentation is modeled using LSTM neural network using

Doc2Vec [19] that outputs an embedding for both news con-

tent and users’ comments. For fair comparison, we disre-

garded the news source feature.

• dEFEND (DEF) [34]: This model uses a co-attention net-

work to model both news content and users’ comments.

dEFEND captures explainable content information for fake

news detection.

• BERT-UDA (UDA) [8]: This model uses feature-based and

instance-based domain adaptation on BERT to create domain-

independent news content representation.

• BERT-BiLSTM (BBL) [43]: This model uses a complex neu-

ral network model including BERT [42], bi-directional LSTM

layer, and a capsule layer to classify news content. Thismodel

uses transfer learning to work across different domains.

• RoBERTa-EMB (EMB) [39]: This model adopt instance-

based domain adaptation. It uses RoBERTa-base [22] to cre-

ate news content representation, while uses an unsupervised

neural network to create the propagation network’s repre-

sentation [38]. To evaluate this method on single-domain,

we disable the domain adaptation process.

• Simple-REAL-FND (SRE): To study the effect of using

complex networks such as BERT and HAN for creating the

representation of the news content and users comments,

we replace BERT and HAN with a bi-directional Gated Re-

current Unit (BiGRU) stacked with a location-based atten-

tion layer [4]. Specifically, we use two separate BiGRU neu-

ral networks to create h′content and h′comments . To create

h′comments , we concatenate all of the comments and select

the first 256 words.

5.5 Experimental Results

To answer questions Q1 and Q2, we trained REAL-FND and the

baselines on a source domain S and tested them on both source

domain S and target domain T . We used k-fold validation and cal-

culated the average AUC and F1 scores. For single-domain and

cross-domain, we set the number for folds as k = 9 and k = 10,

respectively. In single-domain training, we use the source domain

data Ds , while for training REAL-FND and the baselines in a cross-

domain setting, we use the source domain data Ds combined with

portion γ of the target domain data Dt . In the subsequent subsec-

tion it will be shown in Figure 4c that performance improvements

taper off after using 30%(γ = 0.3) of the target domain data. Finally,

to answer Q3, we perform an ablation study to measure the impact

of using auxiliary information and reinforcement learning.

Fake News Detection Results (Q1). Table 2 shows a comparison

of the baselines with REAL-FND. Training is applied on a single

domain dataset Ds and tested on both source and target domains.

For this experiment, we removed the domain classifier’s feedback

from the RL agent by setting the parameter β = 0. From the results

we conclude that (1) all baseline models and REAL-FND perform re-

liably well when both training and testing news come from a single

domain, and (2) due to the considerable decrease in performance

when testing with news from another domain, it appears that the

Politifact and GossipCop news domains have different properties.

These results imply that the evaluated models are not agnostic to

domain differences. REAL-FND performed better than baselines

for the majority of scenarios. The only case where REAL-FND is

under-performed is when the model is trained and tested on the

GossipCop dataset. The better performance of REAL-FND on the

Politifact domain suggests that BBL may have overfitting issues and

REAL-FND benefits the use of auxiliary information for creating

a more general fake news classifier that performs well on both

domains. It is worth mentioning that EMB and BBL models are sim-

ilar to each other in terms of model architecture except that EMB

utilizes the user’s propagation network as well. Comparing the
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