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We study the influence of asymmetric restitution coefficients in a model of a two-sided vibro-impact energy
harvester (VI-EH), considering the dynamical behavior and the implications for energy output. In the VI-EH, a
ball moves freely within a forced cylinder and collides with a compliant dielectric polymer on either end, thus
converting the motion into output voltage. We develop (semi-)analytical results for 1:1 periodic solutions,
with alternating impacts on either end, focusing on the case of asymmetric restitution coefficients on the
top and bottom of the cylinder. New types of 1:1 periodic solutions are found, with energy output clearly
different from the symmetric setting. The analysis covers non-intuitive results, including the non-monotonic
dependencies of the energy output on the asymmetric restitution coefficients. We find unexpected parameter
ranges with improved levels of energy output, as well as stability results indicating that this output is robust
to parameter fluctuations or external perturbations. Furthermore, by identifying parameter combinations that
limit performance through asymmetries, we show how asymmetric restitution coefficients can counteract these
detrimental effects. The analysis is based on maps for the dynamics between impacts, leading to a series
of conditions for stable 1:1 periodic solutions in terms of the system parameters. We compare stability and
bifurcation structure obtained analytically and numerically. The analysis shows possible regions of bi-stability
between different behaviors that may not be captured by numerical approaches.

1. Introduction excitations [7,8]. It quickly became clear that linear systems were insuf-

ficient for generating a reasonable amount of power under excitations

Energy Harvesting (EH) refers to a process of generating electrical
power from various renewable energy sources such as wind, waves,
and tides. More often, however, EH is used in a narrower sense and

with varying frequencies. Moreover, the desired high power output
can be achieved only near resonance, leading to reliability and fatigue

referred to energy scavenging from natural and man-made vibrations.
A number of approaches have been proposed to convert mechanical
energy of vibrations into electrical output, including piezoelectric [1],
electromagnetic [2], electrostatic [3,4] and triboelectric [5,6]. To ab-
sorb available energy effectively, various mechanical systems have been
developed, depending on their specific applications. In the beginning of
this century the linear single and multi-degree of freedom systems, as
well as continuous systems like nano-, micro- and macro-scale beams,
have been proposed to serve as energy scavengers. Theoretical foun-
dations of energy harvesting, developed for such electro-mechanical
devices in the last twenty years, have been well supported by numerical
simulations and experimental findings for deterministic or stochastic
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issues [9,10].

Due to these limitations, scientists have shifted the research focus to
linear parametrically excited and nonlinear energy harvesting systems.
For example, the response of a parametrically excited spring-mass
system is amplified when operating near stability boundaries [11-17],
whereas the response of a parametrically excited pendulum becomes
rotational [18-20]. Often a nonlinearity is introduced into the system
to improve its performance and amplify its response. Furthermore,
multi-stable equilibria systems have become very popular in various
applications due to high energy harvesting efficiency [21-24]. In other
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applications, such as in flow-induced vibrations, the nonlinearity is nat-
urally present in the system [25,26]. Another class of nonlinear systems
consists of piecewise-linear and strongly nonlinear vibro-impact (VI)
systems. A piecewise-linear system typically comprises a combination
of linear springs, where any additional spring is located at a given
distance from the system’s equilibrium and is engaged only when
the mass crosses the predefined distance. Varying this distance can
broaden the system’s bandwidth and facilitate its tuning to particular
environmental conditions [27-29]. VI systems have also been proposed
for energy harvesting, but in the vast majority of cases the impacts were
introduced to create more favorable dynamics or widen the system’s
bandwidth, rather than using the impacts as a direct source of energy
extraction. A collection of pre-2017 VI energy harvesting concepts were
reported in [30]. Since then some new concepts utilizing the benefits
of VI dynamic behavior have been proposed in [6,31-33].

VI systems generate a range of rich and diverse nonlinear phe-
nomena, including a variety of bifurcations, sticking, grazing, and
chaos [34-36]. A typical VI system consists of a mass impacting against
another mass, organizing a VI-pair, or a rigid barrier, where the veloc-
ities before and after impact are connected by a restitution coefficient
0 < r < 1. When the system’s dominant energy losses come from
the impacts, while neglecting other types of damping, the system is
conservative between the impacts, maintaining its constant energy
level. This creates a valuable opportunity for studying the system via a
(semi-)analytical approach, based on maps that combine the dynamics
between impacts with the impact conditions. A number of classical
references take this approach to study the dynamics, bifurcation and
stability of a periodic motion, as well as the grazing phenomenon in
vibro-impact systems [37-45]. In general the derived maps cannot be
solved explicitly, and have to be treated semi-analytically or numeri-
cally. Nevertheless, this approach facilitates the exploration of various
periodic solutions, their bifurcations and instabilities.

Recently, a pioneering device in vibro-impact energy harvesting (VI-
EH) systems has been proposed in which two dielectric elastomeric
(DE) membranes cover the ends of a cylindrical capsule [30]. These
membranes are composed of the DE material between two compliant
electrodes. The ball rolls freely in the capsule due to an initial external
excitation, as shown in Fig. 1. The impact of the ball against one of the
membranes causes its deformation, driving a capacitance change be-
tween the initial and deformed stated, leading to the energy harvesting.
Thus, in the proposed concept the impacts become the primary energy
harvesting mechanism by converting the kinetic energy to potential
energy of the deformed membrane and then to the electrical energy.
The two main advantages of the DE materials, used as the membranes,
are their ability to stretch 300%-700% without tearing and their high
dielectric permittivity relative to that of air. Both of these factors
substantially increase the energy harvesting capacity of devices that
utilize the DE material. While there remain issues related to compliant
electrodes, which have to stretch as much as the DE membrane to keep
the capacitor intact, this question lies outside of this paper’s scope.

With this design, the VI-EH dynamics correspond to that of an
impact pair; that is, a two degree of freedom system where the capsule
is forced externally, and the motion of the ball inside the capsule
follows from the impacts with the capsule ends and other inertial
forces such as gravity. In general, the impact pair is distinct from other
systems with two-sided constraints, and one of the main differences
is that the dynamics of the impact pair can be described by a single
equation of motion with respect to their relative displacement. In
contrast, another ball and capsule system has been studied as a self-
propulsion mechanism, when the inner mass was excited instead of
the capsule [46]. A series of papers consider a different impact pair
mechanisms for earthquake damage mitigation, by considering the
damped motion of a mass moving between two deformable barriers,
all subject to external harmonic forcing. Experimental and numerical
results are compared in the context where additional forces on the mass
appear due to damping and contact with the barriers. [47-54]).
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The restitution coefficient plays an important role in VI systems,
serving not only as the energy damping mechanism, but also as a
parameter governing the stability and dynamic behavior of various
periodic regimes. Generally, the restitution coefficient is a complex
parameter, which typically depends on material characteristics, the
shapes, the surfaces and the relative sizes of the colliding objects. The
effects of some of these parameters on the value of the restitution
coefficient as the function of collision velocity were reported in [55].
Although non-deterministic behavior of the restitution coefficient was
observed and reported in a number of investigations, including but not
limited to [55-57], the restitution coefficient in dynamic problems is
commonly treated as a constant. Within this approach the dynamical
model is used to establish the influence of the restitution coefficient
on the system dynamics and related stability. Similarly, to the best of
the authors’ knowledge, the vast majority of published papers on two-
sided VI oscillators have considered identical values of the restitution
coefficient at opposite sides in their analytical and numerical studies.

While the common approach is to use constant restitution coef-
ficients, there are sources of variation and asymmetry that may be
included in the model. In some materials and models, the dependence
of the restitution coefficient on relative impact velocity is more realis-
tic [58-60]. Because of the fabrication process of the DE membranes in
the VI-EH device, it is possible to pursue a design where the membranes
have different mechanical properties. Moreover, the presence of com-
pliant electrodes and the Maxwell stresses induced by the application
of voltage can influence the membrane property [61], and its operating
restitution coefficient value may be changed accordingly. All of these
settings illustrate opportunities for introducing and controlling the
restitution coefficient values of the membranes on the opposite sides
of the capsule. The possibilities point to one of the main motivations
of this study, namely, to explore how the asymmetric values of the
restitution coefficient, employed within a single two-sided VI device,
influence its dynamics and resulting energy output. Note that we do
not consider a specific source of this asymmetry; rather, we pursue a
general exploration of asymmetry in restitution coefficients to demon-
strate its influence on the dynamics of the impact pair and the resulting
energy output for the VI-EH device.

Previous analytical studies [62,63] have shown how asymmetries
naturally appear in the regular periodic behaviors of the VI-EH device
for given sets of parameters, as well as from other symmetry-breaking
bifurcations. This raises the question of whether asymmetric restitution
coefficients can be used to an advantage in these systems. Yet, it is not
immediately obvious why or how asymmetric restitution coefficients
may be beneficial, which we denote as r and r for impacts on the top
and bottom membranes, respectively. The influence of the bifurcation
structure on energy output in the VI-EH device, explored in [62,63],
provides some direction for exploring advantageous asymmetries. As
demonstrated in this previous work, both period doubling bifurca-
tions and grazing play important roles in the proposed VI-EH pair
leading to transitions between different stable periodic solutions. In
some cases such a transition immediately reduces the energy harvesting
performance of the device, which obviously is not beneficial. Grazing
impacts in particular can deteriorate the system performance since
grazing, by definition, implies a zero velocity impact, which produces
no membrane deformation and consequently does not generate any
power.

By understanding the nonlinear dependence of the system on rp
and rp, we provide both quantitative and qualitative analyses of the
influence of this asymmetry on the location of the bifurcations, thus
indicating paths for improved performance of the energy harvesting
device. For example, adjustable r; and rp can stimulate the system,
via the nonlinear response, to remain in or transition to a favorable
regime that generates more energy.

The value of the analysis follows from a number of non-intuitive
results that influence energy output. First we find that while the smaller
restitution coefficient leads to a reduced relative velocity immediately
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following the impact, it also changes other important characteristics
of the behavior, such as the phase differences between impacts and
external forcing. Then it can result in a net gain of the impact velocities,
and thus improve the energy output. Furthermore, we find that the
asymmetry can extend the range of parameters where stable regular pe-
riodic behavior provides desirable energy output. With a larger stability
range, the regular behavior is robust to perturbations or transitions
to chaotic behavior, thus providing more reliable energy output. We
explore new features that are related to asymmetry in r; and rp when
combined with other parameters. For example, we identify several
detrimental parameter combinations that contribute to low energy out-
put, usually in terms of inclination angle. These observations also lead
us to propose adjustments to the asymmetric restitution coefficients
that may counteract the negative effects of inclination angle (or other
parameters).

This paper has the following structure. In Section 2, we give the
dimensional VI-EH model, and non-dimensionalize it to streamline
the analysis. We also summarize the previous results for symmetric
rr = rp, illustrating the influence of bifurcations on the energy output
and motivating the study of asymmetry. In Section 3 we provide the
analytical results for asymmetric restitution coefficients, deriving the
analytical expressions for simple periodic 1:1 motion, and providing the
stability analysis. Comparing the analytical results for the asymmetric
case both with numerical results and with those from the symmetric
case, we highlight potential advantages and complexities generated
by the asymmetries. These comparisons motivate more in-depth com-
parisons in Section 4 that consider the effect of asymmetric rp #
rp on the average energy output voltage. They are developed while
also varying other important design parameters such as device size
and inclination angle, given the interplay between them. These results
illustrate several ways the analysis can be used to improve system
performance. Throughout we demonstrate how the analysis agrees with
numerical simulations, provides results such as bi-stability that may be
missed in the simulations, and guides potential design questions.

2. The model and previous results
2.1. The VI-EH model

The model of the VI-EH device is presented in Fig. 1, with a capsule
of mass M and a ball of mass m that can move freely inside the capsule.
Both ends of the capsule are covered by DE membranes with compliant
electrodes [30]. The capsule is excited by an external harmonic force
F(wt + @) with a period of 2z /w. We assume that any inertial forces
are negligible compared to the applied harmonic force, and therefore
do not influence the motion of the capsule. Then the motion of the
cylinder satisfies the equation

X(r)= ———=. (@))

The motion of the ball moving inside the capsule satisfies the equation

%(t) = —gsinf, 2

valid between collisions of the ball with either of the membranes. Here
g =9.8m/s’ is the gravitational constant.

The notation x~ and X~ (¥~ and X~) represents the positions
(velocities) of the ball and capsule, respectively, before an impact, and
x* and X* (x* and X ™) the positions (velocities) of the ball and capsule
after the impact. We take rp (r;) as the coefficient of restitution for
the bottom 0B (top dT') of the capsule to allow for a design where the
membranes have different properties. We assume that the impact of the
ball does not affect the motion of the cylinder, X~ = X* and X~ = X*,
with m negligible compared to M. Then the impact condition yields the
expression for the velocity of the ball after impact,

¥t = —rpx” + (1 +rp)X for x* =x~ = 9B,
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¥t = —rpx” + (L +rp)X for xt =x" =0T . 3)
Here we take an instantaneous impact condition, where the duration
of the impact is negligible, so that x* = x~. For s the length of the
capsule, x = X —s/2 (x = X + 5/2) at the impact on dB (97).

Next, for efficient analysis of the influence of the parameters, it
is useful to introduce the non-dimensionalized spatial and temporal
variables,
17|
Ma?

17|72
Mw?
As a result, a non-dimensionalized capsule length d depends on the
dimensional length s, as well as on the forcing amplitude A and
frequency o,

X(7) = X'®, x()=

x*(1), =21, (€))
w

_ Mo?

Rt where A = ||F|. )

Throughout this paper we fix the parameters M = 124.5 g as in [30]
and w = 57 Hz.

Since the proposed device as shown in Fig. 1 presents a vibro-
impact pair, where both components can move relative to each other,
it is reasonable to facilitate the dynamical analysis by introducing the

relative position and velocity variables
Z=X"-x*, Z=X"-x". (6)

Then the equations of motion in terms of the non-dimensionalized,
relative variables are

Z = X*—5%*= f(1)+ g, where )]
Mg sin

S = AP+, fl=1, and g= 2EE ®)

Zh = —rpZ; at Z; = % (impact at 0B) (C)]

Z¢ = -rnZ; at 7, =-4 (impactat 7). 10

The notation Z, = X*(t,) — x*(¢;) indicates the relative position at
the kth impact taking place at ¢ = ¢, and similarly for Z,. To obtain
the equations of motion in between impacts we integrate (7) for ¢t €

(Fs Tet1)s
Z@t)=—rZ(t,) + &t —t,) + Fy(t) — Fy(t}) 11)
Z()= 27 —rZ7(— 1) + %(z 1% + Fy(t) - Fy(t) — Fy () = 1), (12)

where F;(1) = [ f(t) dt and F,(1) = [ F|(t) dt.

Once the impact velocity is found, the output voltage of the VI-
EH device can be directly determined from the deformation of the
membrane. In order to focus this paper on the mechanical dynamics,
we use a separate model for calculating the electrical output. Using a
simple geometry, this model accounts for the membrane deformation
over time, and provides expressions for the changes in the membrane
capacitance. We then determine the output at the impact instance. Of
course, in the full system the voltage will be collected over a short but
finite time interval, but this instantaneous approximation is sufficient
for providing a picture of how the dynamics influences the output
voltage.

For a constant input voltage U;, applied to the membranes, U,imp,
the voltage generated by the membrane deformation at the kth impact,
is determined as

2
; A
U™ = [ k ] U, 13)

2
TR

where R, is the radius of the undeformed membrane and A, is the area
of the membrane at the deformed state [30] given by
ﬂR% — z(Ry sin ;)

Ay =27RA(1 —cosa) + —————— 14)
COS a,
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Fig. 1. Left: Schematic for the vibro-impact energy harvester. Parameters shown are: M(m), the mass of the cylinder (ball); B, the angle of incline; s the length of cylinder;
0B(dT), the bottom (top) membrane; F(wr + @) a harmonic excitation, mgsin§ the force due to gravity; R,, the radius of the ball, R, the active radius of the membrane, 5, the
largest deflection of the membrane at impact, «, the angle of deflection. Right: Illustration of typical motions of the ball (red solid line) within the capsule (blue dashed lines) in
terms of the non-dimensional variables, with one (two) impact(s) on dB and one on dT per period of the forcing, for larger (smaller) r;. Other parameters are strength of forcing

A=|F|=5N, p=x/6, rp =0.5.

for R, the radius of the ball. The angle «, at the kth impact depends
upon the value of the largest deformation of the membrane center §,,
as follows:

—2R,(8¢ — Ry) + 2R,/ R? + 62 — 25, R,
2[R2 + (6, — Ry)?]

1
v+ 1 2 v+l
5= [Semv?] as)

cosay =

Note that §, depends on the parameters of the elastic force of the
membrane K, v and the relative dimensional velocity at the kth impact,
V,, proportional to Z,. The thickness of the membrane in the deformed
state is recalculated based on the conservation of mass, thereby it
allows calculating the change in the capacitance between the initial
and deformed states. In the remainder of this paper we fix the values
of the following parameters: K = 4.0847 - 103 and v = 2.6, R, = 5 mm,
R. = 6.3 mm. Note that in applications the range of voltages used in
actuators and energy harvesting is 1000-8000 V [64], and in this paper
we use U;, = 2000V.

We investigate and compare the behavior of the absolute output
voltage at the kth impact, Uy, as well as two different averages of
the output voltage, average per impact U, and average over time Uy,
defined as

N N
Uy = U™ - U g, =2 % g Ze U

RETNENTES s a6)

tr =1y

Here N is the number of impacts within a time interval [z,,? 71 and
tp—ty = ‘f(rf — 1) is the corresponding non-dimensionalized time
interval. We average over this non-dimensionalized time interval for
ease in comparing U; and U on the same plot.

2.2. Framework and notation

Following the notation introduced in [63] for a T-periodic external
excitation, we categorize different periodic motions in the VI-EH system
by the notation n:m/pT, with n(m) being the number of impacts against
the bottom (top) of the capsule per period pT, simplifying to just n:m
in the cases when p = 1. The linear stability analysis and conditions
for transition from 1:1 to 2:1 and from 2:1 to 3:1 motion has been
established in [62,63] for r; = rg. Moreover, for this symmetric case it
has been shown that the averaged output energy per impact is higher
in 1:1 than in 2:1 and 3:1 regimes. The results are in terms of the key
parameters summarized in Table 1.

In particular we focus on semi-analytical representations of 1:1
periodic motions in the case of asymmetric restitution coefficients, from
which we obtain their bifurcation structure and stability. These results
indicate several directions for design advantages, since the analysis

demonstrates both benefits and limitations of the asymmetry. This leads
to studying bifurcations of new 1:2 asymmetric solutions that have not
been observed in previous studies with symmetric rp = rg. We see
that the results for energy output are dependent on the restitution ratio
rg/rr, as well as the magnitudes of r, rz combined with the inclination
angle g, through which the asymmetric effect of gravity plays a role.

Furthermore, we find that there are two types of regular 1:1 periodic
motion in the asymmetric case. Again, the identification and analysis
of these different periodic motions leads to an exploration of energy
output varying non-monotonically with the ratio rg/r; specifically near
the transition between different 1:1 solutions. The analysis also points
to the bi-stability of these two types of 1:1 solutions which can lead to
more complex behavior overall. Thus we indicate the potential benefits
system energy output, obtained through the influence of asymmetric rp
and rp on the period doubling and grazing bifurcations, as well as on
the (bi)-stability of periodic motions in general.

2.3. Symmetric restitution coefficients rp = rp

We illustrate the type of bifurcations that occur in the solutions to
(7)-(10), treating d as the bifurcation parameter. Results are shown for
both impact velocity and average output energy per impact, comparing
numerical results with analytical results as in [62,63]. Comparisons
within the symmetric case of rz = r; = r motivates the investigation of
the asymmetric case rp # ry.

The top row of Fig. 2 shows the bifurcation diagrams for different
attracting solutions represented by the impact velocity Z, vs. the non-
dimensional length d, (5). The bottom row shows the output voltage
at impact U, (16) and the average output voltage per impact U, (16)
corresponding to the branches of Z, shown in the top row. Here the
numerical results are obtained by a continuation-type method, choosing
a value of d, computing over a sufficiently long time to reach the
attracting behavior, from which we obtain the sequence of values of
Z, at that value of d. This attracting behavior provides the initial
condition in the computation for the next value of d, typically close to
the previous one. Recalling from (5) that d varies linearly with s, and is
inversely proportional to A, Fig. 2 shows results for d decreasing, with
either decreasing dimensional capsule length s or increasing forcing
amplitude A. As the impact velocity increases with A, we observe
the nonlinear increase with decreasing d in panels (f) and (h) due to
the nonlinear relationship between d and A. Note here that with the
increased A, the influence of the gravity force is effectively reduced,
as follows from the non-dimensional analysis (8), so that the grazing
bifurcation G is reached in (d), (h) without period doubling.

These graphs illustrate a number of possible transitions for the
1:1 solutions; A, indicates a change in local behavior, where the 1:1



S. Dulin et al. International Journal of Mechanical Sciences 217 (2022) 106983

Table 1

Parameters and variables of the VI-EH system.

Parameters/Variables Description

M=1245g (m=35g) Mass of the capsule (ball)

p Angle of capsule incline

s (d) Dimensional (non-dimensionalized) capsule length

F(wt + @) External harmonic force with a period of 27/w,
frequency w = 5z Hz and the phase shift ¢ in (1)

A=||F|| Excitation amplitude F in (4), (5).

rg () Coefficient of restitution for the bottom
0B (top 0T) membrane of the capsule

£=9.8 m/s* Gravitational constant

X (1), X(1), X(z) ((r), %(1), x(7)) Acceleration, velocity, position of the capsule (ball)

V. Relative dimensional velocity at the kth impact in (15)

Z@, Z@), Z@t) Non-dimensionalized, relative acceleration, velocity,
position of the ball

U™ Wy Voltage generated by the membrane deformation
(absolute output voltage) at the kth impact in (13), (16)

ﬁ, (ﬁr) Averaged output voltage per impact (over time) in (16)

U;, =2000 V Constant input voltage applied to the membranes

R, =6.3 mm Radius of the undeformed membrane

Ay Area of the membrane at the deformed state in (14)

R, =5 mm Radius of the ball

a, Angle at the kth impact in (15)

S Largest displacement of the membrane center at the kth
impact in (15)

K =4.0847-10°, v=26 Parameters of the elastic force of the membrane

@ (b) (c) (d)

1 1 1 1
- __o.gg‘g-gﬁ"""“.“ . i M Doc.‘_._...-o——""'-f\ M
3 0540 B A1 705 500028‘83 B A1 /E 05 570 B =05 k60000 .
N o0 S o S ot N o
S ol £ B A | E 5
?\1/-05 ° oi!ﬂﬁBM N -0.5 ﬁoaoeeew :{-05 BBBB‘SM'N -0.5 050505 (@000-0-0-0-0—0m0—oo.]
A, B G
- A 1 -1
0.24 0.25 4 0.3 0.2 0.25d 0.3 0.2 0.25 4 0.3 0.2 0.25 ¢4 0.3
x10* () x10*  (f) x10*  (9) x10*  (h)
< 8, ey
6 6 [0~ 2% 6 b Foe0ess
mﬁgggj\ \\%6
= 902 -e// S ]Dooggg .\N =S } QE’/: e 000; \
<4 AeteTd L4 B I TELA i nOt S R
) g8 E’S'BMT [l A,] [l )_0,556%’3// =
5?! B Losso
2 2 2 2
P,
oo N P0000,
02 025 d 0.3 0.2 0.25 g 0.3 0.2 0.25 q 0.3 0.2 0.25 g 0.3

Fig. 2. Bifurcation diagrams for g = z/6. In (a) and (c) for r = 0.5 and r = 0.25, respectively, we show the impact velocities for 0.29 < s < 0.53 m and A = 5 N, while in (b)
and (d) for r = 0.5 and r = 0.25 we show the impact velocities for 4.72 < A < 8.64 N and s = 0.5 m. The output voltages for (a)-(d) are below them in (e)-(h). Numerical results
are shown by open black circles for Z, in the top row, and in the bottom row by black (red) circles for U, (U,). Analytical results for Z,, U,, and U, based on results of [62]
for 1:1 periodic solutions are shown by magenta (impact on dB) and cyan (impact on d7) lines, with solid (dashed) lines corresponding to stable (unstable) solutions. Points A,
indicate transitions from stable focus to stable node of the 1:1 solution. B indicates period doubling bifurcation to 1:1/27T. Points marked with G correspond to grazing transition
from 1:1 to 2:1 periodic behavior (two impacts with Z, > 0 on 9B, one impact with Z, <0 on 97.). (For interpretation of the references to color in this figure legend, the reader
is referred to the web version of this article.)

solution changes from a stable focus to a stable node, B indicates a dramatically at the transition to 1:1/2T behavior. However, when
period doubling bifurcation to 1:1/2T, while G indicates the grazing solutions transition from 1:1/pT solutions to 2:1 solutions, there is a
transition from 1:1 to 2:1 behavior, with two impacts on dB with Z > 0, noticeable drop in U, due to the second low velocity impact on 9B in
followed by an impact on 9T with Z, < 0. This grazing transition the 2:1 behavior. For smaller values of r, we note that the transitions
is described further below. These cases and other transitions to 2:1 from 1:1/pT to 2:1 are shifted to larger values of d (compare e.g. panels
periodic motion have been studied both analytically and numerically (a) and (c)). Panel (d) illustrates a direct transition from 1:1 to 2:1
in [62,63], using a linear stability analysis similar to that shown in behavior via a grazing bifurcation marked G, without period doubling
Section 3.3. of the 1:1 solution. While it may seem counter-intuitive that U, is

We highlight a few observations that motivate the analysis of the comparable for the two different values of r shown, this follows from
next sections. At the period doubling of 1:1 solutions we do not see the phase shift of the impacts relative to the oscillatory forcing, which
a dramatic drop in U, since the impact velocities do not change directly influences Z, and U,.
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Fig. 3. Periodic solutions shown in the phase plane, with Z = d/2 (Z = —d/2) corresponding to impacts on dB (dT). Upper: Periodic solutions for r = 0.5, corresponding to
the branches shown in Fig. 2(a) with A =5 N, for (a) 4 = .28 with stable 1:1 periodic motion, and (b) d = .23 with stable 1:1/2T motion. Lower: Phase planes for r = 0.25,
corresponding to branches shown in Fig. 2(d); (¢) A = 6.6 N, d ~ .2358 with stable 1:1 motion; (d) A =7.28 N, d ~ .2138, corresponding to grazing at G; () A=8 N, d ~ .1945,

with stable 2:1 motion.

Fig. 3 provides phase plane plots that illustrate the period doubling
behavior transition from 1:1 to 1:1/2T solutions and the route to 2:1
behavior via grazing. A linear stability analysis of 1:1 solutions [62]
identifies period doubling bifurcations marked with B in Fig. 2, with
Fig. 3(a),(b) showing phase plane trajectories for values of d on either
side of this bifurcation. We note that even though the values of Z, are
relatively close for both the 1:1 (a) and 1:1/2T (b) behaviors, there is a
difference in the phase shift of the impacts for the two different periodic
solutions, which can also influence energy output. The dynamical route
to 2:1 behavior is illustrated in Fig. 3(c)-(e), where the phase plane
behavior for specific values of d taken from Fig. 2(d). As we can see
from these figures, in the dynamical path from 0B to 9T, given by (11)—
(12), Z > 0 for a short interval. Then we observe that, following an
impact at 0B, the bottom of the capsule approaches the ball for these
values where Z > 0. Under certain conditions, this approach leads to
a second impact at dB, with low relative Z,, as shown in Fig. 3(e).
Grazing occurs at the time t; where Z(t;) = 0 at this second impact,
as shown in Fig. 3(d).

The phase plane plots in Fig. 3 indicate the importance of asym-
metries in the 1:1 behavior; that is, asymmetries in the 0T — 0B
and 0B — 0T motions can lead to transitions from 1:1 behavior to
other behaviors. Furthermore, the drop in U, at the transition to 2:1
behavior motivates seeking ways to limit or postpone such transitions.
As one would expect intuitively, the asymmetry is more prevalent with
larger inclination angle § > 0 given its influence on Z and Z, as
explored for rp = rp in [63] and in on-going work [63]. In addition,
contrasting Figs. 2 (c¢) and (d), one can see that the changes in s
and A have different influences on the response. Besides the obvious
effect that increasing A leads to high energy input into the system, it
also can advance the grazing bifurcation labeled G, preempting period
doubling as in Fig. 2(d). In contrast, decreasing s typically results in
the period doubling before transitions to 2:1 behavior, except for very
small r [65]. Given the complex combined influence of g, 4, s, and r on
the asymmetric motion, the associated bifurcations, and the resulting
energy output U, we seek a valuable analytical description of these
behaviors and transitions. The asymmetries motivate new analyses for
asymmetric values of r; # rp for the opposing membranes, which
points to design features that influence these transitions.

3. Analytical results for asymmetric r; # rp
3.1. Derivation of the analytical results

To identify the influence of asymmetric restitution coefficients ry
and rp and Z and U,, we derive analytical results for 1:1 periodic
solutions. As shown in Fig. 2 for r; = rp, the results provide the
bifurcation structure of Z, the parameter ranges for 1:1 solutions, and
the changes in U, U, Uy related to different types of solutions. To
obtain the analytical results for 1:1 behavior, we follow the approach
used in [62]. By evaluating the Eqgs. (11)-(12) at successive impact
times #,, we obtain two maps, P, corresponding to the transition from
0B to 0T, and P, for the transition from 0T to dB. We focus here on
1:1/pT behavior, composed of alternating transitions described by P,
and P,. Then the time between the impacts for P,(P,) is T,(7T,), where

Ty = At =ty — 1, T = Ay = tgp — iy - an

These maps, based on the time evolution given by (11)-(12), give
expressions for the relative impact velocity Z ; and the position at
impact Z; = +d in terms of the previous V4 i1

P, (Z, €0B,Zi 1)) > (Zyyy €T, Ziy1tigr)s

Zyy1 = —rpZy + 8Ty + F (1) — Fi (1), (18)
—d = —rpZ, T, + %Tf + Fy(tys)) — Fy(ty) — Fy ()T, (19)
Py (Ziyy € 0T, Zyy 1) = (Ziys € 0B, Zyy. 14)s
Ziys = =17 Zyp1 + 8Ty + Fi(tyn) — Fi (), (20)
d=—rpZ T+ §T22 + Fy(tg2) — Fa(tiq1) — Fit DT, @D

2

We seek analytical descriptions for 1:1 T-periodic behavior, where
the forcing f(¢) is T-periodic. We combine the definitions of P, and P,
together with the periodicity conditions

Zyyo =2y, Zipo = Zps T=T+T,, (22)
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fO=se+1),

to get three different expressions for Z,. From these we can obtain
the triple (Z,, ¢, At,) that characterizes the 1:1 behavior. Specifically,
without loss of generality we take the kth impact at 0B as the initial
impact of the 1:1 periodic solution. Then Z, is its impact velocity, 4t
is the time until the next impact (17), and ¢, =mod(xt, + @, 2x) is the
phase shift of the kth impact relative to the forcing f(¢). We add (18)
and (20) and use (18) and (22) to get the first equation for Z o

1
1 —rpry

FO=F(+T), F@®=FR+T),

Z = [8T = (1 + r)@Ty + Fi(141) = F1 1) - (23)

Similarly, we get the second equation for Z, by adding (19) and (21)
and using (18) and (22),

5 1 &, 2, -
R [ ST+ TH @, + Fylie) = Fi(1)
— F()T, - Fl(tkH)Tz] . (24)
The third equation is obtained by rewriting (19)
. 1
Z = [d + le + Fy(ty1) — Bt — F )T | (25)
rgT) 2

From the system (23)—(25) we solve for the triple (Z,, ¢, 4t,) in Matlab
with the vpasolve function.

Alternately one can reduce the equations further for a specific
choice of f(¢) = cos(xt + ¢) with period T = 2. Then it is possible to
get explicit expressions for Z and ¢, in terms of At,. In seeking 1:1/pT
periodic solutions, it is convenient to introduce the parameter 0 < g < 1
as follows

Ty =2pgand T, = 2p(1 — q), (26)

for ¢ = At /2, and p = 1 for 1:1 periodic solutions. Additionally we
take, without loss of generality, t, = 0 and ¢, = mod(g, 2x). Details are
provided in Appendix A.1, which we summarize here.

Combining (18)—(20) and using the periodic conditions (22), leads
to (34), which, for this specific forcing, simplifies to

7, = 28 - 1 + sin(2zq + @) — sin(p) ’ @7
rg+¢ rr+1 n(rg +¢)
where ¢ = — ::B . Similarly, (35) reduces to the equation for ¢,
T
@ = arcsin [%Zkl —-rg+ 2ﬂqg] s (28)

where A = 2(g—1)(rp{+rp+{)—24qrp. Finally, we add Egs. (19) and (21),
using periodic conditions, and substitute in the previous equations. The
result is combined with (19), then squared, and added to the square of
(27) to obtain a quadratic equation for Z,:

. .42
[qu2 —-28q—d+2qrpZ; + qAZk] o+

2
+ [Z'k<rg+¢>—2g(q— )
T

-% =2—2cos(2nq). (29)
From this result we have an explicit expression for Z, = _’”— Vb2—dac
where q, b, and ¢ are given in (39)—(41). From (27)-(29) we then have
equations for Z, and ¢, in terms of ¢, from which we can identify
the triple (Z,, ¢y, 4t;). Note that for r; = rp, the system (27)-(29)
reduces to the system in [62], used to obtain analytical results for 1:1
periodic solutions with symmetric restitution coefficients. Then, from
either (23)—(25) or (27)—(29) we can solve for the triple (Zk,<pk,Atk)
for varying values of d. Results are shown in Fig. 4, as well as for the
corresponding output voltages at impact U, and averaged over impacts
U, (16).

3.2. Comparisons of the analytical results

We compare the analytical results derived above for r; # rp to
simulations of the full model (1)-(3) and to the symmetric results for
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rg = rp shown in Section 2.3. In this section we treat d as the bifurca-
tion parameter, as in Fig. 2. These initial results show novel behaviors
for the asymmetric case, potentially valuable for the energy output.
These results then motivate the more comprehensive exploration of
Section 4.

In Fig. 4 we compare the analytical results for the 1:1 periodic
solution based on (23)—(25) with numerical results from (1)-(3). We
show the case of r; = .5 and two different values of rz # ry. Here
the numerical results are obtained again by a continuation-type method
for decreasing d, as described in Section 2.3. Comparing with r; = rp
shown in Fig. 2(a)—(b), for smaller rz; < r; we see that the period
doubling and transitions to 2:1 behavior occur for larger d, as shown
in Fig. 4(a)—(b). For rg > ry, the transition to 1:1/pT occurs for smaller
d than for the case with rp = rp (e.g. compare Fig. 2(c) and Fig. 4(c)).
Furthermore, for d decreasing with increasing A, the shift in the period
doubling to 1:1/2T can be large enough so that it is preempted by the
1:2 transition (see G in Fig. 4(d)). Below we explore ranges of rg over
which similar results hold.

The time series in Fig. 5(a)-(c) with fixed r; = .5 further illustrate
that different rp values can shift the bifurcations and thus change U,.
These figures show the non-dimensionalized absolute positions of the
cylinder X* and the ball x*. Panel (a) shows that for rp < rp (rg = .45),
the impact on 0B occurs near the minimum of X*, corresponding to
a small phase shift ¢. Following the impact, the velocity of the ball
x* is near that of the capsule X*, allowing a second impact on dB to
occur shortly after the first, corresponding to 2:1 behavior. For larger
rp, there is a larger velocity x* following the impact with dB, resulting
from the larger value of impact velocity Z, and, in some scenarios,
a larger phase shift ¢, yielding either 1:1/2T motion as shown in
Fig. 5(b), or 1:1 periodic motion as shown in Fig. 5(c). The transition
to 2:1 (1:2) periodic solutions for rz < rp (rg > ry) yields an additional
small positive (negative) impact velocity on dB (dT) per period, as in
Fig. 5(a) for 2:1 solutions. The transition for rp > rp to 1:2 periodic
behavior is not shown, but from Fig. 5(c) we can observe that this
second impact is possible with larger rp. The bifurcation diagrams in
Fig. 4(d),(h) show the Z, and U, for 1:2 periodic solutions, obtained
numerically for values of d below the point G.

The bottom row of Fig. 4 provides U, and U, corresponding to
the Z, shown in the top row. As in Fig. 2 for the symmetric case,
U, has a notable drop following transitions to 2:1 periodic solutions,
and similarly for transitions to 1:2 periodic solutions as in Fig. 4(h).
In both cases these transitions yield an additional impact, with small
|Z,|. Comparing panels (a) and (c) in Fig. 4, we observe that the 2:1
transition is shifted to smaller d for larger rp. Similarly for the setting
where d decreases with A as in (b) and (d), yielding a larger range of d
with 1:1 solutions for larger rp, and thus a larger increase in U with A.
Fig. 5(d) compares the decrease (increase) of ﬁ, (ﬁT) for the different
values of rp shown in Fig. 5(a)—(c). Again we see that for larger rp, the
transition to 2:1 or 1:2 behavior from 1:1 or 1:1/pT occurs for smaller
values of d. As defined in (16), U, = UT for the 1:1 solution, which is
observed over a larger range of d for rp = .6. Note that the transition
to 1:2 behavior for rp = .6 results in lower energy output for both U,
and U, as compared with the respective average output values for the
2:1 behavior obtained for smaller r. This difference between 1:2 and
2:1 solutions follows from the fact that 1:2 solutions have an additional
impact on T with lower |Z,| as compared with the additional impact
at dB for 2:1 solutions.

3.3. Linear stability analysis for asymmetric rp # rg

Certain critical points for the 1:1 solutions in the bifurcation di-
agrams are obtained by a linear stability analysis around the triples
(Zy, 9> At,). At these points we observe different types of linear stabil-
ity for these solutions.

We take 6H, to be a small perturbation to the fixed point H; =
(ty, Z;) of the map P = P, P,, corresponding to 1:1 solutions with period
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open black circles for Z, in the top row, and in the bottom row by open black (red) circles for U, (ﬁ,). Analytical results for Z,, U, and ﬁ,, based on results for 1:1 periodic
solutions from (23)-(25), are shown by magenta (impact on dB) and cyan(impact on 07) lines, with solid (dashed) lines corresponding to stable (unstable) solutions. Points A4,
A,, B are obtained from the linear stability analysis in Section 3.3. Point G corresponds to the transition from 1:1 to 1:2 behavior via grazing. Note 1:2 periodic solutions are
characterized by two impacts with Z, <0 on 97T, and one impact with Z, > 0 on dB. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
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this article.)

T. Linearizing about 6H, = 0, we obtain the following equation for
6Hy,o:

6H,,, = DP(H})6H, = DP,(H; ) - DP,(H}) 6H,, (30)
with
DP(H) = DPy(H;, ) - DP,(H})
Oy k42 ey (U7
ot, 9Z, o, 07,
= dZ'k,:,lz bZ::; ’ 0Zk,:.1 521:-1 ’ G
Ut 0Zkt lu,, =HD Ik % Jny=m;

where the entries in the matrices are obtained by differentiating (18)
and (19) ((20) and (21)) with respect to #, and Z, (t,, and Z,,). The
entries of these matrices, as well as the trace Tr(DP) and determinant
Det(DP) of the matrix DP, are given in Appendix A.2. Using Tr(DP)
and Det(DP), the eigenvalues of the matrix DP are computed by

_ Te(DP) £ V4
="
from which we identify parameter ranges of different stable and unsta-
ble behavior. If 4 < 0 (4 > 0), then the eigenvalues 4,, are complex
(real), indicating that the fixed point is a focus (node). The stability
(instability) of the fixed point corresponds to [4;| < 1 (|4;| > 1) for
j = 1 or 2. In Figs. 4 and 6, the markers A, indicate transitions of
the fixed point H; from stable focus to stable node for decreasing d,
while A, indicates the change from stable node to stable focus. Point B
indicates a period doubling instability, corresponding to the transition

A=[Tr(DP))* — 4 - Det(DP),
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from 1:1 periodic solutions to 1:1/2T solutions. We do not show the
grazing bifurcation (G) in Fig. 6, restricting our attention to those points
obtained by the linear stability analysis. For the case shown in Fig. 6(h),
the grazing bifurcation occurs at value of d just slightly above that of
B, so that grazing instead of period doubling is observed numerically,
as shown in Fig. 4(d),(h).

4. Influence of asymmetric r

In the previous sections we have considered bifurcations and tran-
sitions of the solution via the impact velocity Z, as a function of
the non-dimensionalized capsule size d. Using the new results from
Section 3 we take a different view here, comparing analytical and
numerical results for Z, and U, as ry and r; vary. We focus on the
ranges where 1:1 and 1:1/pT periodic solutions are stable, as well as
transitions to 2:1 and 1:2 solutions, since these ranges show significant
influence on U,.

4.1. Parameter ranges for key bifurcations

Fig. 7 illustrates the bifurcations from 1:1 periodic solutions as rg
is varied relative to r, for two different values of inclination angle p.
As above, the numerical results are obtained by a continuation-type
method, here choosing a value of rp, computing over a sufficiently
long time to reach the attracting behavior shown in terms of Z,. This
attracting behavior provides the initial condition in the computation
for the next value of rp, typically close to the previous one. We show
these results for fixed values of capsule length s and forcing amplitude
A, taking d = .23. This value is in the range where there are transitions
to 1:1/pT for rp < rp = .5, transitions to 2:1 (1:2) solutions for rgz < ry
(rg > rp), and stable 1:1 behavior for a range of rz > rp. In order
to make comparisons across different choices for ry, we give results in
terms of rg/rp.

These figures illustrate how larger  can reduce the range of rp/rp
over which there are stable 1:1 periodic solutions. This observation
is similar to the trend also observed in results for symmetric r, =
rg in [62,63], namely, that increased g reduces the range of d for
stable 1:1 periodic solutions, which lose stability to either 1:1/pT or
2:1 periodic solutions. The increased angle g introduces additional
asymmetry in the behavior, which facilitates period doubling or grazing
transitions. For example, increased p can shift the period doubling
transition to larger r as can be observed from the comparison of panels
(a) and (c) in Fig. 7. Taking rp # rp can result in transitions to either
2:1 or 1:2 depending on rp/ry, while the range of d for stable 1:1
solutions also varies with rg/rr, as suggested by comparing Figs. 2,
4 and 7. The interplay between d and rg/ry is discussed further below.
The focus on the stability range of 1:1 solutions is particularly relevant,
since proximity to instabilities or bifurcations can limit robust energy
output; that is, external perturbations or variation in parameter values
can then cause a change in dynamics, which then changes the energy
output.

Here we note that Z, = 0 corresponding to grazing is not necessarily
observed in the numerics shown in Figs. 7 and 8. In some instances the
grazing point may lie on an unstable branch of a 2:1 or 1:2 solution
with Z, = 0, with Z, # 0 on a stable portion of the branch. Then
numerically only the stable portion is observed, as discussed in [63]. In
other cases, such as in Fig. 8(c), the continuation method may follow a
second solution that is bi-stable with the 2:1 or 1:2 solution, so that the
numerically realized transition occurs outside of the bi-stable region,
where Z, # 0.

Within the range of stable 1:1 solutions, we see that there are two
different 1:1 solutions. A key difference between these two 1:1 solutions
is seen in the transition times A7z, and Ar;,; for the maps P; and P,
corresponding to the transitions 0B — dT, and 0T — 0B, respectively.
Recall that Ar; + At = T, so that increasing Ar, will decrease 4t; .,
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U,, and per time interval, U, corresponding to the top row. Numerical results shown by red triangles for U,, and blue o’s for U,. Solid (dashed) line shows average output
voltage for the stable (unstable) 1:1 analytical solutions, with U, = U,- by definition. Red (magenta) line shows the analytical results U,,U,- for 1:1p (1:1p). (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 8. Bifurcation diagrams and corresponding energy output for changing r, and fixed r; = 0.3, and d = .23, A = 5N, Top Row: Z, vs. r, with = z/6 for (a), (b), and f = z/3
for (c), (d). Solid (dashed) red and blue lines show relative impact velocity on dB and 9T, respectively, for stable (unstable) 11, analytical solutions. Solid (dashed/dotted)
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(d) r decreases. Bottom Row: Average output voltages per impact, U, and per time interval, Uy, corresponding to the top row. Numerical results shown by red triangles for U,
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and vice versa. Incorporating this characterization into the notation, we
use the following notation for the different 1:1 solutions,

1:1p 14ty >T/2 for Py : 9B — 0T, Aty <T/2for P, : 9T - 0B,
1:1p 1At <T/2for Py : 0B — 9T, Aty >T/2 for P, : 0T — 90B.(32)

Then 1:1 P a:1 Pz) solutions are observed for smaller (larger) ratios of
rg/rr, reflecting that larger r reduces the time spent in the transition
0B — 0T.

Somewhat counter-intuitively, the average output voltage U, for
the 1:1 solutions does not change monotonically with increasing rp,
as seen in Figs. 7-8. Rather, U, for 1:1 p, eventually decreases with
increasing rp, then for larger rp the stable behavior is 1:1,, for which
U, is larger and increasing with r. In general there is a moderate
change in U; and U, at period doubling transitions to 1:1/2T, with
more substantial decrease (increase) of U I (ﬁT) at the transitions to 2:1
and 1:2 solutions. We observe these abrupt changes in energy output,
comparing the values of U, = U, for the 1:1 p, solutions to the values
of U; and U; for the 2:1 solutions. In contrast, in some cases there
is a relatively small change in U at the transition from 1:1 p, to 1:2
solutions. Of course U, decreases substantially at this transition, due
to an additional low velocity impact Z, < 1 on dT. Thus the energy
output can vary substantially, as related to the stability of Z, that
depends on rg/ry.

While panels (a) and (b) in Fig. 7 are generated for the same param-
eter values, we see that the numerically generated bifurcation branches
are different. The difference between (a) and (b) is the direction that
the continuation-type method is applied: in (a) it is generated by taking
increasing values of rp, while in (b) rp is decreasing. By comparing
(a) and (b), we conclude that there are regions of bi-stability: that is,
one of the two different 1:1 solutions is followed via the continuation
method depending on whether rj is increasing or decreasing: in (a), the
1:1p, solution is followed up to a value of rp with rp/rp > 1.2 while
in (b) the 1:1, solution is followed for a range of rp with rp/ry < 1.2.
Likewise, comf)aring (a) and (b), we observe a similar phenomenon at
the transition between the 1:1 solution and 1:2 solution for larger rg:
the numerical solution follows the 1:2 solution for a larger range of
decreasing rp, but for increasing rp the continuation method follows
the 1:1, solution for a larger range of rp. Note that in Fig. 7 we plot
with solid lines the analytical results only for those parts of the stable
1:1 branches that are captured by the numerical continuation-type
approach, and we show with dashed lines the unstable 1:1 solutions,
also obtained analytically, that continue for these branches. Here we
focus on the comparison with the numerical results and the energy,
and in Section 4.2 we combine these graphs to visualize the bi-stability
and discuss the implications for energy output U, and U

Fig. 8 shows similar comparisons for r; = .3. As might be expected
from the results in Fig. 2 for smaller symmetric restitution coefficients,
with the smaller value of r, = 0.3, the range of stable 1:1 solutions
is shifted to smaller values of rp and stretched over a larger range
of rg/rp, particularly for smaller g as in (a) and (b). Likewise the
transitions to period doubling and 2:1 and 1:2 periodic motions are
shifted to smaller values of r. As observed in Fig. 7, and the bifurcation
figures of Section 2.3 and Section 3, notable changes in average energy
outputs are observed for transitions from 1:1 to 2:1 and 1:2 periodic
motions. One difference in Fig. 8 is that the regions of bi-stability for
rr = .3 are significantly reduced or removed, as compared with that
observed for rp = .5 in Figs. 7 and 9.

4.2. Bi-stability for asymmetric rp and rg

The importance of the analytical results is highlighted not only
in being able to provide parametric dependence of different types of
solutions, but also in identifying and studying regions of bi-stability
for the nonlinear dynamics of the VI-EH device. There are a number of
instances of bi-stability identified for the symmetric case in [63] and
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in on-going work [65], indicating generic scenarios where bi-stability
is more prevalent for r; = rp, e.g. for smaller values of § and near
transitions to n:1 behavior for n > 2. In the case of r; # rp we can
identify additional sources of bi-stability, given that there are different
types of 1:1 solutions possible for different combinations of r and
rg. Fig. 9 shows this bi-stability, by combining Figs. 7(a) and (b) for
p = x/6. This figure shows the analytical results for Z, for the two
different branches of 1:1 solutions, with a region of bi-stability located
around rg/rp = 1.2. The values of Z, for these two 1:1 solutions
are obtained from the solution of the system (23)—(25), and the (bi-
)stability regions for these two solutions are obtained via the linear
stability analysis of Section 3.3.

The green circles (black diamonds) in Fig. 9, obtained numerically
for increasing (decreasing) rp are super-imposed on the analytical
results for Z,, thus illustrating how the numerically generated Z,
can miss portions of the locally stable solutions. Specifically, we see
that the two numerically generated branches for Z, are similar for
smaller values of rz/rp < 1.1, but in the range 1.1 < rp/rp < 14,
different 1:1 solutions may be followed depending on the direction of
the continuation method, that is, dependent on the initial conditions.
For 1.14 < rp/rr <1.26 the 1:1p and 1:1p, solutions are bi-stable, and
representative phase planes for these solutions are shown in Fig. 10(c)
and (d) for a value in this bi-stability range. Likewise, Fig. 10(a) and
(b) show representative phase planes for the bi-stable 1:1 P, and 1:2
solutions for a value in their bi-stability range, 1.29 < rg/ry < 1.37.

We can see the energy implications of the bi-stability observations
by referring to Figs. 9(b). For example, the 1:1, behavior (cyan and
magenta branches in Fig. 9(a)) yields larger values of U, = Uy
(magenta branch in Fig. 9(b)) as compared to 1:1 P behavior (red and
blue branches in Fig. 9(a)) which yields the red branch of 5, = UT in
Fig. 9(b). This difference follows directly from the comparison of Z, for
these two solutions, with | Z, | larger for the 1:1 P, solution. Since the 1:2
solution includes an additional impact with |Z,| < 1 on dT, we expect
to see differences in U ; and U ;- for the bi-stable 1:1 p, and 1:2 solutions.
Not surprisingly, U, drops by almost a third for the transition from
1:1p to 1:2 behavior. In contrast, the difference for Uy is relatively
small in the transition between 1:1p and 1:2, as is observed in Fig. 7
for both values of f. These comparisons for r; = .5 show that in these
bi-stability regions, for the same parameter values, different output
levels of U; and U can be obtained, depending on initial conditions or
equivalently, external perturbations. In contrast, for smaller r; = .3 as
shown in Fig. 8, these regions of bi-stability are reduced or removed,
as is the dependence of U, and U, on initial conditions or external
perturbations.

The comparisons of U, and Uy in the bi-stability ranges raise a
number of questions. Given different initial conditions, which of the
bi-stable behaviors is more likely, and what are the implications for
energy output? Mathematically, this is essentially a question about the
basins of attraction for these different behaviors, given all possible
initial conditions or perturbations. While we leave this question for
future work, we note that the explicit analytical solution (Z,, ¢y, 4;)
and the maps used to construct it form a valuable basis from which to
explore these larger questions. Furthermore, the shape of the solutions
in the phase plane as shown in 10, as well as the change in the phase
at impact ¢, as shown in Fig. 5, suggest other future directions for
exploring the transitions between bi-stable solutions.

4.3. Transition boundaries in parameter space

Figs. 7-8 give results for a fixed value of d, chosen somewhat
arbitrarily for its proximity to different types of bifurcations as shown
in Figs. 2 and 4. Parametrically, one is interested in the location of these
transitions for a range of d. Given that 1:1 periodic behavior tends to
yield larger U, and that U increases with transitions to 2:1 and 1:2
solutions, we pay careful attention to the regions for stable 1:1 motions
and to transitions to period doubling as well as to 1:2 and 2:1 behavior.



S. Dulin et al.

0.4
0265@38&2@2%@ )
; 85y,
N“ or > & |
o2l ooooooooo@mﬂwp

60000000
A, oo

rB/ rr

International Journal of Mechanical Sciences 217 (2022) 106983

4
45 x10 ‘

1.2 1.4

rB/rT

Fig. 9. Left: Combined bifurcation figures from Fig. 7(a) and (b) showing bi-stability of 1:1, and 1:1, solutions, and bi-stability of 1:1,, and 1:2 solutions over a range of r,. The
green circles (black diamonds) obtained numerically via the continuation-like method for increasing (decreasing) rj. Solid (dashed) red and blue lines show relative impact velocity
on 0B and 0T, respectively, for stable (unstable) 1:1, analytical solutions. Solid (dashed) magenta and cyan lines show relative impact velocity on dB and o7, respectively, for

stable (unstable via period doubling/grazing) 1:1,, analytical solutions. Right: Average energy outputs U,, and U, for the branches shown in the left panel. Solid (dashed) red

and magenta lines correspond to 1:1, and 1:1p, respectively, stable (unstable) branches, where U, = U, for these periodic solutions. Green circles (black diamonds) give U, for

increasing (decreasing) rp. Blue circles (cyan diamonds) give U, for increasing (decreasing) r,. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)
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Figs. 11-12 show the transitions in the VI-EH behavior, in the
combined parameter space of the rp — d plane for fixed r and . By
super-imposing these different transitions over the heat map of U, and
Uy, we are able to observe the different state transitions in terms of
the ratio rz/rp and d, and their impact on the average energy outputs
U, and Uy. In both figures the numerical results are obtained for
decreasing d via continuation-type methods as described in Section 2.3,
with s decreasing in Fig. 11 and A increasing in Fig. 12. The results
indicate parameter regions for which the 1:1 solution is stable, regions
of period doubling, leading to more complex solutions particularly for
larger g, and regions where grazing generates asymmetric n:1 or 1:n
solutions which typically have lower U, and increased U-.
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In the Figures we indicate the 1:1 to 1:1/2T period doubling via
red #, obtained via the analysis given in Sections 3.1 and 3.3 . As
d decreases further, there may be additional period doublings, as
observed in the bifurcation figures above, but we do not show them
here. Following a sequence of period doubling bifurcations, eventually
a 1:2 or 2:1 solution is reached, with this transition indicated by
black diamonds in Figs. 7-8. For some parameters, grazing occurs
for larger d than for the period doubling transition, yielding a direct
transition from 1:1 to either 2:1 or 1:2 behavior also indicated by black
diamonds. In this case the period doubling of the 1:1 solution can
still be calculated analytically, even though not observed numerically,
indicated with smaller red o’s. Note that this period doubling transition
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Fig. 11. Superposition of period doubling and grazing bifurcations on heat map of U,. Red #’s and o’s give transitions to 1:1/2T obtained analytically in Section 3.3. Black open
diamonds show transitions to 2:1 and 1:2 solutions, obtained via the continuation-type method for fixed r; and decreasing s. Solid black diamonds indicate transitions to n:1
behavior for n > 2. For all graphs A = 5 N, with r, = .5 (top) and r;; = .3 (bottom); g = z/6 (left), p = x/2 (right). Larger red *’s correspond to transitions also observed in
simulations, while smaller red o’s correspond to analytical results for 1:1/2T, not observed numerically. For those values 2:1 or 1:2 motion via grazing preempts period doubling.
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

is not observed in the dynamics, given that the grazing transition
to 2:1 or 1:2 behavior changes the character of the solution, thus
preempting the period doubling transition to 1:1/2T behavior. Since
the grazing transition to 1:2 or 2:1 behavior is related to the impact
condition, rather than to eigenvalues as in the linear stability analysis
of Section 3.3, the grazing transitions are determined independently
by tracking the impact velocities. We note that the transitions from 1:1
to 2:1 or 1:2 solutions can also be obtained analytically following the
procedure in [65], but we do not pursue that here.

The comparisons in Figs. 11-12 for different combinations of r; = .5
and r; = .3 and smaller and larger # indicate common trends and
important differences for the dynamics and the resulting U, and U .
As could be expected from the bifurcation plots above, the range of
rg with stable 1:1 behavior increases with d, regardless of inclination
angle. Furthermore, |Z,| decreases with decreasing s, and increases
with increasing A, and accordingly we see the trend of decreasing or
increasing U; and Uy in the figures. As noted in Section 4.1, there
are two different 1:1 solutions for rp # rp. With results obtained via
the continuation-type method, fixing rz and decreasing d, the results
suggest a value of rp, denoted here as r};l, that delineates the regions
where the different 1:1 behaviors are observed. Specifically, 1:1 is
observed for rp < rii! and 1:1, for rp > rj'!. For this particular con-
tinuation computation, this value is suggested by the abrupt changes
in dynamical behavior and corresponding U; and U;. We then use
ri;l to discuss these abrupt changes below, with one caution. Based
on the bi-stability results discussed in Section 4.2, this cut-off between
1:1 behaviors is not necessarily a single value of rz. As shown in
Fig. 9, there may be bi-stable regions near the transitions between
different 1:1 behavior and 1:1 and 1:2 dynamics. Then, depending on
initial conditions, external perturbations, or fluctuations in parameters,
in these regions of bi-stability there can be additional transitions or
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hysteresis in the observed U, and Uj; as rp varies. Therefore our
references to r};] should be interpreted to be a value within a possible
band of bi-stability, in which abrupt changes in Z, and corresponding
U, and U can be observed.

While we use r};l to indicate the transition between different 1:1
solutions, it is also related to the transition to 2:1 or 1:2 solutions
indicated by the black diamonds in Figs. 11-12. This follows intuitively
from the definition of 1:1 P and 1:1 Py in (32). Given the differences
in U; and U; observed in transitions from 1:1 behavior and 1:2 and
2:1 solutions, r}g” is an important factor in energy output. Recall that
rg < r};] indicates reductions in Z, on the bottom membrane, so
that 1:1p spends a longer time in P : 0B — JT with 41, > At,,.
This behavior is illustrated in Fig. 10(a), with the trajectory in the P,
map naturally leading to the 2:1 behavior as d decreases. Similarly, for
rp >y, the periodic 1:1p, solution spends more time in P, : 0T — 0B
(Fig. 10(b),(c)). Then for smaller d, the trajectory in the P, map leads
to 1:2 behavior (Fig. 10(d)).

The sequence of bifurcations observed for decreasing d is also dif-
ferent on either side of rgl, as shown in Figs. 11-12. Likewise different
sequences of U, and U for decreasing d are observed. Transitions
through period doubling can lead to more complex or chaotic behavior,
characterized by regions with complex transitions in U; or U;. In
contrast, transitions via grazing to 2:1 or 1:2 behavior yields sharp
transitions in U, (decreasing) or U, (increasing). Specifically, as d
decreases with s, the 1:1, solution typically undergoes period doubling
transitions and then 2:1 behavior, rather than a grazing transition di-
rectly to 2:1 behavior. In contrast, the 1:1, solution transitions directly
to either period doubling or 1:2 behavior via grazing, depending on the
combination of g, r; and rp. As d decreases with increasing A, we see
that either of the 1:1 solutions may undergo grazing, thus transitioning
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to 2:1 or 1:2, particularly for rp closer to r]lg:l. In general the transition
to 1:2 behavior for rz > ri’! occurs for larger d than for the 2:1
transition for rp < r};l. The period doubling transition of 1:1p is
shifted to smaller d for rp near ri;!, and for smaller r; the transition
to 2:1 precedes period doubling in this region (Fig. 12(a), (c)).

As would be expected from U, or U, shown in Figs. 7 and 8,
the presence of two different 1:1 solutions contributes to their non-
monotonic dependence on rg. In the region with stable 1:1 behaviors
the change in U; = Uy at r};I is noticeable for values of d just above
the 2:1 and 1:2 transition curves. Furthermore, it is obvious from the
heat map for U, and U for values of d below these curves, (e.g. see
Fig. 11(a)-(b)). In addition to the energy difference associated with
the different 1:1 solutions and the 1:2 or 2:1 transitions, for rz < r};l
we find the largest range of d for stable 1:1 solutions, specifically for
1:1p,. (There are some exceptions for combinations of small r, ry, and
p values (not shown), as studied in ongoing work [65]). For fixed d,
larger energy outputs are often found near rllg:l, although that is not
true for all . As observed in Figs. 2, 4 and 7, the transitions to 2:1 or
1:2 behavior yield sharp decreases in U;. While in general the period
doubling transitions to 1:1/2T do not yield a sharp increase or decrease
in energy output, it can lead to complex behaviors with smaller Z,
and lower Uy, typically not robust to perturbations or parameter fluc-
tuations. For larger g and rg < ry, the increased influence of gravity
yields a sequence of period doublings following the 1:1p to 1:1/2T
transition, resulting in large regions of complex behavior with low U,
(isolated blue regions in the heat maps), as well as irregular trends in
Uy In contrast, for larger § and smaller ry, the 1:1 p, solution tends
to reach the 1:2 grazing transition before any period doubling. Then
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for larger f, the 1:1p, is stable over a larger range of d than the 1:1p,
solution is, except near rp = ri’!. This larger range of stability allows

a larger range of operation where the dynamics and energy output is
robust to fluctuations or external perturbations.

A comparison of Figs. 11-12 illustrates how one may wish to tune
values of r; and rp based on different preferences for the impact
dynamics and the energy output, as well as for potential wear in the
device. With a focus on U,, we observe some general trends across
all panels. Prioritizing on U, corresponds to a choice of behavior with
symmetric wear and tear. That is, the output is best for regular 1:1
behavior, or in the case of smaller d, for 1: n behavior for smaller
values of n. For smaller d, there is an advantage to operate at values
of rp just below ri!, while avoiding rp > rj! that can lead to 1:2
behavior with smaller U ;. For larger d there is an advantage to operate
g:l’ away from 1:2 grazing bifurcation. In contrast, if the
goal is to maximize Uy, a different behavior may be preferred. For

at rg > r

example, for smaller d the largest value of Uy is found in periodic n:1
solutions appearing below the transition to 2:1 behavior. Here n may be
large, as long as it does not approach sticking behavior where the ball
follows 0B most of the time. This n:1 behavior can cause asymmetric
wear, given significantly more impacts on one end. For larger d, Uy
is maximized by taking rp as large as possible, corresponding to either
1:2 or 1:1p behavior. Whether the preference is to maximize U,orUy,
it is achieved generically with rp # rp.
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4.4. Asymmetric r counteracting other factors

In Fig. 13 we compare the average energy output U, (left) and
ﬁT (right) at two different values of d, for different r; and g, over a
range of rp/rr. Each set of markers corresponds to taking a horizontal
sample at a specific value of d from one of the panels in Figs. 11. Then
this figure compares the energy levels for U, across different panels
in Fig. 11 and likewise for U;. Not surprisingly the energy output is
approximately the same for the 1:1 behavior with two different incline
angles, f# = z/6 and g = = /2, given the similarities in impact velocities.
The clearest differences in energy output due to g are related to the
transitions to 2:1 and 1:2 behavior. For r; = 0.3 and d = 0.23 there
are a series of transitions to n:1 and 1:n behavior, which appear as a
series of steps in the level of U,. These steps are shifted to larger or
smaller rp depending on f. In contrast, the transition from 1:1, to
1:2 behavior, for larger rg, does not result in a large increase or drop
in Uy, as previously observed from Fig. 7. However, U is reduced
for complex solutions for smaller rp following a sequence of period
doublings (isolated blue regions in Figs. 11-12), not studied in detail in
this paper. In either case, the steps or variations in ﬁ, or ﬁT indicate
that energy output is generically not robust near these bifurcations,
since the dynamics tends to be qualitatively sensitive to parametric
fluctuations or external perturbations. As discussed above for Figs. 11
and 12, we again note that the maximum energy output in general does
not occur for the previously studied symmetric case ryp = rp.

These energy comparisons across different parameters raise the
question: Can asymmetry in restitution coefficients be introduced to
counteract detrimental effects from asymmetry due to the angle pg?
Then changing r; or rp facilitates shifting to different states as mapped
out in Figs. 11 and 12.

In particular, the comparisons above in Fig. 13 and in previous
bifurcation figures show that increased g can drive period doubling
and grazing bifurcations. Furthermore, the range of stable 1:1 solutions
shifts for rp and ry, suggesting that changes in the restitution coef-
ficient can result in 1:1 solutions similar to those seen for smaller g.
Fig. 14(a) and (d) illustrate cases where larger f results in irregular
behavior with lower energy output. The complex (chaotic) behavior
observed for § = z/2 in panel (a) corresponds to the behavior seen
after a sequence of period doublings. With decreased r; as in (c), the
dynamics shifts to 1:1 behavior that is similar to the 1:1 behavior
observed for smaller § = z/6 and larger r; in (b). Panels (d)-(f) give
an example for larger d = 0.3, with a complex, low energy state shown
for p = x/2 in (d), as also observed in Fig. 11(b). The behavior shifts
to stable 1:1 behavior for increasing rp (f), similar to the 1:1 behavior
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obtained for smaller angle f = /6 in (e). Both examples shown in
(a)-(c) and (d)-(f) indicate how changes in asymmetric r; and rp can
change the behavior from complex dynamics with low energy output
to a stable 1:1 with larger energy output. The asymmetric choice takes
advantage of the larger stability regions of 1:1 behavior for certain
combinations of r; and rp.

The benefit of changing r; or rp is not limited to cases where g
is larger. Fig. 13(g)-(i) shows a case where a smaller f = z/6 yields a
lower energy solution (g), due to a 1:2 bifurcation as observed for larger
values of rp/rp in Figs. 7-8. Then decreasing rp yields a 1:1 solution
in panel (i), similar to increasing the angle to g = z/3 (h).

5. Conclusions

For a model of a two-sided vibro-impact energy harvester, we
study the influence of asymmetric restitution coefficients on periodic
solutions, and the implications for the device’s energy output. An
impact pair forms the basis of the model, in which a ball moves
freely within a forced cylinder and collides on either end against a
flexible dielectric polymer with compliant electrodes, thus converting
the motion into output voltage. We develop (semi-)analytical results
for 1:1 periodic solutions and their stability. The analysis is based on
maps that encode the dynamics between impacts to provide conditions
for stable 1:1 periodic solutions in terms of the system parameters.
These solutions are given in terms of three key characteristics of the
solutions, the impact velocity at the kth impact, Z,, the phase shift ¢,
of the impact relative to the forcing, and the length of time 4z, that
the ball spends traversing the length of the cylinder following the kth
impact. The advantage of this analysis is that it captures the parametric
dependence for the dynamical behavior, thus indicating the benefits
and disadvantages of operating in certain parameter regimes.

With asymmetric restitution coefficients r; and rp, on the top and
bottom of the cylinder, respectively, there are new types of 1:1 periodic
solutions that are possible, not observed in the symmetric case rp =
rg. Specifically, for § > 0 and rp = rp, the 1:1 periodic solutions
spend more time in transition from bottom to top than from top to
bottom, which is expected due to the gravity. However, for certain
rg/rr > 1 it is possible to have 1:1 periodic solutions that spend
more time in transition from top to bottom than from bottom to top.
This new type of 1:1 behavior can generate larger energy output. The
transition between the different 1:1 solutions, through varying rg/ry,
has other implications for the dynamics and the energy output. The
energy output varies non-monotonically, specifically near the transition
between 1:1 solutions, which suggests some parameter ranges with
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Fig. 14. Three examples where a change in r; or ry shifts the dynamics to 1:1 behavior, similar to that seen for a change in g. Top row (red): r, = .55, d = .23; Middle row:
rp = .5, d = .3; Bottom row (black): r, = .3, d = .23. In all panels A =5 N. (For interpretation of the references to color in this figure legend, the reader is referred to the web

version of this article.)

better performance. Near this transition there are larger parameter
ranges for stable 1:1 behavior, which is preferable for larger average
energy per impact and symmetric wear in the device.

There are a number of non-intuitive results that appear with r; #
rg. For example, a smaller restitution coefficient can generate a larger
energy output, even though the coefficient leads to a reduced relative
velocity immediately following the impact. In this case we see the
influence of the asymmetry on other important characteristics of the
behavior, specifically on ¢, . This phase shift can drive a net gain of the
impact velocities over the forcing period, and thus improve the level
of the energy output. The asymmetry can also improve the robustness
of the regular behavior, via an extension of its stability range, thus
reducing susceptibility to perturbations or chaotic behavior which can
reduce the energy output. Furthermore, the analytical results provide
bi-stability ranges of the different 1:1 solutions that may be missed from
numerical calculations, depending on the method that is used. Since
there is a difference in the energy output for these different bi-stable
solutions, one would prefer to operate with the dynamics that produces
more energy.

The analytical solutions are compared to numerically generated
bifurcations that give the critical transitions between 1:1 periodic
solutions and other more complex behaviors, via period doubling or
grazing bifurcations. The difference in the time between impacts also
has implications for the type of solution that can occur via grazing.
Grazing can occur with increased asymmetry in the restitution co-
efficients, increased inclination angle g, or reduced non-dimensional
cylinder length. Complementary to grazing bifurcations to 2:1 solutions
that are observed for r = rp, with larger rg/r; there are bifurcations
to 1:2 solutions, with an additional small velocity impact per period on
the top of the cylinder. Depending on the priorities for energy output,
average energy per time interval or per impact, it may or may not be
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beneficial to operate in this range. There are several types of n:1 and
1:n solutions observed numerically, which obviously contribute more
energy per time interval, but can be responsible for increased wear with
more impacts per period occurring asymmetrically.

As we compare the different types of periodic solutions with energy
output, we identify several detrimental parameter combinations that
contribute to asymmetry and may reduce the level of output. These usu-
ally occur in terms of increased inclination angle and larger asymme-
tries in restitution coefficients. By understanding how the asymmetric
restitution coefficients can contribute to bifurcations and complexity,
we are able to propose adjustments to the asymmetric restitution coef-
ficients that may counteract negative effects of inclination angle (or of
other parameters). Beyond these results, the analysis and comparisons
with computations indicate a rich variety of dynamical behaviors with
direct relevance to energy output, such as bi-stability, hysteresis, and
robustness to transitions driven by stochastic perturbations, which we
defer for future in-depth study.

Based on the analysis and comparison with computations in this
paper, we summarize the applied engineering recommendations and
conclusions:

» Reducing the restitution coefficient may improve the level and/or
robustness of energy output, which is directly related to phase
differences between impacts and external forcing

Asymmetry in the restitution coefficients can extend the range of
beneficial periodic solution, when correctly selected, but it can
also introduce asymmetric and complex motions with potential
bi-stability.

Depending on the value of the system’s parameters the absolute
maximum power output can be achieved at asymmetric values
of the restitution coefficient. Moreover, for a small value of the
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inclination angle g, the maximum will be reached when rg/r; <
1, whereas for a large value of f it is observed for rp/ry > 1.
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Appendix

A.1. Analytical approximation of 1:1 periodic solution

We demonstrate the steps for an alternate system of equations to
(23)-(25) for Z, and ¢ in terms of q. These are shown for the specific
choice, f(t) = cos(xt+ ) which allows further reductions of the system.
3. First we combine Egs. (18)-(20) and use the periodic conditions (22)
to get

. . . . . gT .
Zipg+Zy=-rgZy—rrZ 1 +8T = Zi,, = lgT +&Z; (33)
T
where ¢ = — ::B . Next, we substitute (33) into (18) to get
m
; _ T
Fl(tk+1)—F1(tk)=(C+'"B)Zk+g<1 —T1> . 34)
+rr

Then we derive an expression for Z, dependent only upon quantities
at impact time ¢, by adding Egs. (19) and (21), using the periodic
conditions, and substituting in (33) and (34):

. gT
0=—-rgZ, T) —ryT, < T

+ gz'k> + 8@ +TH - FaT-
rr 2

) =

-T, [(C+rB)Zk+g<

1+rr
_ 1 . gTr 8 2 2 gr _
Fl(tk)_?~[/12k—rTT2m+§(Tl +T2)—T21+rT+gT1T2 -
1 . _ g _
Ry = - [zzk —gTT, + %(Tf +T22)+gT1T2] . (35)

with A = [-rgT; — (T, — T,({ +rp)]. Now we combine Egs. (35) with
(19) to obtain

gTT,

_ &2

D) 1 _ngT2+

. AT,
FZ(tk+l)_F2(tk)=_d+Zk rBT1+T
gT,
+ SEATHT). (36)

Finally, to get an equation for Z, in terms of ¢ only, we square (34)
and (36) and add them

[Fy(tepr) — BtV + [Fi(tey) — Fit)) = 37)
2
. T, Z ) gTT, T,
= [—d +Z, (rBTl + ?‘> - ETf — g, T, + 'T + ﬁ(Tf +TH| +
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2
L)
1+rp

The resulting simplifications of (34), (35), and (38) for the specific
sinusoidal forcing f(¢) are shown in Section 3. For example, (38)
reduces to a quadratic equation for Z,, with coefficients a, b, and ¢
given by

(38)

+ [(C+rB)Zk+g<

a=r*¢ +rg)?+atqh+2rp), (39)
4 N 4gn?
b=2qr"(A+2rp)28q~ —2gq—d) - paT (rg+&(q+rpg-1),  (40)
T
c=rd>+ 47r2g2q2(1 + 7% - 2ﬂ2q + 7245 + 47r4dgq(1 -9+
47!2g'2
——— (1 =2q(ry + 1)). 41)
ot 1)2( q(ry + 1))
A.2. Linear stability
The entries of the matrices in (31) are
ot rpZ; — 8T, — f(t,)T
el el gy — [t )Ty ’ (42)
e rgZy = 8Ty — Fi(t) + Fi(1)
Oyt _ —rpT}
0Z;  rpZ, — 8T\ — Fi(t) ) + F1(1p)
0Zkp1 _ Oty
— = —[f(tee) + &1 - [F @) + 21,
a1, o1, )+ 8-S + 8]
0Zi4 0y
— =—rp+ ——[f(t)s)) + &,
07, B 92, Sf) +8
Oiyr _ rrZypt — 8Ty = [t )T 43)
Otesr  rr 2y — 8Th — Fi(tyyn) + Filty))
0l yo _ —rrT,
0Ziy1 rrZiyr — 8T, — Fi(tipo) + Fi(ty )
0Z,,0  Otpis B B
S = R f (1) + 8] = [f () + 8D,
Oty Otiq
02145 Oyi
— =+ — [f (o) + 8L
0Zy1 0Zyc

For period T = 2 motion the trace and determinant of the matrix
DP in (31) are given by

1

Tr(DP) = o (rg+rgT [ f(tep)+ 8D -
2

0,

. 630,
(rp = rp L @) + 81 —

0,6,

_ 6, -
[f(fk) +&+ @_(f(tkﬂ) + g)] +
1

rrTy
6,

rgT)

o,

e
+ [f(zkﬂ) +g- @—3(f<zk> + g‘)] , (44)
2
Det(DP)

2.2
rBrTZk

TR = Fy(tgy)) + rr Fy(t) = rp Fy(ty) + 8Ty = gre Ty + Zyrprr
(45)

where 0, = Fy(ty) = F\(tx41) + Zyrp = 8T1, 0 = Fy(t,) = Fi (1) + 8T, +
rr0@y, O3 = f(t, )T, + §T, + rpO and Oy = f(t,)T| + T, + Z;rp.
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