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ABSTRACT

Due to increasing data sparsity in scientific data sets and pruned
neural networks, it becomes more challenging to compute with
these kinds of sparse data sets efficiently. Several works discuss effi-
cient sparse matrix-vector multiplication (SpMV). However, because
of index irregularity in compact stored matrices, sparse matrix-
vector multiplication (SpGEMM) still suffers from the trade-off
between space and efficiency of computation.

In this work, we propose PrGEMM, a multiple reduction scheme
which (1) computes SpGEMM under compact storage format with-
out expansion of the operands, (2) by using index lookahead, com-
putes and compares multiple index-data pairs at the same time
with no order violation of indices. We evaluate our work with the
matrices with different sizes in the SuiteSparse data set. Our work
can achieve 3.3x of execution cycle improvement compared to the
state-of-the-art SPGEMM scheme.

CCS CONCEPTS

« Hardware — Hardware accelerators.
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1 INTRODUCTION

Sparse data structures have emerged in many different applications,
and computation using these structures is also widely discussed.
These applications include the computation and analysis of scien-
tific and graph data ([4],[2],[18]), which contains plenty of data
nodes and sparse links between nodes; recommendation systems
[10] and natural language processing (NLP), which require large
product or word embeddings while the operands are relatively
small, like purchase history or a sentence; the pruned weights and
activations in sparse deep neural networks ([5], [13]. In this work,
we focus on the acceleration of sparse matrix-matrix multiplication
(SpGEMM), which is one of the crucial components in the above
applications.

To reduce the storage cost of sparse matrices, most sparse matri-
ces are stored in some kind of compressed format, which only stores
the non-zero values (nnz) and the address information according to
that nnz, resulting in compact storage of sparse matrices. However,
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the indices stored in memory are irregular, and this irregularity
of the sparse matrices makes efficient computation of Sp GEMM
challenging. First, the memory access pattern related to the indirect
access of the compact stored matrix is usually irregular. Thus, when
trying to compute the SpPGEMM in parallel, the memory requests
between different computation units could have little spatial lo-
cality, which increases memory traffic. Also, the cache miss rate
induced by the irregular access pattern is significant. Second, the
index irregularity inside the vector makes the index matching pro-
cess of two compact stored vectors difficult to parallelize or requires
more memory to expand the operands. Besides index irregularity,
the vector length irregularity is also an issue in SpGEMM. One
of the issues is the load balancing induced by the different vector
lengths in each computation unit, which results in each unit’s dif-
ferent finishing time. Furthermore, the result of Sp GEMM needs to
be stored in compressed format; without prior information of the
result matrix shape, the irregular vector length of the result matrix
prevents the out-of-order storage of the result matrix. To accelerate
the Sp)GEMM operation, we focus on parallelizing the matching
process in the computation of two vectors to increase computation
efficiency.

In this work, we use the following methods to achieve parallel in-
dex matching in the Sp)GEMM operation and increase computation
efficiency:

e We use Gustavson’s algorithm-based [9] computation model
to compute the Sp)GEMM, where both vectors are stored in
CSR format. Each computation unit computes a row of the
result matrix by computing the scalar to vector multiplica-
tion, buffering the results as the partial row, and reducing
the vector into the complete row of the result matrix. In
each reduction operation, 2 partial vectors are merged into
a new vector.

o In the reduction network, we compute the index compari-
son and value reduction in parallel with width 4. We con-
struct a reduction network to achieve this computation. To
avoid the out-of-order values and indices appearing in the
result matrix, we applied an additional “lookahead index”
to block out the invalid output and keep the comparison
results correct.

e An accelerator is constructed to compute the Sp GEMM.
Then, we insert a scheduler between the accelerator and
the memory to schedule each computation unit’s load/store
requests and pack the result matrix into CSR format.

Section II discusses the background of the sparse matrix storage
format and the computation method of Sp)GEMM. Section III ex-
plains the challenge of intra-row level parallelization of Sp GEMM
computation. Section IV discusses the design of PrGEMM, including
the parallel reduction network and the peripherals in the acceler-
ator. Section V discusses the experiment setting and results, and
Section VI explains the related works. Finally, section VII is the
conclusion.
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Table 1: Summary of the Previous works

Work Algorithm Storage format Transpose | Reduction method | Storage
Matraptor[17] Gustavson’s Algorithm C?SR N/A Serial Reduction C?sR
OuterSPACE[12] Outer Product CSR Matrix A | Sorting first entries | CSR/CSC
SIGMA[15] Inner Product + bitmap Run-length compression N/A Tree topology N/A
Gamma[19] Gustavson’s Algorithm CSR N/A Tree reduction N/A

TensorDash[11] | Inner Product + load balance Compact N/A Inner Product N/A
PrGEMM Gustavson’s Algorithm CSR N/A 4-wide parallel CSR
COO0: - and output matrices, we choose CSR to be the representation in
1| X_idx: [0,11}2,2,3,4,4,5] this work.
4 3] v_idx:[4,1}5i2,3,0,1,5,4] Matrix B
s[2] [-] Value:[143(52,1,2,6,4]
1 (b) O[T TT 1]
2 6 CSR‘ row 1 *
4 Count: 0f1,3,5,6,8,9] ENEEnEnE
(@) Y_idx: [4, r454:2,3,0,1,5,4]
Value: [1,4;3,:5,2,1,2,6,4]
= o ot iy E |
(c) i ANGER e |
Figure 1: A matrix in the (a) dense matrix (b) Coordinate list H:
(COO) (c) Compress Sparse Row (CSR) representation
Matrix A Matrix C

2 BACKGROUND

2.1 Sparse Matrix Representation

When storing sparse matrices, the critical point is to hold only the
nnzs of the matrix to eliminate the storage cost of 0-storage and
encode the address information of the corresponding nnzs. The
most straightforward way to encode the address information is by
storing the cartesian address of the nnz, called coordinate list (COO)
(Fig.1(b)). COO uses 3 vectors to encode the x-address, y-address,
and the value; the information in the same index of these three vec-
tors corresponds to the same nnz in the matrix. Compressed Sparse
Row/Column (CSR/CSC) is a method to further compress the matrix
by only storing the accumulation count of nnzs in the first vector,
and the number in the first vector is the pointer to the first element
of each row/column. Fig.1(c) shows an example of CSR format, here
1 and 3 in the count vector indicate the accumulated element count
of row 0 and row 1, which is equivalent to the start element of row
1 and row 2, respectively. If 2 adjacent numbers of the count vector
are the same, there is no element in the corresponding row. The
y-indices and value of the elements on a non-empty row are stored
in the Y_idx and value vector, respectively. For a sparse matrix,
the storage cost of COO representation is 3*nnz, and CSR/CSC is
number of rows + 2*nnz. This comparison shows that the CSR and
CSC gain more storage efficiency than COO when the number of
nnz is greater than the matrix dimension. Moreover, CSR has more
benefits from a computation perspective because it is more difficult
to find a specific element in the COO than CSR. In COO, randomly
accessing an element in the matrix requires the traversal of the
matrix; however, in CSR representation, this kind of accessing only
needs to traverse the specific row, which increases the flexibility of
the computation. In this work, considering the decoding cost of the
matrix, the Sp)GEMM algorithm, and the consistency of the input

Figure 2: Matrix multiplication using Gustavson’s Algorithm

2.2 Sparse matrix multiplication

Sparse matrix-matrix multiplication (SpGEMM) computes C = AXB,
which A and B are both sparse matrices. Based on the computation
method, there are two different types of operation: The inner prod-
uct method and the outer product method. In this work, we use an
alternative outer product method, called Gustavson’s algorithm [9],
to only compute on nnzs without needing to transpose either input
matrix.

Gustavson [9] proposed a row-based algorithm to compute the
SpGEMM. This method is a rearrangement of the outer product
method, and has several variation [1] to meet the requirements of
different applications. In this algorithm (Fig.2(c)), to compute a row
i of output matrix C, we traverse the row i of A, each nnz in row
A[i] is multiplied with the corresponding rows of B and generates
partial product vectors. Finally, these vectors are merged to the
result matrix row C[i]. The equation can be written as:

Cli,:] = ZA[i, k] = B[k, :] 1)
k=0

There are 3 main benefits compared to the original outer product
method: (1) Because both matrices are accessed in row orientation,
both matrices can directly compute under CSR format without
transpose. (2) the partial result is a vector, which reduces the storage
cost of the partial result. (3) We know a single row of result matrix
C is computed from the row with the same row index of A, which
can be highly flexible with the applications that might only need a
row of the result matrix.

However, similar to the outer product-based method, with the
multiplication only happening on the nnzs and the vectors of B
stored in compact form, the partial result vectors are also stored in
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compact form. The merge of these partial result vectors is called
sparse vector (SV) reduction. Because of the index irregularity of
compact stored vectors, the index matching problem is a challenge
discussed in the next section.

3 CHALLENGE OF THE SV REDUCTION

vector B

Vector A

Vector B vector A

—_—
[0 T2[3[ 18]

[0]2]315]
(a)

Figure 3: Sparse vector reduction by (a)expending the com-
putation space (b) index matching over time

Due to the index irregularity in the compact stored sparse vector,
it is challenging to compute sparse vector reduction on compactly
stored vectors efficiently. Currently, there are two approaches for
sparse vector reduction. The first is preparing a space according to
the size of the vector as the computation space[14] (Fig.3(a)). While
operating, the values are passed to the location matching to their
indices in the computation space. If multiple values are passed to
the same location, they coalesce into a single output value. After the
operation, the vector is re-compressed back to the compact format.
This method is highly efficient because each value can be correctly
applied to the corresponding index without any index comparison
or index matching operation. Also, a single computation space can
handle all the partial vectors, so there is no need to store each
partial vector separately. However, if the matrix or vector is sparse
in the output, the space overhead on creating the computation
space is still quite significant. To re-compress the vector, it must
traverse the computation space to collect all the nnzs, which adds
to computation overhead.

Another method is merging both vectors under the compact
format with index matching, which has been widely used in many
previous works [17]. Fig.3(b) shows an example of the process of in-
dex matching. Because CSR stores all the vectors in ascending order,
the merged vector’s ordering is maintained by continuously com-
paring the index of the first value of both vectors. In this method,
the value with a smaller index is popped out first; if there is a match-
ing index between 2 vectors, the values of these 2 vectors coalesce
and both popped out. This method can use the least computation
space to achieve the merger of the sparse vectors; however, because
of the irregularity of the index, this method is computed in serial
method, which results in low computation efficiency.

Parallel SV reduction in compact format?

Multiple index matching has an opportunity to generate more re-
sults in a single operation, which can improve the efficiency of
sparse vector reduction. However, the main issue that prevents
multiple sparse vector reduction is the irregularity of the vector
indices. This issue makes the computation more complex within
the selected granularity for computation. Furthermore, due to the
correctness issue, the indices outside the selected granularity also
need to be considered. For example, Fig.4 shows a parallel reduction

GLSVLSI 2022, Orange County, CA, USA,

with granularity = 4. Even though the result between 2 pieces of
the vector is correct, it violates the ascending order of the result
vector because the last index is greater than an index outside the
selected granularity, which has to be reduced in the subsequent
reduction step.

Only compute
elements in the chunk

vectorA [6[5]2]1]0

VectorB|9 B|4|3|1 —

With information
of following index

Reduction

chunk size = 4 index 8 is blocked by 6

Figure 4: Parallel reduction of 2 SVs with granularity = 4

To solve this issue, we must look ahead at the following indices of
each vector to act as the mask index to block out those indices that
violate the ascending order of the result vector. With the property of
ascending order of the compact sparse vector, it only needs to look
ahead to 1 more index to guarantee the correctness of the result
vector. Compared to the serial method of sparse vector reduction,
which compares 1 index from each vector and generates 1 result, the
parallel reduction with granularity = 4 can produce up to 8 results
if there is no matching index in both vectors. At a minimum, unless
the case that only one side has the input vector (unbalance vector
length), or both vectors cannot fill in the input of the reduction
engine (usually happen at the tail of the vector), the reduction can
produce at least 4 results if both input vectors are full.

Based on these observations, we design an accelerator for com-
puting SpGEMM with a lookahead parallel reduction network to
achieve high-efficiency SpGEMM computation.

4 SPGEMM ACCELERATOR DESIGN

In this work, we use the algorithm proposed by Gustavson [9] to
compute SpGEMM to utilize better the storage efficiency obtained
from the CSR format. To deal with the inefficiency within the index
matching problem, we propose a parallel reduction network to
merge two in-ordered but irregular indexed vectors in a coarse-
grain operation (size = 4). A lookahead index in both vectors is
invoked to block out the invalid result generated from the reduction
network and output the correct result vector.

4.1 Parallel Reduction network

The parallel reduction network (Fig.5(b)) contains 4 components:
The reduction signal generator, reduction adder array, output mul-
tiplexers, and the output mask. The reduction signal generator has
a comparator array and a set of reduction logic to generate 3 differ-
ent control signals to control the other 3 blocks in the reduction
network. The reduction adder array contains a reduction shifter to
redirect the input values from both vectors to the corresponding
place, depending on the index matching or not. The output mul-
tiplexer is a mux array that sorts the result vector based on the
comparison result generated from the reduction signal generator.
Finally, the output mask is responsible for blocking out the output
values with the indices greater than one of the lookahead indices
to generate the output vector correctly.
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Figure 5: (a) Block diagram of the reduction operation of PrGEMM (b) The structure of the reduction network (c) Example of

the reduction operation with block out and reduction happen

In each operation, the reduction network takes 4 values and
up to 5 indices (4 reduction indices according to the loaded value,
and 1 additional index acts as the lookahead index) from both
vectors. Here, a and b denote the reduction network’s input vectors,
and idx,, idx} are the column indices of the input vectors. The
comparison result between 2 sets of reduction indices generates
two sets of 16 bits comparison signals, and these signals are sent to
the reduction logic to create the mux control signals. Also, These
comparisons generate the shift signals to redirect the values that
need to be reduced in the corresponding adder. The shift signals
are only used to shift the values in vector b to make the logic
of the reduction shifter simple. Finally, the lookahead indices are
compared to those in another vector and generate two 4-bits pre-
merged masks separately. These 2 masks are merged into a single
8-bits output mask and adjusted by the index matching information
to keep the output mask’s correctness. These mask bits are not
only for generating the output mask but also for updating the
input pointer to correctly fetch the following operands from each
vector. The computed result vector is stored in the output buffer
and waiting to be merged to the result matrix. Based on the input
pattern, several cases are possible in the reduction network:

No reduction and no block out: In this case , only the out-
put mux control signals are generated to merge two input vectors.
Because no matching signals are generated from the index com-
parison, the values from vector n do not need to redirect to the
adder array, and all the input values are passed to the mux array.
This case can generate the reduction network’s maximum output
(8 outputs).

Block out: The comparison results from the lookahead index
and reduction indices generate 2 sets of 4-bits signals. These signals
coalesce into an output mask, and each bit in the mask decides the
result from the output mux needs to be blocked out or not. In this
case, no reduction happens, and the result length only depends on
how many indices been blocked out by both lookahead indices.

Both reduction and block out: In this case, the index matching
signals pass to the reduction shifter in the reduction adder, and
each value from vector b is redirected to the corresponding line of
operation. Fig.5(c) shows the operation of 2 vectors with a matched
index. the shifter shift VB[2] to the adder to compute with VA[1]
and shift VB[3] to the original location of VB[2], to preserve the
format of both vector.Because of the property of CSR format, the
lookahead index cannot block out the reduced value (The index
of reduced value must be smaller than both lookahead indices),
which makes all the reduction operations valid and no conflict
exists between the reduction operation and the output mask. The
index matching signals also modifies the output mask to guarantee
the correctness of output length. In Fig.5(c) case, the output length
is 6 with 1 block out index and 1 index been reduced.

Input indices size smaller than 5: This case usually happens
when both vectors almost reach the end of the input vector, the size
of the input vector is too small, or the imbalance length between 2
input vectors. In this case, the input mask, a 5-bit mask to point out
how many inputs are involved in the reduction, is considered to
generate the correct reduction signals and output mask. Therefore,
the 0 in the input mask is treated as an “always greater index” to
be used to obtain the correct reduction signals and output masks.

After the reduction, the 4-bits pre-merged masks are used to
update the pointer of the input vectors, and the merged mask is
used to update the tail pointer of the result buffer. Fig.5(a) shows
the block diagram of the reduction process and the update of the
pointers. Once both pointers of the input vectors reach the end of
the vector, the reduction is finished. This process continues until
there is only one result vector in the buffer, which means the result
vector is ready to be merged into the result matrix.

4.2 Accelerator design

Outside the reduction network, each processing element (PE) con-
tains 2 data loaders used to load and buffer the cache line with the
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Multiplier Array
Alij]

N ik

Input Matrix A C'[i,k+1]

_ 1

Row index i Loader j

on row B{j]
(k~k+3)

Buffer
C'lik+2]| Array

Load Row i of C'lik+3]

request Matrix A

Row j of
Matrix B

Main Memory

Figure 6: Gustavson’s Algorithm based load unit and multi-
plication array

data part of matrix A and matrix B and a set of buffer arrays to
buffer the partially completed row of the output matrix. Each PE
operates 1 row of the result matrix at the same time. When the
request for matrix multiplication arrives, the scheduler outside the
PE can distribute the requested row to each PE. Once the matrix A
loader receives the row index i of matrix A, it accesses the count
vector to get the pointer information of the index and value vectors.
After applying pointer to the metadata encodes in the physical
address of these two vectors, matrix A loader directly accesses the
memory to load the corresponding cache line. While receiving the
cache line, matrix A loader sends out a pair of column index j and
value A[i,j] to matrix B loader and the multiplier array, respectively.
The matrix B loader does the same thing as matrix loader A to fetch
the indices and values according to j. One thing different from the
matrix A loader is that the matrix B loader needs to send out at
most 4 pairs of indices and values. Fig.6 shows the block diagram
of the loader and the multiplier array, here k to k+3 does not mean
the continuous indices in matrix B. Because of the irregular length
of each sparse vector and the cache line alignment, the matrix B
loader might need to pre-load an additional cache line to generate
4 pairs of indices and values correctly. After the matrix B loader
sends its data to the multiplier array, the results are computed and
sent to the temporary buffer to be reduced.

The buffer setting is similar to the design in Matraptor [17],
which maintains n+1 buffer arrays with n partial vector arrays
and 1 destination array. If one of the buffer arrays is empty, the
partial vector after multiplication is directly sent to one of the empty
buffers. Once all n buffers are filled, the following partial vector
will compute sparse vector reduction with the vector in one of the
buffers. The result is sent to the destination array, and the buffer
which participates in the operation will become the new destination
buffer. To simplify the logic, we use a round-robin policy to decide
which buffer will participate in the reduction process. When no
result is sent from the multiplier, the partial vectors will merge
into a single result vector and send the signal to the scheduler. The
scheduler keeps tracking the finished row to guarantee the output
matrix can be tightly packed to the CSR format. Because we can’t
know the exact size of the result matrix, 3 tightly stored CSR vectors
are not packed tightly, however, the header line is responsible to
keep the overall structure correct by storing the address of each
vector in CSR format.

GLSVLSI 2022, Orange County, CA, USA,

Table 2: Data Set for Experiment

Matrix Dimension | NNZs
raefsky3 21.2k | 1.49M
p2p-Gnutella31 62.6k | 147.9k
2cubes-sphere 101.5k | 1.65M
m133-b3 200.2k | 800.8k
offshore 259.8k | 4.24M
mario002 389.9k 2.1M
roadNet-CA 1.97M | 5.53M

5 EXPERIMENT

Environment: To evaluate our work, we use intel OPAE [8]
and the hardware abstraction layer (HAL) introduced by [16][7] to
simulate the behavior of the communication between the acceler-
ator and the main memory. The setting of PrGEMM uses 4-wide
(4 entries + 1 lookahead index), same as the example used in the
previous sections. The interface between the main memory and the
accelerator is 1 cache line size (512-bit wide). The area analysis is
based on Synopsys Design Compiler with 32nm technology node,
and the double-precision multiplier/adder in the area analysis uses
open-source circuits.

DataSet: The data set used in the simulation and implementation
is a subset of the dataset in [17] and [12], which are selected from
the SuiteSparse data set [3]. The table 2 shows the matrices used in
the experiment. All the operations are computed with C = A X A.
Before the operation, all the matrices are converted to CSR format
with a header cache line that stores the matrix’s size and the offsets
of each CSR vector. The counts and indices are stored in INT-32
format (16 entries/ cache line), and values are stored in FLOAT-64
format (8 entries/ cache line).

Baseline: In this work, we implement serial reduction as our
baseline. This implementation mimics the reduction method in
MatRaptor [17]. To simplify the comparison and focus on matrix
multiplication, the peripheral circuits and buffer settings are almost
identical.

5.1 Performance and Area

Performance: Figure 7 shows the performance comparison of
SpGEMM between 4-wide PrGEMM and the serial reduction of
sparse vectors. The experiment use 1 PE for both PrGEMM and
the serial SP GEMM unit. Due to the limitation of the simulation
platform ( 150 cycle for each cache line request) and the irregular
access of the sparse matrices, the load operation dominates the
total execution cycle of the Sp GEMM operation. Therefore, the
improvement of the total cycle is about 10%. In the computationally
intense case (ex. raefsky3), the improvement on the total time can
reach 30%.

If we only consider the cycles spent on the Sp)GEMM execution,
including the time spent on scalar-to-vector multiplication and the
sparse vector reduction, the overall improvement can reach 3.3x
compared to the serial reduction. Across different cases, the im-
provement varied from 2.7x to 4.4x. This difference is generated by
(1) The utilization of the multiplier (if the vector length is smaller
than 4, the performance gain in the multiplication part is lower than
4) and (2) The reduction rate in the reduction stage. Because the
floating-point adder in the reduction network only activates when

523
524
525
526
527
528
529

530

546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579

580



595

596

598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637

638

GLSVLSI 2022, Orange County, CA, USA,

M Total cycle ® Matrix Execution cycle

Figure 7: Ratio of execution cycle between 4-wide PrGEMM
and serial reduction of SpGEMM

the indices match, the improvement is varied in different matching
cases. For example, suppose there is only one matching index in
both input chunks of the vector. In that case, the time consumption
on the floating-point adder is dominated, and the improvement
of these specific chunks of vector might decrease to 2x. On the
other hand, if there are no matching indices, the improvement is
only dominated by the lookahead indices, which can reach above
4x improvement. In the case of roadNet-CA, because most of the
vectors are short, both the multiplier and the reduction network
cannot be fully utilized, so the improvement is only 2.7x. In con-
trast, m133-b3 is a regular matrix with all the vector sizes =4, and
the match indices in operation are relevantly small; therefore, the
improvement can be 4.4x.

Area penalty: The primary source of the area penalty is from
the floating-point multiplier, adder, and the additional comparison
unit in the reduction network. We do not take the on-PE buffer
into account to fairly compare the area. Using 32nm standard cell
synthesis, the area increase between 4-wide PrGEMM and serial
SpGEMM units is about 25%. Compared to the performance gain,
this area penalty is reasonable.

6 RELATED WORKS

Several previous works proposed hardware acceleration for S GEMM
computation. ExTensor [6] and TensorDash use the inner product
to compute SpGEMM. For ExTensor, it used the skip method to
speed up the index matching in the inner product operation. For
TensorDash, it uses index look-aside and look-ahead for early de-
tection of multiply to zero. OuterSPACE[12] uses the outer product
algorithm to compute SpGEMM, and keeps a list of the first ele-
ment of each partial vector to enable a tree- or tournament-style
reduction operation. However, these methods have fundamental
issues, like 0-outputs (inner product), storage of partial matrices
(outer product) and transpose of one of the operands, which make
these method inefficient in space or in time.

MatRaptor[17] and Gamma[19] are the prior works that also
used Gustavson’s algorithm to build the accelerator. To the best
of our knowledge, MatRaptor might be the first hardware accel-
erator which exploit the Gustavson’s algorithm, and it is also the
baseline of PrGEMM. MatRaptor proposed C2SR to better utilize
the memory bandwidth. In vector reduction, Matraptor computes 2
partial vector in a single operation with serial reduction. The main

difference of MatRaptor and PrGEMM is the granularity of vector
reduction, which MatRaptor is 1 and PrGEMM is 4. Also, PrGEMM
does not need the preprocessing of the input matrix. Gamma uses a
64 wide tree type reduction network to compute the sparse vector
reduction. Even though the output of this network is 1 element per
reduction operation, the tree structure avoids computing similar
partial vectors many times, which is suitable for denser matrices
with higher nnz per row.

7 CONCLUSION

In this work, we construct an accelerator for sparse matrix-matrix
multiplication, where the inputs and output remain in compact
(CSR) format. To avoid incorrect ordering of indices and values in
the result matrix, which prevents the parallel reduction of the sparse
vectors, we used lookahead indices to block out the out-of-order
indices and keep the result matrix in the correct format with parallel
reduction. By using the reduction network with the granularity =
4, we can reach about 3.3x improvement in the Sp GEMM operation
with only 25% area penalty in the computation datapath.
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