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Abstract

Analytic representation formulas and power series are developed to describe the band structure inside 
periodic elastic crystals made from high contrast inclusions. We use source free modes associated with 
structural spectra to represent the solution operator of the Lamé system inside phononic crystals. Conver-
gent power series for the Bloch wave spectrum are obtained using the representation formulas. An explicit 
bound on the convergence radius is given through the structural spectra of the inclusion array and the 
Dirichlet spectra of the inclusions. Sufficient conditions for the separation of spectral branches of the dis-
persion relation for any fixed quasi-momentum are identified. A condition is found that is sufficient for the 
emergence of band gaps.
 2022 Elsevier Inc. All rights reserved.
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1. Introduction

High contrast periodic elastic crystals have been studied both theoretically and experimentally 
and have been shown to exhibit unique dispersive properties. One can split high contrast crystals 
into two classes based on the length scale of the crystal structure relative to the wavelength. When 
crystal geometry is on the same length scale as the elastic wave the dispersion is due to Bragg 
scattering and the patterned material is referred to as a phononic crystal, [16,35,24,36,38,2,25]. 
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Fig. 1. Inclusion geometry inside a period Cell.

Alternatively if the wave length lies above the crystal period a sub-wavelength resonance can be 
induced and this becomes the principal effect that controls wave dispersion. Crystals of this type 
are referred to as phononic metamaterials, [3,31,37,9,39]. In this article we address the former 
“multiple scattering,” problem when the wave length is on the scale of the heterogeneities. We 
consider periodic arrays with low wave velocity inclusions embedded in a high wave velocity 
medium (often referred to as the matrix). Such crystals exhibit novel dispersion and are known 
to exhibit band gaps [17].

In this article new rigorous and explicit analytic representation formulas and power series 
are developed to describe wave dispersion inside phononic crystals. These results apply to wave 
propagation inside phononic crystals made from high contrast inclusions. The explicit formulas 
are used to investigate the propagation band structure of the crystal as a function of the inclusion 
geometry. The phononic elastic crystal is a composite of two materials each with different density 
and elasticity. The propagation of a Bloch wave h(x) at frequency ω inside the elastic crystal is 
described by the differential equation,

−∇ · (C(x)Eh(x)) = ω2ρ(x)h(x), x ∈ Rd, d = 2,3. (1.1)

Here C(x), x ∈ Rd , is the fourth rank tensor that represents the local elastic constants of the 
material and ρ(x) is the local density. The crystal is taken to be infinite in extent and with out loss 
of generality the unit period cell is the cube Y = (0, 1]d (see Fig. 1). The Bloch wave h(x) inside 
the crystal satisfies the α quasi-periodicity condition h(x +p) = h(x)eiα·p , where α is the quasi-
momentum in the first Brillouin zone Y ∗ = (−π, π]d . The piece wise constant elastic tensor and 
density are periodic and satisfy C(x) = C(x + p) and ρ(x) = ρ(x + p) with p ∈ Zd, d = 2, 3. 
The crystal is composed of a periodic array of isolated inclusions D surrounded by a second 
phase. The array of inclusions is described by the set % = ∪m∈Zd (D + m), and the connected 
phase is described by Rd \ %. In this treatment the boundary of the inclusion is taken to be 
C∞ smooth. The low velocity inclusions are embedded in a high velocity matrix, i.e., ρ1 > ρ2

and k > 1. The piece wise constant density and the piece wise constant elasticity tensor for the 
medium are written
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C(x) = C1χ%(x) + C2(1 − χ%(x))

ρ(x) = ρ1χ%(x) + ρ2(1 − χ%(x))
(1.2)

where ρ1, ρ2 are constant densities and the elasticity tensor C1 := Cijkl := λ1δij δkl +µ1(δikδj l +
δilδjk) is isotropic and specified by Lamé constants (λ1, µ1) and C1 satisfies

0 < γ |ζ |2 ≤ C1ζ : ζ ≤ β|ζ |2, (1.3)

for all ζ ∈ Symd = {ζ ∈Rd×d : ζ = ζ T }. The elastic moduli describing C2 are given by λ2 = kλ1
and µ2 = kµ1, 1 ≤ k < ∞, where k represents the contrast between the two elastic materials. The 
symmetric gradient of the elastic displacement u is denoted by E(u), given by,

E(u) = 1
2
(∇u + ∇ut ),

where the superscript t denotes the matrix transpose. The corresponding co-normal derivative on 
∂% is

∂νu := (C1E(u))ν (1.4)

where ν is the outward unit normal vector to ∂% and the Lamé operator L on Rd , d = 2, 3 is 
defined to be

Lu := ∇ · C1E(u) = µ1.u + (λ1 + µ1)∇(∇ · u). (1.5)

Here we prove the results for the d = 3 case. Our approach also applies to the d = 2 case, 
however the specifics differ and this will be reported in a separate publication.

In this paper we investigate the band structure as a function of the elastic contrast k between 
the two materials, inclusion shape and placement inside the period cell. It is known that frequency 
band gaps open up for elastic crystals for sufficiently high contrast, see [17]. For each α ∈ Y ∗

the Bloch eigenvalues ω2 are of finite multiplicity and denoted by ξj (k, α), j ∈ N . We develop 
explicit series expansions in the contrast k for each branch of the dispersion relation

ξj (k,α) = ω2, j ∈N (1.6)

that are valid for k in a neighborhood of infinity. The radii of convergence and convergence rate 
for the series are found to depend explicitly on the inclusion shape and placement within the 
period cell, see sections 7 and 9. Conditions sufficient for the separation of spectral branches of 
the dispersion relation for any fixed quasi-momentum are found, see section 7. We characterize 
the high contrast limit of the Bloch spectra and give sufficient conditions for the emergence of 
band gaps, see section 10. When the inclusion is symmetric a new spectral interlacing property 
is found that is identical to that seen for scalar problems in acoustics, see [18]. The approach 
taken here is distinct from other approaches and as noted earlier is not asymptotic, instead it uses 
shape and configurational information contained in the structural spectra of the periodic array of 
inclusions. The structural spectra are identified here for the elastic problem and is a family of 
eigenvalues {τi (α)}∞i=1, α ∈ Y ∗ associated with eigenvalue problems that encode the geometry of 
the crystal, see Definition 2.9. For fixed α ∈ Y ∗ the eigenvalues {τi (α)}∞i=1, are referred to as the 
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quasi-periodic spectra of the crystal, see (2.41) of section 2. We identify this spectrum with the 
spectrum of the well known Neumann Poincaré operator [19], [4], [5] constructed in the quasi 
periodic setting, see Lemma 2.4.

To proceed we complexify the problem and consider k ∈ C. Now C(x) takes on complex 
values inside Y \ D and divergence form operator is no longer uniformly elliptic. Our approach 
develops an explicit representation formula for −∇ · (C(x)E(u)) that holds for complex values 
of k. We identify the subset z = 1

k ∈ %0 of C where this operator is invertible. The explicit 
formula shows that the solution operator (−∇ · (C1χD + C2χY\D))E)−1 may be regarded more 
generally as a meromorphic operator valued function of z for z ∈ %0 = C \ Sα , see section 4
and Lemma 4.1. Here the set Sα consists of poles lying on the negative real axis with three 
accumulation points bounded away from z = 0. These poles are in one to one relation to with the 
structural spectra {τi (α)}∞i=1, α ∈ Y ∗. The interval of the negative real axis containing Sα can be 
bounded uniformly for α ∈ Y ∗ for a wide class of inclusion shapes and placements inside the unit 
period cell, see Sections 8 and 9. For the problem treated here we expand about z = 0 and the set 
Sα is used to bound the radius of convergence for the power series. The spectral representation 
for −∇ · (C1χD + C2χY\D))E follows from the existence of a complete set of orthonormal set of 
quasi-periodic functions associated with the quasi-periodic resonances of the crystal, i.e., quasi 
periodic functions v and real eigenvalues ξ for which

−∇ · (C1χD)E(v) = −ξ∇ · C1E(v). (1.7)

These resonances are shown to be connected to the spectra of elastostatic Neumann-Poincaré op-
erators associated with quasi periodic double layer potentials. For α = 0 and for a single sphere in 
R3 these correspond to the elastostatic eigenvalues identified in [15]. Both elastostatic Neumann-
Poincaré (N-P) operators and associated elastostatic resonances have been the focus of theoretical 
investigations [4]. Unlike scalar problems [19], these investigations have shown that N-P oper-
ator is not compact even for smooth domains. Instead the seminal work [4] shows that the N-P 
operator is polynomially compact. These results have been applied in analysis of cloaking by 
anomalous localized resonance for the elastostatic system [5]. The explicit spectral representa-
tion for the operator (−∇ · (C1χD + C2χY\D)E) developed here is crucial for elucidating the 
interaction between the contrast k and the quasi-periodic resonances of the crystal, see (3.2), 
(2.58), and (2.59). The spectral representation is applied to analytically continue the band struc-
ture ξj (k, α) = ω2, j ∈ N, α ∈ Y ∗ for k onto C, see Theorem 3.1. Application of the contour 
integral formula for spectral projections [21], [22] and [23] delivers an analytic representation 
formula for the band structure, see section 4. We apply perturbation theory in section 4 together 
with a calculation provided in section 13 to find explicit formula for the radii of convergence 
for the power series ξj (k, α) about 1/k = 0. The formula shows that the radius of convergence 
and separation between different branches of the dispersion relation are determined by: 1) the 
distance of the origin to the nearest pole z∗ of (−∇ · (C1χD + C2χY\D))E)−1, and 2) the sepa-
ration between distinct eigenvalues in the z = 1/k → 0 limit, see Theorems 7.1 and 7.2. These 
theorems provide conditions on the contrast guaranteeing the separation of spectral bands that 
depend explicitly upon z∗, j ∈ N and α ∈ Y ∗. Error estimates for series truncated after N terms 
follow directly from the formulation.

Next we apply these results and develop bounds on the convergence radii for a wide class of 
inclusions called buffered geometries. A buffered geometry is described by a randomly placed 
inclusion inside the unit period cell with a finite distance of separation between inclusion and cell 
boundary, see section 8. For these geometries we demonstrate that the poles of (−∇ · (C1χD +
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C2χY\D))E)−1 associated with the quasi-periodic spectra are bounded away from the origin 
uniformly for α ∈ Y ∗. The quasi-periodic spectra {τi(α)}i∈N associated with a buffered geometry 
are shown to lie inside the interval −1/2 < τ− ≤ τi (α) ≤ 1/2, for every α ∈ Y ∗, see Theorem 8.1
and Corollary 8.3. The lower bound τ− is independent of α ∈ Y ∗ and depends explicitly on the 
geometry of the inclusions. This control insures that the associated poles of (−∇ · (C1χD +
C2χY\D))E)−1 are uniformly bounded away from the origin and provides an explicit nonzero 
radius of convergence for the power series representation for the band structure ξj (k, α) = ω2

for each j ∈ N and α ∈ Y ∗, see Theorems 7.1 and 7.2. In section 9 we apply these observations 
to periodic assemblages of buffered spheres. Here a buffered sphere is characterized by a period 
containing a randomly placed sphere within the interior of the unit call. The term buffer referrers 
to the distance between the boundary of the sphere to the boundary of the cell. For this case we 
recover explicit formulas for the radii of convergence of the power series expansion for ξj (k, α)

and explicit conditions for the separation of spectral bands in terms of the distance between 
sphere boundary and cell boundary. It is important to emphasize that the results on separation of 
spectra and convergence of power series are not asymptotic results but are valid for an explicitly 
delineated regime of finite contrast.

Earlier work on effective properties for periodic and random media [13], [20], [28], shows 
that the effective elasticity for a composite medium is an analytic function of the contrast. The 
effective elasticity function is seen to be nonzero and analytic off the negative real axis and is 
determined by its singularities and zeros. Estimates for effective properties are obtained from 
partial knowledge of the singularities and zeros. The work [6] develops power series solutions 
to bound the poles and zeros of the effective elasticity function. This provides bounds on the 
effective elasticity function for the class of inclusion geometries discussed here. Asymptotic 
expansions for Bloch eigenvalues are developed and applied to the high contrast setting for two 
dimensional elasticity in [2]. The expansions are in terms of the contrast and developed using 
a boundary integral perturbation approach based on the generalized Rouché’s theorem. In that 
work the high contrast band structure is identified and a criterion for band gap opening is given 
in 2 dimensions. The criterion sufficient for band gap opening in three dimensions given here is 
consistent with the one presented in [1]. However in the present context it is shown to follow from 
the Lipschitz continuity of Bloch eigenvalues with respect to quasi-momentum at fixed contrast. 
Recently the appropriate structural spectrum for the Helmholtz operator has been identified and 
used to quantitatively capture the photonic band structure for wave propagation problems in 
high contrast media for TE electromagnetic modes in [26]. This knowledge is used to establish 
explicit formulas for both photonic pass band and band gap frequency intervals as functions of 
the inclusion geometry in [27].

Last we point out that earlier related work using different methods provides explicit power 
series representations for the spectra of two dimensional photonic metamaterials. The work of 
[32] develops a convergent power series representation for the spectra of metamaterial crystals 
made from high contrast frequency dependent rods. Explicit of radii of convergence are obtained 
using special majorizing series. The work of [33] demonstrates the existence of convergent power 
series expansions for the spectrum of metamaterials containing high contrast positive or negative 
dielectric inclusions and for micro resonators [34]. The work of [10] provides a convergent power 
series representation of spectra for metamaterials made from periodic configurations containing 
both high contrast dielectric rods and frequency dependent dielectric rods. The existence of trav-
eling waves with phase velocity opposite to the direction of the Poynting vector is rigorously 
shown to follow from Maxwell’s equations.
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The paper is organized as follows: In the next section we introduce the Hilbert space for-
mulation of the problem and the variational formulation of the quasi-static resonance problem. 
The completeness of the eigenfunctions associated with the quasi-static spectrum is established 
and a spectral representation for the operator (−∇ · (C1χD + C2χY\D))E) is obtained. These 
results are collected and used to continue the frequency band structure into the complex plane, 
see Theorem 3.1 section 3. Spectral perturbation theory [23] is applied to recover the power se-
ries expansion for Bloch spectra in section 4. The leading order spectral theory is developed for 
quasi-periodic α *= 0 and periodic α = 0 problems in sections 5 and 6. The main theorems on ra-
dius of convergence and convergence rates are given by Theorems 7.1, 7.2, and 7.4 are presented 
in section 7. The class of buffered inclusions is introduced in section 8 and the explicit radii of 
convergence for a random suspension of disks are presented in section 9. The structure of high 
contrast limit spectra is given in section 10. Explicit formulas for each term of the power series 
expansion are recovered and expressed in terms of layer potentials in section 11. In section 12 the 
explicit formula for the first order correction in the power series is presented in the form of the 
Dirichlet energy of the solution of a transmission boundary value problem. This formula follows 
from the layer potential representation for the first term and consistent with the first order correc-
tion obtained in the work of [2] for two dimensions. The explicit formulas for the convergence 
radii are derived in section 13 as well as hands on proofs of Theorems 7.1, 7.2 and the error 
estimates for the series approximation.

2. Hilbert space setting, quasi-periodic resonances and representation formulas

We denote the space of all α quasi-periodic complex vector valued functions belonging to 
L2

loc(R
3)3 by L2

#(α, Y)3 and the inner product is denoted by

(u, v) =
∫

Y

u · v dx. (2.1)

For α *= 0 the eigenfunctions h for (1.1) belong to the space

H 1
# (α, Y )3 = {h ∈ H 1

loc(R
3)3 : h is α quasi-periodic}. (2.2)

This space does not contain the space of rigid motions hence the kernel of the symmetric gradient 
is zero and the space H 1

# (α, Y)3 is a Hilbert space under the inner product

〈u,v〉 =
∫

Y

C1E(u) : E(v) dx. (2.3)

The periodic eigenfunctions of (1.1) associated with nonzero eigenvalues belong to the space

H 1
# (0, Y )3 =




h ∈ H 1
loc(R

3)3 : h is periodic,
∫

Y

ρ hdx = 0




 . (2.4)

Note here that H 1
# (0, Y)3 does not contain the space of rigid motions so it is also a Hilbert space 

with the inner product 〈u, v〉 defined by (2.3).
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In what follows we write ρ = ρ(x) and for any k ∈C, the weak formulation of the eigenvalue 
problem (1.1) for h and ω2 is given by

Bk(u, v) = ω2(ρu,v) for all v ∈ H 1
# (α, Y )3 (2.5)

where Bk : H 1
# (α, Y)3 × H 1

# (α, Y)3 -→C is the sesquilinear form given by

Bk(u, v) =
∫

Y

C(x)E(u) : E(v) dx

= k

∫

Y\D

C1E(u) : E(v) dx +
∫

D

C1E(u) : E(v) dx.

(2.6)

Let T α
k : H 1

# (α, Y)3 -→ H 1
# (α, Y)3 be the associated linear operator such that

〈T α
k u, v〉 = Bk(u, v) for all v ∈ H 1

# (α, Y )3. (2.7)

Hence from (2.5) the eigenvalue problem becomes finding the pair ω2, u such that ω2 > 0 and 
u ∈ H 1

# (α, Y)3 for which

〈T α
k u, v〉 = ω2(ρu,v). (2.8)

Now we identify the operator associated with this eigenvalue problem. Let F(v) : H 1
# (α, Y)3 -→

C be the linear functional such that F(v) = (ρu, v) for fixed u ∈ H 1
# (α, Y)3. Then by the Riesz 

Representation Theorem, there is a unique zρu ∈ H 1
# (α, Y)3 such that

〈zuρ, v〉 = F(v) = (ρu,v) for all v ∈ H 1
# (α, Y )3. (2.9)

Let −Lα be the Lamé operator associated with the bilinear form 〈·, ·〉 defined on H 1
# (α, Y)3, so

zρu = −L−1
α ρu,

and

〈T α
k u, v〉 = ω2〈zρu, v〉 = ω2〈−L−1

α ρu,v〉 for all v ∈ H 1
# (α, Y )3,

or equivalently

T α
k u = −ω2L−1

α ρu as elements of H 1
# (α, Y )3.

Now we aim to find the k values for a given α such that (T α
k )−1 exists and write

1
ω2 u = (T α

k )−1(−Lα)−1ρu. (2.10)

This is equivalent to solving the original eigenvalue problem (1.1) on writing
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−∇ · (C(x)Eu) = −LαT α
k u (2.11)

and noting

LαT α
k u = ω2ρu as elements of L2

#(α, Y )3. (2.12)

Thus we will consider the operator (T α
k )−1(−Lα)−1ρ of (2.10) and show that for a given subset 

of k in C it is a bounded operator from L2
#(α, Y)3 to H 1

# (α, Y)3. In order to accomplish this we 
express (T α

k ) explicitly and discern the values k in C for which (T α
k ) is invertible.

We start by decomposing H 1
# (α, Y)3 into invariant subspaces of source free modes associated 

with a quasi-periodic resonance spectra. This decomposition provides the explicit spectral rep-
resentation for the operator (T α

k ), see Theorem 2.10. Consider the quasi-periodic case given by 
α ∈ Y ∗ \ {0}. Set Wα

1 = {u ∈ H 1
# (α, Y)3 : E(u) = 0 in D} and Wα

2 = {u ∈ H 1
# (α, Y)3 : E(u) =

0 in Y \ D}. One checks that these spaces are orthogonal in the 〈·, ·〉 inner product. We define 
Wα

3 := (Wα
1 ⊕ Wα

2 )⊥ and

H 1
# (α, Y )3 = Wα

1 ⊕ Wα
2 ⊕ Wα

3 . (2.13)

Now consider α = 0 and decompose H 1
# (0, Y)3. Set W 0

1 = {u ∈ H 1
# (0, Y)3 : E(u) = 0 in D}

and W 0
2 = {u ∈ H 1

# (0, Y)3 : E(u) = 0 in Y \ D}. One checks that these spaces are orthogonal in 
the 〈·, ·〉 inner product. Set 〈ρ〉 =

∫
Y ρ dx, then one also has the equivalent representation of W 0

2
given by

Lemma 2.1. The subspace W 0
2 of H 1

# (0, Y)3 has the representation

W 0
2 = {u = ũ − 〈ρ〉−1

∫

D

ρ1 ũ dx 1Y | ũ ∈ H̃ 1
0 (D)3} (2.14)

where H̃ 1
0 (D)3 is the subspace of H 1

0 (Y )3 given by all H 1
0 (D)3 functions extended by zero into 

Y \ D and 1Y is the indicator function of Y .

This Lemma is proved in the Appendix. Clearly W 0
1 and W 0

2 are orthogonal subspaces of 
H 1

# (0, Y)3 and define W 0
3 := (W 0

1 ⊕ W 0
2 )⊥ and

H 1
# (0, Y )3 = W 0

1 ⊕ W 0
2 ⊕ W 0

3 . (2.15)

With these definitions in hand we write Wα
1 , Wα

2 , Wα
3 for all α ∈ Y ∗. To set up the spectral 

analysis we observe that orthogonality and integration by parts shows that for u ∈ Wα
3 ,

Lu = 0 (2.16)

separately in D and Y \D, for all α ∈ Y ∗ and this implies that elements of Wα
3 can be represented 

in terms of single layer potentials supported on ∂D. We introduce the 3-dimensional α-quasi-
periodic Green’s function

8



R. Lipton and R. Perera Journal of Differential Equations 332 (2022) 1–49

Gα(x, y) = 1
µ1

∑

n∈Z3

ei(2πn+α)·(x−y)
( −δij

|2πn + α|2 + λ1 + µ1

λ1 + 2µ1

(2πn + α)i(2πn + α)j

|2πn + α|4
)
,

(2.17)
and for α = 0 the periodic Green’s function by

G0(x, y) = 1
µ1

∑

n∈Z3\{0}
ei(2πn)·(x−y)

( −δij

|2πn|2 + λ1 + µ1

λ1 + 2µ1

4π2ninj

|2πn|4
)

for α = 0. (2.18)

Let H 1/2(∂D)3 be the fractional Sobolev space on ∂D with dual H−1/2(∂D)3. For φ ∈
H−1/2(∂D)3, and α ∈ Y ∗ define the single layer potential Sα

D[φ](x) associated with the Lamé 
system

Sα
D[φ](x) :=

∫

∂D

Gα(x, y)φ(y) ds(y) , x ∈ Y. (2.19)

It follows from [1], for any φ ∈ H−1/2(∂D)3

LSα
Dφ = 0 in D and Y \ D,

Sα
Dφ|−∂D = Sα

Dφ|+∂D,

∂νSα
Dφ|±∂D = (±1

2
I + (K̃−α

D )∗)[φ],
(2.20)

where ν is the outward unit normal to ∂D and (K̃−α
D )∗ is the Neumann Poincaré operator defined 

by

(K̃−α
D )∗[φ](x) = p.v

∫

∂D

∂νx Gα(x − y)φ(y) ds(y), x ∈ ∂D (2.21)

where K̃α
D is the Neumann Poincaré operator

K̃α
D[φ](x) = p.v

∫

∂D

∂νy Gα(x − y)φ(y) ds(y), x ∈ ∂D. (2.22)

Define Sα
∂Dφ = Sα

Dφ|∂D for all φ ∈ H−1/2(∂D)3, then we have the following Lemma.

Lemma 2.2. Sα
∂D : H−1/2(∂D)3 -→ H 1/2(∂D)3 is invertible.

Proof. We show that Ker{Sα
∂D} = {0}. Let φ ∈ H−1/2(∂D)3 and suppose Sα

∂Dφ = 0. Set u =
Sα

Dφ. Then u ∈ Wα
3 , and satisfy Lu = 0, in D with u|∂D− = 0. Hence we have u = 0 in D. 

Likewise since Lu = 0, in Y \D and u|∂D+ = 0 with quasi-periodic boundary conditions on ∂Y , 
we conclude u = 0 in Y \ D. Then since φ = ∂nu|∂D+ − ∂nu|∂D− , it yields φ = 0. To show the 
surjectivity of Sα

∂D , let g ∈ H 1/2(∂D)3. Since the trace map G : Wα
3 -→ H 1/2(∂D)3 is onto, there 
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exists u ∈ Wα
3 such that Gu = g. Define φu := ∂nu|∂D+ − ∂nu|∂D− and w(x) := Sα

D[φu](x) =∫
∂D Gα(x, y)φu(y) ds(y). Thus u, w ∈ Wα

3 and l := u − w satisfy

Ll = 0 in D and Y \ D,

l|∂D− = l|∂D+,

n · C1E(l)|∂D− = n · C1E(l)|∂D+ .

Then we see that
∫

Y

C1E(l) : E(l) dx = 0.

This implies that l is a rigid body motion and therefore we conclude that l = 0. Hence u = w. !

Let ! = (2j,k)
3
j,k=1 denote the Kelvin matrix associated with the fundamental solution of the 

Lamé operator and has the following representation

2j,k(x) = − b1δjk

4π |x| − b2

4π

xjxk

|x|3 (2.23)

with

b1 := 1
2

( 1
µ1

+ 1
2µ1 + λ1

)
and b2 := 1

2

( 1
µ1

− 1
2µ1 + λ1

)
. (2.24)

We define F(x, y) := Gα(x, y) − !(x, y). One has the identities

LGα(x, y) =
∑

n∈Z3

δ(x − y − n)I ,α *= 0, (2.25)

LG0(x, y) =
∑

n∈Z3

δ(x − y − n)I − I. (2.26)

We also know that

−L!(x, y) = δ(x − y)I. (2.27)

Thus on Y for α *= 0, we have

{
−LF(x, y) = 0 for x in Y

F(x, y)|∂Y is continuous.
(2.28)

This shows that F satisfies the homogeneous Lamé equation on Y and we form

∂νx Gα(x, y) = ∂νx !(x, y) + ∂νx F(x, y). (2.29)

So the Neumann Poincaré operator has the equivalent representation

10
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(K̃−α
D )∗[φ](x) = p.v

∫

∂D

∂νx Gα(x, y)φ(y) ds(y) = p.v{
∫

∂D

∂νx !(x, y)φ(y) ds(y) (2.30)

+
∫

∂D

∂νx F(x, y)φ(y) ds(y)}.

Recall the identity

∂νx !(x,y) = k0K1(x, y) + K2(x, y) (2.31)

where

k0 = −µ1

2(2µ1 + λ1)
, (2.32)

K1(x, y) = nx(x − y)T − (x − y)nT
x

2π |x − y|3 , (2.33)

K2(x, y) = µ1

2µ1 + λ1

(x − y) · ny

4π |x − y|3 I + 2(µ1 + λ1)

2µ1 + λ1

(x − y) · ny

4π |x − y|5 (x − y)(x − y)T . (2.34)

Here I is the 3 × 3 identity matrix. Then by substituting this to (2.29) yields

∂νx Gα(x, y) = k0K1(x, y) + K2(x, y) + ∂νx F. (2.35)

Define

T[φ](x) = p.v

∫

∂D

K1(x, y)φ(y) ds(y), x ∈ ∂D. (2.36)

Since K2 and F satisfy the weakly singular conditions |K2(x, y)| ≤ C|x − y|−1 and |∂ν(x)F(x,

y)| ≤ C|x −y|−1 the integral operators 
∫
∂D K2(x, y)φ(y) ds(y) and 

∫
∂D ∂ν(x)F(x, y)φ(y) ds(y)

are compact on H−1/2(∂D)3. On the other hand T is not compact [4], [12]. Therefore we have

(K̃−α
D )∗[φ](x) = k0T[φ] + compact operator. (2.37)

Equation (2.37) delivers the same relation between the Neumann Poincaré operator and T as in 
the single inclusion case, see equation (3.5) of [4]. Because of this we can directly apply the 
fundamental results derived in the paper [4] for T to the case here. We write A ≡ B if A −
B is compact on H−1/2(∂D)3, and Proposition 5.2 of [4] shows that T3 − T is compact on 
H−1/2(∂D)3 but that T(T − I), T(T + I), and T2 − I are not compact. Now consider the special 
polynomial given by p3(t) = t3 − k2

0 t and it is evident that

p3((K̃−α
D )∗) ≡ k3

0(T3 − T) ≡ 0.

So p3((K̃−α
D )∗) is compact. Moreover (K̃−α

D )∗((K̃−α
D )∗ + k0I), (K̃−α

D )∗((K̃−α
D )∗ − k0I), and 

[(K̃−α
D )∗]2 − k2

0I are not compact. This is a transposition of the statement of Theorem 2.1 of 
[4] for the single inclusion case to the quasiperiodic context.

11



R. Lipton and R. Perera Journal of Differential Equations 332 (2022) 1–49

The spectrum of (K̃−α
D )∗ is denoted by σ ((K̃−α

D )∗). We conclude using the spectral mapping 
theorem that p3(σ ((K̃−α

D )∗))) = σ (p3((K̃−α
D )∗)). Since p3((K̃−α

D )∗) is compact, p3(σ ((K̃−α
D )∗))

consists of eigenvalues (of finite multiplicities) converging to 0. Let {rn(α)} be the set of eigen-
values of p3((K̃−α

D )∗) and suppose ζ ∈ σ ((K̃−α
D )∗). Then for each n, we have the equation

ζ 3 − k2
0ζ = rn(α) (2.38)

Now set

γ ±
n =

3

√√√√ rn(α)

2
±

√
r2
n(α)

4
− k6

0

27
.

Solving (2.38) we recover three roots and denote them by ζn1, ζn2 , ζn3 where

ζn1 = γ +
n + γ −

n

ζn2 = −γ +
n + γ −

n

2
+ γ +

n − γ −
n

2

√
−3

ζn3 = −γ +
n + γ −

n

2
− γ +

n − γ −
n

2

√
−3.

(2.39)

Thus for each n we get 3 different eigenvalues and therefore we have 3 different sequences 
of eigenvalues with accumulation points associated with lim→∞ rn(α) = 0. We emphasize that 
while not indicated explicitly these eigenvalues depend on α ∈ Y ∗.

Next we show that (K̃−α
D )∗ is self-adjoint and obtain a resolution of the identity on Wα

3 . Let 
G : Wα

3 → H 1/2(∂D)3 be the trace operator which is bounded one to one and onto.

Lemma 2.3. Sα
D : H−1/2(∂D)3 -→ Wα

3 is one to one and onto and moreover (Sα
D)−1 =

(Sα
∂D)−1G.

Proof. Let φ ∈ H−1/2(∂D)3. As shown earlier Sα
D : H−1/2(∂D)3 -→ Wα

3 has Ker(Sα
D) = 0

so Sα
D is one to one and f = Sα

Dφ ∈ Wα
3 for every φ ∈ H−1/2(∂D)3. Now suppose u ∈ Wα

3 , 
and consider Gu = u|∂D ∈ H 1/2(∂D)3. Define w = Sα

D(Sα
∂D)−1Gu. Since u, w ∈ Wα

3 , we have 
u − w ∈ Wα

3 . Also Gu = Gw and hence G(u − w) = 0, so w − u ∈ (Wα
1 ⊕ Wα

2 ). But Wα
3 =

(Wα
1 ⊕ Wα

2 )⊥ and therefore w = u. !

We define an auxiliary operator T α : Wα
3 -→ Wα

3 such that

〈T αu,v〉 = 1
2

∫

Y\D

C1E(u) : E(v) dx − 1
2

∫

D

C1E(u) : E(v) dx. (2.40)

If ξ is an eigenvalue of T α , then there exists u ∈ Wα
3 such that

T αu = ξu. (2.41)

12
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From (2.40), it is clear that,

−1
2
〈u,u〉 = −1

2

∫

Y\D

C1E(u) : E(u) dx − 1
2

∫

D

C1E(u) : E(u) dx

≤ 〈T αu,u〉 = ξ 〈u,u〉

≤ 1
2

∫

Y\D

C1E(u) : E(u) dx + 1
2

∫

D

C1E(u) : E(u) dx = 1
2
〈u,u〉.

Thus for any eigenvalue ξ of T α , we have the following.

−1
2

≤ ξ ≤ 1
2
.

The upper bound 1/2 is the eigenvalue associated with the eigenspace Wα
1 .

The next theorem shows the relation between the auxiliary operator T α restricted to Wα
3 and 

the elastic Neumann Poincaré operator.

Theorem 2.4. For u ∈ Wα
3 the operator T α is given by

T α = Sα
D(K̃−α

D )∗(Sα
D)−1 (2.42)

and is self-adjoint.

Proof. Let u, v ∈ Wα
3 . Consider

〈Sα
D(K̃−α

D )∗(Sα
D)−1u,v〉 =

∫

Y

C1E[Sα
D(K̃−α

D )∗(Sα
D)−1u] : E(v) dx (2.43)

=
∫

Y\D

C1E[Sα
D(K̃−α

D )∗(Sα
D)−1u] : E(v) dx

+
∫

D

C1E[Sα
D(K̃−α

D )∗(Sα
D)−1u] : E(v) dx.

Since LSα
Dφ = 0 in D and Y \ D, for any φ ∈ H−1/2(∂D)3, using integration by parts gives

〈Sα
D(K̃−α

D )∗(SD)α)−1u,v〉 =
∫

∂D

(ν · C1E[Sα
D(K̃−α

D )∗(Sα
D)−1u]|∂D−

− ν · C1E[Sα
D(K̃−α

D )∗(Sα
D)−1u]|∂D+)v.

Applying the jump conditions from (2.20) gives

13
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〈Sα
D(K̃−α

D )∗(Sα
D)−1u,v〉 = −

∫

∂D

(K̃−α
D )∗(Sα

D)−1u · v ds. (2.44)

The same jump condition gives

(K̃−α
D )∗[φ] = 1

2
(

∂

∂ν
Sα

Dφ|∂D− + ∂

∂ν
Sα

Dφ|∂D+)

where φ = (Sα
D)−1u. Thus (2.44) yields

〈Sα
D(K̃−α

D )∗(Sα
D)−1u,v〉 = −

∫

∂D

(
1
2

∂

∂ν
u|∂D− + 1

2
∂

∂ν
u|∂D+)v ds (2.45)

= −1
2

∫

D

C1E(u) : E(v) dx − 1
2
(−

∫

Y\D

C1E(u) : E(v) dx)

= 〈T αu,v〉.

It is clear from the symmetry and continuity of (2.40) that T α is self-adjoint. !

Next we show that (K̃−α
D )∗ is self-adjoint with respect to the following inner product on 

H−1/2(∂D)3,

(f, g)∗ = −
∫

∂D

f · Sα
∂Dg ds ∀ f,g ∈ H−1/2(∂D)3. (2.46)

Lemma 2.5. (·, ·)∗ is an inner product on H−1/2(∂D)3. The norm induced by this inner product 
is equivalent to ‖ · ‖H−1/2(∂D)3 .

The proof is straight forward and follows [5].

Lemma 2.6. The operator (K̃−α
D )∗ is self-adjoint with respect to the inner product (·, ·)∗.

Proof. From Theorem 2.4 and (2.44) we have

〈Sα
D(K̃−α

D )∗(Sα
D)−1u,v〉 = −

∫

∂D

(K̃−α
D )∗(Sα

D)−1u · v ds

= 〈u,Sα
D(K̃−α

D )∗(Sα
D)−1v〉 =

∫

∂D

(∂νu|∂D− − ∂νu|∂D+) · Sα
D(K−α

D )∗(Sα
D)−1v ds.

On setting u = Sα
Df and v = Sα

Dg for f, g ∈ H−1/2(∂D)3 and applying (2.20) to the jump in 
conormal derivative of u we recover

−
∫

∂D

(K̃−α
D )∗f · Sα

∂Dg ds = −
∫

∂D

f · Sα
∂D(K̃−α

D )∗g ds

14
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and the Lemma follows. !

Since (K̃−α
D )∗ is self-adjoint it follows that its point spectra are real and given by the three 

sequences of roots (2.39) converging to 0, k0 and −k0 respectively.

Lemma 2.7. When restricted to Wα
3 the point spectrum of T α is given by the point spectrum of 

(K̃−α
D )∗ and the essential spectrum of T α is given by the accumulation points 0, k0, and −k0 of 

the eigenvalues of operator (K̃−α
D )∗ where −1/2 /∈ σp((K̃−α

D )∗).

Proof. To see that −1/2 /∈ σp((K̃−α
D )∗), suppose (K̃−α

D )∗[φ] = −1/2φ, for some nonzero φ ∈
H−1/2(∂D)3. Set u = Sα

Dφ. Then from (2.20), we have

Lu = 0 inY \ D,

u|−∂D = u|+∂D,

∂νu|+∂D = (
1
2
I + (K̃−α

D )∗)[φ] = 0,

(2.47)

and we obtain 
∫
Y\D C1E(u) : E(u) dx = 0. This implies that u is a rigid motion in Y \ D and 

from the continuity across ∂D we have u is a rigid motion in D hence a rigid motion on all of Y . 
This gives the necessary contradiction since rigid motions do not belong to H 1

# (α, Y)3. Since T α

is self-adjoint, it has empty residual spectrum and σ (T α) = σp(T α) ∪ σess(T
α), see, e.g., [30]. 

We establish the theorem by showing σp(T α) = σp((K̃−α
D )∗) and σess(T

α) = {−k0, 0, k0}. To 
prove the claim on the point spectrum, suppose (ξ, u) ∈ (−1/2, 1/2] × Wα

3 satisfies T αu = ξu. 
Then

Sα
D(K̃−α

D )∗(Sα
D)−1u = ξu

(K̃−α
D )∗(Sα

D)−1u = ξ(Sα
D)−1u.

This shows that (Sα
D)−1u is an eigenfunction for (K̃−α

D )∗ associated with the eigenvalue ξ . 
On the other hand, if (ξ, w) ∈ (−1/2, 1/2] × H−1/2(∂D)3 satisfy (K̃−α

D )∗w = ξw, then since 
the trace map is onto, there is a u ∈ Wα

3 such that w = (Sα
D)−1u. Thus replacing (Sα

D)−1u

for w yields (K̃−α
D )∗(Sα

D)−1u = ξ(Sα
D)−1u and therefore we obtain Sα

D(K̃−α
D )∗(Sα

D)−1u = ξu. 
Which shows that u is an eigenfunction of T α associated with the eigenvalue ξ . We now 
prove σess(T

α) = {−k0, 0, k0}. Suppose ξ ∈ {−k0, 0, k0}. Note first there exists a sequence 
{ξn, ρn} ∈ R × H−1/2(∂D)3 such that ρn is a sequence of eigenvectors, ‖ρn‖ = 1, and ξn → ξ

for which

|ξn − ξ | = ‖((K̃−α
D )∗ − ξI )ρn‖.

Now since (Sα
D)−1 is onto, we can find un ∈ Wα

3 such that ρn = (Sα
D)−1un. Therefore

‖(T α − ξI )un‖ = ‖Sα
D((K̃−α

D )∗ − ξI )(Sα
D)−1un‖

= ‖Sα
D((K̃−α

D )∗ − ξI )ρn‖

15
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≤ ‖Sα
D‖‖((K̃−α

D )∗ − ξI )ρn‖
≤ M‖ξn − ξ |.

Since T α is selfadjoint the eigenfunctions {un} form an orthogonal system and {−k0, 0, k0} con-
stitute the essential spectrum of T α . !

From Lemma (2.7), we see that the eigenvalues of the elastic NP operator lie in (−1/2, 1/2]. 
The accumulation points of eigenvalues k0, −k0, 0 also lie in (−1/2, 1/2]. To see that k0, −k0
lie in (−1/2, 1/2], we use the relation K1 − 2µ1

3 = λ1 where K1 > 0 is the bulk modulus. Since

±k0 = ∓ µ1

2(2µ1 + λ1)
,

and we have

|k0| =
µ1

2(2µ1 + λ1)
= µ1

4µ1 + 2λ1

= µ1

4µ1 + 2(K1 − 2µ1/3)
= µ1

8µ1/3 + 2K

≤ µ1

8µ1/3
= 3

8
<

1
2
.

We now derive an appropriate resolution of the identity on the space Wα
3 and an associated 

spectral representation formula for T α . In what follows we do not explicitly indicate dependence 
of eigenvalues on α ∈ Y ∗ for ease of exposition. Let the three sequences of eigenvalues for T α

be denoted by {ξ k
i }∞i=1, k = 1, 2, 3, associated with the three accumulation points ξ1 = −k0, 

ξ2 = 0, and ξ3 = k0. The invariant subspace associated with each eigenvalue is denoted by 
Ek

i = {u ∈ Wα
3 ; T αu = ξ k

i u} and the orthogonal projection onto this subspace is denoted by 
P k

i , here orthogonality is with respect to the 〈·, ·〉 inner product. We write E1 = ∑∞
i=1 ⊕E1

i , 
E2 = ∑∞

i=1 ⊕E2
i , and the projection operators onto the spaces are P k, k = 1, 2, 3. We define

T̃ =
3∑

k=1

∞∑

i=1

(ξ k
i − ξ k)P k

i , (2.48)

and E4 = ker{T̃ }, with projection P 4. This operator is selfadjoint and compact. Compactness 
follows as it is the limit of the rank one operators

T̃ n =
3∑

k=1

n∑

i=1

(ξ k
i − ξ k)P k

i . (2.49)

One has the following decomposition of T α restricted to Wα
3 :

16
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Lemma 2.8.

T α =
3∑

k=1

∞∑

i=1

ξ k
i P k

i . (2.50)

The identity on Wα
3 is given by

I =
3∑

k=1

∞∑

i=1

P k
i + P 4. (2.51)

Proof. Since T̃ is compact and selfadjoint on Wα
3 , it follows immediately from the theory that 

Wα
3 = (

∑3
k=1

∑∞
i=1 ⊕Ek

i ) ⊕ ker{T̃ } and (2.51) follows. Writing any element of u ∈ Wα
3 as u =∑3

k=1
∑∞

i=1 P k
i u + P 4u shows

‖T α − (−k0P
1 + k0P

3) − T̃ n‖ → 0, (2.52)

in the operator norm. Thus given ε > 0 we can find N such that

‖T α − (−k0P
1 + k0P

3) − T̃ ‖ ≤ ‖T α − (−k0P
1 + k0P

3) − T̃ n‖ + ‖T̃ n − T̃ ‖ ≤ ε, (2.53)

for all n > N hence

T α − (−k0P
1 + k0P

3) = T̃ , (2.54)

and the Lemma follows. !

To simplify the exposition we collect all eigenvalues of T α restricted to Wα
3 and denote them 

as the sequence {τn(α)}∞n=1 ∈ (−1/2, 1/2] and we have the definition

Definition 2.9. The structural spectra of the crystal are defined as ∪α∈Y ∗{τi (α)}∞i=1.

The spectrum is independent of contrast encodes the geometry of the crystal.
For fixed α the projections onto their eigenspaces in Wα

3 are denoted as Pτn(α). We also write 
τ0 = 0 and the projection onto ker{T α} as Pτ0 . On writing the projections on Wα

1 and Wα
2 as P α

1 , 
P α

2 respectively, we arrive at the desired partition of unity for u, v in H 1
# (α, Y)3 = Wα

1 ⊕ Wα
2 ⊕

Wα
3 given by

〈u,v〉 = 〈P α
1 u + P α

2 u + (
∑

− 1
2 <τi (α)< 1

2

Pτi (α))u, v〉. (2.55)

The spectral decomposition for T α
k associated with the sesquilinear form is given by

17



R. Lipton and R. Perera Journal of Differential Equations 332 (2022) 1–49

Theorem 2.10. The linear operator T α
k : H 1

# (α, Y)3 -→ H 1
# (α, Y)3 associated with the sesquilin-

ear form Bk is given by

〈T α
k u, v〉 = 〈kP α

1 u + P α
2 u +

∑

− 1
2 <τi (α)< 1

2

[k(1/2 + τi (α)) + (1/2 − τi (α))]Pτi (α)u, v〉

for all u, v ∈ H 1
# (α, Y)3.

Proof. Recall that for all u, v ∈ H 1
# (α, Y)3

Bk(u, v) =
∫

Y

C(x)E(u) : E(v) dx

=
∫

Y\D

C2E(u) : E(v) dx +
∫

D

C1E(u) : E(v) dx

= k

∫

Y\D

C1E(u) : E(v) dx +
∫

D

C1E(u) : E(v) dx.

Let u, v ∈ Wα
3 . Since Pτi (α)u is the eigenvector corresponding to eigenvalue τi(α) of T α , we 

have 〈T α(Pτi (α)u), v〉 = τi (α)〈Pτi (α)u, v〉 or equivalently after manipulation

∫

Y\D

C1E(Pτi (α)u) : E(v) dx = ( 1
2 + τi (α))

( 1
2 − τi (α))

∫

D

C1E(Pτi (α)u) : E(v) dx.

So we find that

Bk(Pτi (α)u, v) = [k ( 1
2 + τi (α))

( 1
2 − τi (α))

+ 1]
∫

D

C1E(Pτi (α)u) : E(v) dx.

We also have

∫

D

C1E(Pτi (α)u) : E(v) dx = (1/2 − τi (α))

∫

Y

C1E(Pτi (α)u) : E(v) dx.

Therefore

Bk(Pτi (α)u, v) = [k(1/2 + τi (α)) + (1/2 − τi (α))]
∫

Y

C1E(Pτi (α)u) : E(v) dx.

It is easily seen that

18
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Bk(P
α
1 u,v) = k

∫

Y\D

C1E(P α
1 u) : E(v) dx

Bk(P
α
2 u,v) = k

∫

D

C1E(P α
2 u) : E(v) dx,

so

〈T α
k u, v〉 = 〈kP α

1 u + P α
2 u +

∑

− 1
2 <τi<

1
2

[k(1/2 + τi (α)) + (1/2 − τi (α))]Pτi (α)u, v〉. !

It is clear that T α
k : H 1

# (α, Y)3 -→ H 1
# (α, Y)3 is invertible when

k ∈C \ Zα where Zα = {τi (α) − 1/2
τi (α) + 1/2

}{− 1
2 <τi (α)< 1

2 }. (2.56)

So for z = k−1, we have

(T α
k )−1 = zP α

1 + P α
2 +

∑

− 1
2 <τi (α)< 1

2

z[(1/2 + τi (α)) + z(1/2 − τi (α))]−1Pτi (α). (2.57)

For future reference we also introduce the set Sα of z ∈ C for which T α
k is not invertible given 

by

Sα = {τi (α) + 1/2
τi (α) − 1/2

}{−1/2≤τi (α)≤1/2} (2.58)

which also lies on the negative real axis. Collecting results together with (2.11), the spectral 
representation of the operator −∇ · (C1χD(x) + C2χY\D(x))E on H 1

# (α, Y)3 is given by

−∇ · (C1χD(x) + C2χY\D(x))E = −LαT α
k , (2.59)

in the sense of linear functionals over the space H 1
# (α, Y)3 and recall that −Lα is the Lamé 

operator associated with the bilinear form 〈·, ·〉 defined on H 1
# (α, Y)3. This formulation is useful 

since it separates the effect of the contrast k from the underlying geometry of the crystal. We 
note for future use that (−Lα)−1 is given by

(−Lα)−1u(x) = −
∫

Y

Gα(x, y)u(y) dy. (2.60)

3. Band structure for complex coupling constant

We set ω2 = ξ in (1.1). The operator representation is applied to write the Bloch eigenvalue 
problem as
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−∇ · (C1χD(x) + C2χY\D(x))E(u) = −LαT α
k u = ξρu

(T α
k )−1(−Lα)−1ρu = 1

ξ
u.

(3.1)

We characterize the Bloch spectra by analyzing the operator

Bα(k) = (T α
k )−1(−Lα)−1, (3.2)

and the operator given by the product Bα(k)ρ.
It is shown in Theorem 13.5 that the operator Bα(k) : L2

#(α, Y)3 -→ H 1
# (α, Y)3 is bounded 

for k /∈ Zα . Thus the product Bα(k)ρ : L2
#(α, Y)3 -→ H 1

# (α, Y)3 is also bounded. It follows from 
the compact embedding of H 1

# (α, Y)3 into L2
#(α, Y)3 that Bα(k)ρ is compact on L2

#(α, Y)3 and 
therefore has a discrete spectrum {γi(k, α)}i∈N with a possible accumulation point at 0. The 
corresponding eigenspaces are finite dimensional and the eigenfunctions pi ∈ L2

#(α, Y)3 satisfy

[Bα(k)ρ]pi(x) = γi (k,α)pi(x) for x in Y (3.3)

and also belong to H 1
# (α, Y)3. Note further for γi *= 0 that (3.3) holds if and only if (3.1) holds 

with ξi (k, α) = γ −1
i (k, α), and −LαT α

k pi = ρξi (k, α)pi . Collecting results we have the follow-
ing theorem

Theorem 3.1. Let Zα denote the set of points on the negative real axis defined by (2.56). Then the 
Bloch eigenvalue problem (1.1) for the operator −∇ · (C(x)Eh(x)) associated with the sesquilin-
ear form (2.6) can be extended for values of the coupling constant k off the positive real axis into 
C \ Zα , i.e., for each α ∈ Y ∗ the Block eigenvalues are of finite multiplicity and denoted by 
ξj (k, α) = γ −1

j (k, α), j ∈N , and the band structure

ξj (k,α) = ω2, j ∈N (3.4)

extends to complex coupling constants k ∈C \ Zα .

4. Power series representation of Bloch eigenvalues for high contrast periodic media

We set γ = ξ−1(k, α) and analyze the spectral problem

[Bα(k)ρ]u = γ (k,α)u. (4.1)

We analyze the high contrast limit by developing a power series in z = 1
k about z = 0 for the 

spectrum of the family of operators associated with (4.1).

Bα(k) := (T α
k )−1(−Lα)−1

= (zP α
1 + P α

2 +
∑

− 1
2 <τi (α)< 1

2

z[(1/2 + τi (α)) + z(1/2 − τi (α))]−1Pτi (α))(−Lα)−1

= Aα(z).
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We define the operator Aα(z) such that Aα(1/k) = Bα(k) and the associated eigenvalues 
β(1/k, α) = γ (k, α) and the spectral problem is [Aα(z)ρ]u = β(z, α)u for u ∈ L2

#(α, Y)3.
From the above representation, it is easily seen that Aα(z) is self-adjoint for k ∈R and is a family 
of bounded operators taking L2

#(α, Y)3 into itself.

Lemma 4.1. Aα(z) is holomorphic on %0 := C \ Sα , where Sα = ∪i∈N{zi} is the collec-
tion of points zi = (1/2 + τi (α))/(τi (α) − 1/2) on the negative real axis associated with 
the eigenvalues {τi(α)}i∈N . The set Sα consists of poles of Aα(z) with accumulation points 
z ∈ {− 3µ1+λ1

µ1+λ1
, −1, − µ1+λ1

3µ1+λ1
}.

In section 8 we develop explicit α independent lower bounds −1/2 < τ− ≤ τ−(α) =
mini{τi (α)}, that hold for generic classes of inclusion domains D and for every α ∈ Y ∗. The 
corresponding upper bound z+ on Sα is written

max
i

{zi} = τ−(α) + 1/2
τ−(α) − 1/2

= z∗ ≤ z+ < 0. (4.2)

Let βα
0 ∈ σ (Aα(0) ρ) with spectral projection P(0), and let 2 be a closed contour in C en-

closing βα
0 but no other element in σ (Aα(0) ρ). The spectral projection associated with βα(z) ∈

σ (Aα(z) ρ) for βα(z) ∈ int (2) is denoted by P(z). We write M(z) = P(z)L2
#(α, Y)3 and sup-

pose for the moment that 2 lies in the resolvent of Aα(z) ρ and dim(M(0) = dim(M(z)) =
m. Now define β̂α(z) = 1

m tr(Aα(z) ρ P(z)), the weighted mean of the eigenvalue group 
{βα

1 (z), . . .βα
m(z)} corresponding to βα

0 = βα
1 (0) = · · · = βα

m(0). We write the weighted mean 
as

β̂α(z) = βα
0 + 1

m
tr[(Aα(z)ρ − βα

0 )P (z)]. (4.3)

Since Aα(z) is analytic in a neighborhood of the origin we write

Aα(z) = Aα(0) +
∞∑

n=1

znAα
n. (4.4)

The explicit form of the sequence {Aα
n}n∈N will be given later. Define the resolvent of the oper-

ator Aα(z) ρ by

R(ζ, z) = (Aα(z)ρ − ζ )−1,

and expanding successively in Neumann series and power series as in [23] we obtain the resolvent 
as power series in z with coefficients depending on ζ and ρ

R(ζ, z) = R(ζ,0)[I + (Aα(z)ρ − Aα(0)ρ)R(ζ,0)]−1

= R(ζ,0)

∞∑

p=0

[−(Aα(z)ρ − Aα(0)ρ)R(ζ,0)]p

= R(ζ,0) +
∞∑

n=1

znRn(ζ,ρ),

(4.5)
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where

Rn(ζ,ρ) =
∑

k1+···+kp=n

kj ≥1

(−1)pR(ζ,0)Aα
k1

ρ R(ζ,0)Aα
k2

ρ R(ζ,0) · · ·R(ζ,0)Aα
kp

ρ R(ζ,0),

where the sum is taken for all combinations of positive integers p and {k1, . . . , kp} such that 
1 ≤ p ≤ n, k1 +· · ·+ kp = n. Application of the contour integral formula for spectral projections 
delivers the spectral projection

P(z) = − 1
2π i

∮

2

R(ζ, z) dζ

= P(0) +
∞∑

n=1

znPn

(4.6)

where Pn = − 1
2π i

∮
2 Rn(ζ, ρ) dζ . Now we develop the series for the weighted mean of the eigen-

value group associated with an eigenvalue βα
0 of geometric multiplicity m, start with

(Aα(z)ρ − βα
0 )R(ζ, z) = I + (ζ − βα

0 )R(ζ, z) (4.7)

and we have

(Aα(z)ρ − βα
0 )P (z) = − 1

2π i

∮

2

(ζ − βα
0 )R(ζ, z) dζ, (4.8)

so from (4.3)

β̂(z) − βα
0 = − 1

2mπ i
tr

∮

2

(ζ − βα
0 )R(ζ, z) dζ. (4.9)

Manipulation and integration by parts as in [23], Chap. 2, Sec. 2.2 yields

β̂(z) = βα
0 +

∞∑

n=1

znβα
n , (4.10)

where

βα
n = − 1

2mπ i
tr

∑

k1+···+kp=n

ki≥1

(−1)p

p

∮

2

Aα
k1

ρ R(ζ,0)Aα
k2

ρ R(ζ,0) · · ·Aα
kp

ρ R(ζ,0) dζ, (4.11)

as before the sum is taken for all combinations of positive integers p and {k1, . . . , kp} such that 
1 ≤ p ≤ n, k1 + · · · + kp = n.
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5. Spectrum in the high contrast limit: quasi-periodic case

We now identify the limiting operator Aα(0) ρ when α *= 0. Using the representation

Aα(z)ρ = (zP α
1 + P α

2 +
∑

− 1
2 <τi (α)< 1

2

z[(1/2 + τi (α)) + z(1/2 − τi (α))]−1Pτi (α))(−Lα)−1ρ,

(5.1)
we see that

Aα(0)ρ = P α
2 (−Lα)−1 ρ . (5.2)

Denote the spectrum of Aα(0)ρ by σ (Aα(0)ρ). The following theorem provides the explicit 
characterization of σ (Aα(0)ρ). Let −LD be the Lamé operator associated with the bilinear form 
〈·, ·〉 defined on H 1

0 (D)3. Recall the density is piece wise constant taking the value ρ1 in D and 
ρ2 outside. Consider the Dirichlet eigenvalue problem

LDu = ρ1δu for δ > 0 and u ∈ H 1
0 (D)3. (5.3)

The operator −LD is invertable and the Dirichlet eigenvalues are given by the reciprocals of the 
discrete spectrum of (−LD)−1ρ1.

Theorem 5.1.

σ
(
Aα(0)ρ

)
= σ

(
(−LD)−1ρ1

)
.

Proof. First we show that the eigenvalue problem

P α
2 (−Lα)−1ρ1u = ηu

with η ∈ σ (Aα(0)ρ) and eigenfunction u ∈ L2
#(α, Y)3 is equivalent to finding η and u ∈ Wα

2 for 
which

(ρu,v) = η〈u,v〉, for all v ∈ Wα
2 . (5.4)

To see (5.4), note that we have u = P α
2 u and for v ∈ H 1

# (α, Y)3,

〈P α
2 (−Lα)−1ρu,v〉 = η〈u,v〉 = η〈P α

2 u,v〉 (5.5)

hence

〈(−Lα)−1ρu,P α
2 v〉 = η〈u,P α

2 v〉. (5.6)

Since 〈(−Lα)−1ρu, v〉 =
∫
Y ρu · v dx = (ρu, v) for any u ∈ L2

#(α, Y)3) and v ∈ H 1
# (α, Y)3, 

equation (5.6) becomes

(ρu,P α
2 v) = η〈u,P α

2 v〉, (5.7)
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since P α
2 is the projection of H 1

# (α, Y)3 onto Wα
2 , the equivalence follows.

We conclude by showing the set of eigenvalues for (5.4) is given by σ ((−LD)−1ρ1). Let R be 
the space of rigid motions on Y \ D and note that the kernel of the symmetric gradient on Y \ D

is R. Define H̃ 1
0 (D)3 to be the subspace of functions H 1

0 (D)3 extended by zero into Y \D. Since 
Wα

2 ∩ R = 0 we see that Wα
2 = H̃ 1

0 (D)3. Since P α
2 v is supported in D (5.4) is

η−1
∫

D

ρ1u · P α
2 v =

∫

D

C1E(u) : E(P α
2 v) dx. (5.8)

Now since P α
2 : H 1

# (α, Y)3 -→ Wα
2 = H̃ 1

0 (D)3 is onto, it follows that δ = η−1 is a eigenvalue of 
(5.3). !

6. Spectrum in the high contrast limit: periodic case

For the periodic case, P 0
2 is the projection onto W 0

2 . The limiting operator is written

A0(0)ρ = P 0
2 (−L0)

−1 ρ . (6.1)

Here the operator (−L0)
−1 is compact and self-adjoint on L2

#(0, Y)3 and given by

(−L0)
−1u(x) = −

∫

Y

G0(x, y)u(y) dy. (6.2)

Denote the spectrum of A0(0)ρ by σ (A0(0)ρ). To characterize this spectrum we introduce the 
effective mass tensor

M(ν) = I

∫

Y

ρ(x) dx − ν
∑

j∈N

∫
D ρ1ψj dx ⊗

∫
D ρ1ψj dx

ν − δ∗
j

, (6.3)

where I is the 3 × 3 identity and {δ∗
j }j∈N are the Dirichlet eigenvalues of (−LD)u = ρ1δu, 

u ∈ H 1
0 (D)3 associated with eigenfunctions ψj for which 

∫
D ρ1ψj dx *= 0.

Remark 6.1. The effective mass tensor M(ν) is precisely the effective mass tensor of the high 
contrast elastic metamaterial [39] and [9] associated with a sub-wavelength periodic lattice. Ma-
trices of a similar type corresponding to the effective magnetic permeability tensor for photonic 
metamaterials with artificial magnetism are identified in [7], [8], and also appear in the homoge-
nization theory of high contrast porous media [40].

Next we introduce the sequence of numbers {νj }j∈N given by the positive roots ν of the 
determinant of the effective mass matrix

det {M(ν)} = 0 (6.4)

The following theorem provides the explicit characterization of σ (A0(0)ρ).
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Theorem 6.2. Let {(δ′
j )

−1}j∈N denote the collection of eigenvalues for (−LD)−1ρ1 associ-

ated with eigenfunctions ψj of (5.2) for which 
∫
D ρ1ψj = 0. Then σ (A0(0)ρ) = {(δ′

j )
−1}j∈N ∪

{ν−1
j }j∈N .

Proof. We argue as in the previous section to find that the eigenvalue problem

P 0
2 (−L0)

−1ρu = ηu

with η ∈ σ (A0(0)ρ) and eigenfunction u ∈ L2
#(0, Y)3 is equivalent to finding η and u ∈ W 0

2 for 
which

(ρu,v) = η〈u,v〉, for all v ∈ W 0
2 . (6.5)

We show that the eigenvalues ηj for (6.5) are given by the alternative:

ηj = (δ′
j )

−1, or ηj = (νj )
−1. (6.6)

From (2.14) we have the dichotomy: 
∫
D ũ dx = 0 and u = ũ ∈ H̃ 1

0 (D)3 or 
∫
D ũ dx *= 0 and 

u = ũ − γ 1Y with γ = 〈ρ〉−1 ∫
D ρ1ũ dx. For the first case that the eigenfunction belongs to 

H̃ 1
0 (D)3 and for v ∈ W 0

2 given by

v = ṽ − 〈ρ〉−1(
∫

D

ρ1ṽ dx
)
1Y for ṽ ∈ H̃ 1

0 (D)3 (6.7)

the problem (6.5) becomes

∫

D

ρ1u · ṽ = η

∫

D

C1E(u) : E(ṽ) dx, for all ṽ ∈ H̃ 1
0 (D)3, (6.8)

and we conclude that ũ is a Dirichlet eigenfunction with zero average over D so η ∈ {(δ′
j )

−1}j∈N . 
For the second case, we have u ∈ W 0

2 and again

∫

D

ρ1u · ṽ = η

∫

D

C1E(u) : E(ṽ) dx, for all ṽ ∈ H̃ 1
0 (D)3. (6.9)

Writing u = ũ − γ 1Y and integration by parts in (6.9) shows that ũ ∈ H̃ 1
0 (D)3 is the solution of

LDũ + νρ1ũ = νρ1γ for x ∈ D. (6.10)

Since ũ ∈ H̃ 1
0 (D)3 we can write

ũ =
∞∑

j=1

cjψj (6.11)
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where, ψj are the Dirichlet eigenfunctions of (5.3) associated with eigenvalue δj extended by 
zero to Y . Substitution of (6.11) into (6.10) yields

∞∑

j=1

(−δjρ
1 + νρ1)cjψj = νρ1γ . (6.12)

Multiplying both sides of (6.12) by ψk over D and 
∫
D ρ1ψi · ψj dx = δij shows that ũ is given 

by

ũ = ν
∑

k∈N

γ ·
∫
D ρ1ψk

ν − δ∗
k

ψk, (6.13)

where δ∗
k correspond to Dirichlet eigenvalues associated with eigenfunctions for which∫

D ρ1ψk dx *= 0. Hence

u = ν
∑

k∈N

γ ·
∫
D ρ1ψk

ν − δ∗
k

ψk − γ . (6.14)

To find ν, we multiply both sides of (6.14) by ρ(x) and integrate both sides over Y to recover the 
identity

det {M(ν)} = 0. (6.15)

Hence we conclude that η ∈ {ν−1
i } and the proof is complete. !

We conclude with a variational characterization of the eigenvalues. Let {δj }j∈N denote all 
the Dirichlet eigenvalues of (−LD)u = ρ1δu, u ∈ H 1

0 (D)3, i.e., {δj }j∈N = {δ′
j }j∈N ∪ {δ∗

j }j∈N . 
Then one readily obtains the min-max characterizations of η−1

j and δj given by

Lemma 6.3.

δj = min
Sj ⊆H 1

0 (Y )3

{
max

0*=u∈Sj

∫
Y C1E(u) : E(u)dx

(ρu,u)

}
(6.16)

η−1
j = min

Sj ⊆H 1
0 (D)3

{
max

0*=u∈Sj

∫
Y C1E(u) : E(u)dx

(ρu,u) − 〈ρ〉−1|
∫
Y ρu|2

}
(6.17)

Proof. The min-max formulation for Dirichlet eigenvalues (6.16) is standard [23]. The second 
identity follows from the standard min-max formulation on noting that for u ∈ W 0

2 that u = ũ −
〈ρ〉−1 ∫

Y ρũ dx for ũ ∈ H 1
0 (D)3 and 0 ≤ (ρu, u) = (ρũ, ũ) − 〈ρ〉−1| 

∫
Y ρũ|2, when 

∫
Y ρũ dx *=

0. !
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Fig. 2. 2.

7. Radius of convergence and convergence rates

Fix an inclusion geometry specified by the domain D. Suppose that α ∈ Y ∗ and α *= 0. Recall 
from Theorem 5.1 that the spectrum of Aα(0)ρ is σ ((−LD)−1ρ1). Take 2 to be a closed contour 
in C containing an eigenvalue βα

j (0) in σ ((−LD)−1ρ1) but no other element of σ ((−LD)−1ρ1)

(see Fig. 2). Define d to be the distance between 2 and σ ((−LD)−1)ρ1), i.e.,

d = dist(2,σ ((−LD)−1ρ1) = inf
ξ∈2

{dist(2,σ ((−LD)−1ρ1).} (7.1)

The component of the spectrum of Aα(0)ρ inside 2 is precisely βα
j (0) and we denote this by 

7′(0). The part of the spectrum of Aα(0)ρ in the domain exterior to 2 is denoted by 7′′(0)

and 7′′(0) = σ ((−L−1
D )ρ1) \ βα

j (0). The invariant subspace of Aα(0)ρ associated with 7′(0) is 
denoted by M ′(0) with M ′(0) = P(0)L2

#(α, Y)3.
Suppose the lowest quasi-periodic resonance eigenvalue for the domain D lies inside −1/2 <

τ−(α). It is noted that in the sequel a large and generic class of domains are identified for which 
there exists τ−, independent of α ∈ Y ∗ such that −1/2 < τ− ≤ τ−(α). The corresponding upper 
bound on the set z ∈ Sα for which Aα(z)ρ is not invertible is given by

z∗ = τ−(α) + 1/2
τ−(α) − 1/2

< 0, (7.2)

see (4.2). Now set

r∗ = µ1|α|2d|z∗|
‖ρ‖

L∞(Y )3

1/2−τ−(α)
+ µ1|α|2d

. (7.3)

Theorem 7.1. Separation of spectra and radius of convergence for α ∈ Y ∗, α *= 0. The following 
properties hold for inclusions with domains D that satisfy (7.2):

1. If |z| < r∗ then 2 lies in the resolvent of both Aα(0)ρ and Aα(z)ρ and thus separates the 
spectrum of Aα(z)ρ into two parts given by the components of spectrum of Aα(z)ρ inside 2
denoted by 7′(z) and components exterior to 2 denoted by 7′′(z). The invariant subspace 
of Aα(z)ρ associated with 7′(z) is denoted by M ′(z) with M ′(z) = P(z)L2

#(α, Y)3.
2. The projection P(z) is holomorphic for |z| < r∗ and P(z) is given by

P(z) = − 1
2π i

∮

2

R(ζ, z) dζ. (7.4)
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3. The spaces M ′(z) and M ′(0) are isomorphic for |z| < r∗.
4. The power series (4.10) converges uniformly for z ∈ C inside |z| < r∗.

Suppose now α = 0. Recall from Theorem 6.2 that the limit spectrum for Aα(0)ρ is 
σ (Aα(0)ρ) = {(δ′

j )
−1}j∈N ∪ {ν−1

j }j∈N . For this case take 2 to be the closed contour in C con-
taining an eigenvalue β0

j (0) in σ (A0(0)ρ) but no other element of σ (A0(0)ρ) and define

d = inf
ζ∈2

{dist(ζ,σ (A0(0)ρ)}. (7.5)

Suppose the lowest quasi-periodic resonance eigenvalue for the domain D lies inside −1/2 <
τ−(0) < 0 and the corresponding upper bound on S0 is given by

z∗ = τ−(0) + 1/2
τ−(0) − 1/2

< 0. (7.6)

Set

r∗ = 4π2µ1d|z∗|
‖ρ‖

L∞(Y )3

1/2−τ−(0)
+ 4π2µ1d

. (7.7)

Theorem 7.2. Separation of spectra and radius of convergence for α = 0.
The following properties hold for inclusions with domains D that satisfy (7.6):

1. If |z| < r∗ then 2 lies in the resolvent of both A0(0)ρ and A0(z)ρ and thus separates the 
spectrum of A0(z)ρ into two parts given by the components of spectrum of A0(z)ρ inside 2
denoted by 7′(z) and components exterior to 2 denoted by 7′′(z). The invariant subspace 
of A0(z)ρ associated with 7′(z) is denoted by M ′(z) with M ′(z) = P(z)L2

#(0, Y)3.
2. The projection P(z) is holomorphic for |z| < r∗ and P(z) is given by

P(z) = − 1
2π i

∮

2

R(ζ, z) dζ. (7.8)

3. The spaces M ′(z) and M ′(0) are isomorphic for |z| < r∗.
4. The power series (4.10) converges uniformly for z ∈ C inside |z| < r∗.

Next we provide an explicit representation of the integral operators appearing in the series 
expansion for the eigenvalue group.

Theorem 7.3. Representation of integral operators in the series expansion of eigenvalues. Let P α
3

be the projection onto the orthogonal complement of Wα
1 ⊕ Wα

2 and let Ĩ denote the identity on 
H−1/2(∂D)3, then the explicit representation for the operators Aα

n in the expansion (4.10), (4.11)
is given by
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Aα
1 = [Sα

D

(
(K−α

D )∗ + 1
2
Ĩ
)−1

(Sα
D)−1P α

3 + P α
1 ](−Lα)−1 and

Aα
n = Sα

D

(
(K−α

D )∗ + 1
2
Ĩ
)−1

(Sα
D)−1[Sα

D

(
(K−α

D )∗ − 1
2
Ĩ
)(

(K−α
D )∗

+ 1
2
Ĩ
)−1

(Sα
D)−1]n−1P α

3 (−Lα)−1.

(7.9)

Theorem 7.4. Error estimates for the eigenvalue expansion.

1. Let α *= 0, and suppose D, z∗, and r∗ are as in Theorem 7.1. Then the following error 
estimate for the series (4.10) holds for |z| < r∗:

∣∣∣β̂α(z) −
p∑

n=0

znβα
n

∣∣∣ ≤ d|z|p+1

(r∗)p(r∗ − |z|) . (7.10)

2. Let α = 0, and suppose D, z∗, and r∗ are as in Theorem 7.2. Then the following error 
estimate for the series (4.10) holds for |z| < r∗:

∣∣∣β̂0(z) −
p∑

n=0

znβ0
n

∣∣∣ ≤ d|z|p+1

(r∗)p(r∗ − |z|) . (7.11)

We summarize results in the following theorem.

Theorem 7.5. The Bloch eigenvalue problem (1.1) is defined for the coupling constant k extended 
into the complex plane and the operator u -→ ∇ · (C1χD +C2χY\D)E(u) with domain H 1

# (α, Y)3

is holomorphic for k ∈ C \ Zα . The associated Bloch spectra are given by the eigenvalues 
ξj (k, α) = (βα

j (1/k))−1, for j ∈ N . For α ∈ Y ∗ fixed, the eigenvalues are of finite multiplic-
ity. Moreover for each j and α ∈ Y ∗ the eigenvalue group is analytic within a neighborhood 
of infinity containing the disk |k| > (r∗)−1 where r∗ is given by (7.3) for α *= 0 and by (7.7)
for α = 0. When βα

j (0) is simple these conditions are sufficient for the separation of spectral 
branches of the dispersion relation for fixed quasi-momentum within a neighborhood of infinity 
containing the disk |k| > (r∗)−1.

The proofs of Theorems 7.1, 7.2 and 7.4 are given in section 13. The proof of Theorem 7.3 is 
given in section 11.

8. Bounds on quasi-static resonance spectra for periodic scatters of general shape

In this section we identify an explicit condition on the inclusion geometry that guarantees a 
lower bound τ− on the quasi-periodic spectra that holds uniformly for α ∈ Y ∗.

−1
2

< τ− ≤ τ−(α) = min
i

{τi} ≤ 1
2
.

This provides a lower bound on the structural spectra ∪α∈Y ∗{τi (α)}∞i=1 that is strictly greater than 
−1/2.
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To begin, note if (τ, w) is an eigenpair of T α|Wα
3

and v ∈ H 1
# (α, Y)3 then,

1
2

∫

Y\D

C1E(w) : E(v) dx − 1
2

∫

D

C1E(w) : E(v) dx = τ

∫

Y

C1E(w) : E(v) dx. (8.1)

Adding 1
2

∫
Y C1E(w) : E(v) dx to both sides yields

∫

Y\D

C1E(w) : E(v) dx = (τ + 1
2
)

∫

Y

C1E(w) : E(v) dx. (8.2)

The lower bound is obtained by showing that there exists a p > 0 such that τi + 1
2 ≥ p indepen-

dent of i ∈ N and α ∈ Y ∗.

Theorem 8.1. Let τ−(α) be the lowest eigenvalue of T α in Wα
3 ⊂ H 1

# (α, Y)3. Suppose there is a 
θ > 0 independent of α ∈ Y ∗ such that for all v ∈ Wα

3 we have

∫

Y\D

C1E(v) : E(v) dx ≥ θ

∫

D

C1E(v) : E(v) dx. (8.3)

Let p = min{ 1
2 , θ2 }. Then τ−(α) + 1

2 ≥ p for all α ∈ Y ∗.

Proof. We prove by contradiction, so in addition to (8.3), we suppose that τ−(α) + 1
2 < p for 

some α ∈ Y ∗. Then τ−(α) + 1
2 < 1

2 and τ−(α) + 1
2 < θ

2 . Let u− be the eigenvector of T α with 
eigenvalue τ−(α), normalized so that ‖u−‖ = 1. Then we obtain

∫

Y\D

C1E(u−) : E(u−) dx <
1
2

(8.4)

and

θ

2
>

∫

Y\D

C1E(u−) : E(u−) dx ≥ θ

∫

D

C1E(u−) : E(u−) dx. (8.5)

This gives

∫

D

C1E(u−) : E(u−) dx <
1
2
. (8.6)

Inequalities (8.4) and (8.6) yield

∫

Y

C1E(u−) : E(u−) dx = ‖u−‖2 < 1.
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This is a contradiction since ‖u−‖ = 1. !

Clearly the parameter θ is a geometric descriptor for D. We define the class of inclusion 
configurations for which the structural spectra are bounded strictly above −1/2.

Definition 8.2. The class of periodic distributions of inclusions for which Theorem 8.1 holds for 
a fixed positive value of θ is denoted by Pθ . The structural spectra ∪α∈Y ∗{τi (α)}∞i=1 for this class 
are bounded above −1/2 so z∗ < 0 is uniformly bounded away from zero for α ∈ Y ∗.

With this definition we have the corollary given by:

Corollary 8.3. For every inclusion domain D belonging to Pθ Theorems 7.1 through 7.5 hold 
with z∗ replaced with z+

θ given by

z+
θ = τ− + 1/2

τ− − 1/2
< 0, (8.7)

where τ− = min{ 1
2 , θ2 } − 1

2 .

Now we introduce a wide class of inclusion shapes belonging to Pθ for a given θ > 0. Consider 
an inclusion domain D with smooth C∞ boundary. Suppose we can surround the inclusion with 
a security layer R of given thickness such that their union D ∪ R = D′ is contained inside the 
interior of Y . We show next that there is a θ > 0 that will depend on R and D but be independent 
of α ∈ Y ∗. Given f ′ ∈ H 1(R)3 there is a bounded linear extension operator E : H 1(R)3 -→
H 1(D′)3 such that f = E(f ′) satisfies f (x) = f ′(x) for x ∈ R see [29]. Hence there is a positive 
constant Ce depending only on D and R such that

‖E(f ′)‖2
H 1(D)3 ≤ Ce‖f ′‖2

H 1(R)3 . (8.8)

The space of rigid body motions on R is written R = {u(x) = Qx + c ; x ∈ R, Q ∈ SO3, c ∈
R3} and its projection with respect to the L2(R)3 norm is written PR. Now choose u ∈ Wα

3 and 
consider u − PRu restricted to R, and we have the inequalities:

1
β

∫

D

C1EE(u − PRu) : EE(u − PRu)dy ≤ ‖E(u − PRu)‖2
H 1(D)3 ≤ Ce‖u − PRu‖2

H 1(R)3 .

(8.9)
To obtain the first inequality we use γ < C1 < β in the sense of quadratic forms, see (1.3). On 
applying Korn and Poincare inequalities to the right hand side (see, e.g., [14] pg. 117) delivers 
positive constants K and C independent of α ∈ Y ∗ such that

‖u − PRu‖2
H 1(R)3 ≤ K




∫

R

|u − PRu|2 dw +
∫

R

E(u) : E(u) dx



 , (8.10)

and
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Fig. 3. The shaded region is the inclusion of radius a surrounded by a shell of thickness a and outer radius 2a.

‖u − PRu‖2
L2(R)3 ≤ C

∫

R

E(u) : E(u) dx. (8.11)

Noting that u ∈ Wα
3 satisfies Lu = 0 in D we see that it is a minimizer of the elastic energy on 

D for boundary data u −PRu on ∂D hence

1
β

∫

D

C1E(u) : E(u) dy ≤ Ce‖u − PRu‖2
H 1(R)3 . (8.12)

Application of (8.10), (8.11), (8.12), and (1.3) gives

θ

∫

D

C1E(u) : E(u) dy ≤
∫

R

C1E(u) : E(u) dy, (8.13)

with θ independent of α ∈ Y ∗ and θ = γ
βKCe(1+C) and it follows that

θ

∫

D

C1E(u) : E(u) dy ≤
∫

Y\D

C1E(u) : E(u) dy. (8.14)

9. Radius of convergence and rates of convergence for dispersions of spherical inclusions

We now provide an example where the radius of convergence and separation of spectra given 
by Theorems 7.1 and 7.2 is determined explicitly by the radii of each inclusion, the minimum 
distance separating each inclusion and the Dirichlet spectra of the inclusions. We display this for 
crystals in R3 with period cell containing of a spherical inclusion D of radius a surrounded by 
a buffer shell R of inner radius a and outer radius b. The spherical inclusion can be located any 
where inside the unit cell provided that the buffer shell is also interior to the unit cell. This is a 
specific example of the Pθ type geometry, see Fig. 3 introduced in the work of [6].

Let q denote the ratio between inner and outer radius and to illustrate the ideas we choose 
q = 0.5. Table 2 of [6] delivers θ = 1/2 consequently τ− = −0.25 and together with (8.7) gives 
|z∗| ≤ τ−+1/2

1/2−τ− = 1/3. From Section 5 we have that the limit spectrum σ (Aα(0)ρ) is given by the 
reciprocal of the Dirichlet eigenvalues of

LDu = ρ1η̂u for η̂ > 0 and u ∈ H 1
0 (D)3. (9.1)
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We set ηj = η̂−1
j , and write this as σ (Aα(0)ρ) = {ηj }∞j=1. Let ηj ∈ σ (Aα(0)ρ) and let η̃ be the 

minimizer of minj,j ′∈N |ηj −ηj ′ |. Then d = 1
2 |ηj − η̃|. Substitution of d and z∗ into (7.3) shows 

that the radius of convergence r∗ is defined explicitly in terms of the physical geometry of the 
inclusions and the Dirichlet spectra of the inclusions and is given by

r∗ = µ1|α|2|ηj − η̃|
8ρ′ + 3µ1|α|2|ηj − η̃| for α *= 0. (9.2)

From Section 6, Theorem 6.2 the spectra are discrete and σ (A0(0)ρ) = {(δ′
j )

−1}j∈N ∪{ν−1
j }j∈N . 

We denote generic elements of this discrete spectra as γj and for a fixed element γj we let γ̃ be 
the minimizer of minj,j ′∈N |γj − γj ′ |. Then d = 1

2 |γj − γ̃ |. Substitution of d and z∗ into (7.7)
shows that the radius of convergence r∗ is defined explicitly in terms of the physical geometry 
of the inclusions and the Dirichlet spectra of the inclusions and is given by

r∗ = π2µ1|γj − γ̃ |
2ρ′ + 3π2µ1|γj − γ̃ | for α = 0. (9.3)

The convergence rates are given by Theorem 7.4 using the values of r∗ given by (9.2) and 
(9.3)

10. Emergence of bandgaps in the high contrast limit

In this section we identify conditions which are sufficient for the emergence of band gaps for 
sufficiently large contrast. Here the contrast k is real and taken to be in the interval 1 ≤ k < ∞. 
We order the Dirichlet spectrum of the inclusion D by minmax and 0 < δ1 ≤ δ2 ≤ · · · δj ≤
δj+1 · · · , δj → ∞ as j → ∞. Let {δ′

j }∞j=1 be the Dirichlet eigenvalues associated with zero 
average eigenfunctions and let {δ∗

j }∞j=1 be the Dirichlet eigenvalues for which there are non-zero 
average eigenfunctions. Recall the limit spectra defined in Theorem 6.2

σ (A0(0)ρ) = {(δ′
j )

−1}∞j=1 ∪ {ν−1
j }∞j=1, (10.1)

and {νj }j∈N are the positive roots of (6.4). The eigenspaces of elements of σ (A0(0)ρ) are or-
thogonal to the 3 dimensional space of rigid translations. Let ωj = limk→∞ ξj+3(k, 0) and from 
Theorem 6.2 and (6.6) one has the alternative ωj = δ′

j or ωj = νj . In what follows we assume 
that the inclusions are in the class Pθ . We have the interlacing theorem.

Theorem 10.1.

δj ≤ ωj ≤ δj+3. (10.2)

One can characterize pass bands in the high contrast limit. Set

aj (k) = minα∈Y ∗ξj (k,α), bj (k) = maxα∈Y ∗ξj (k,α). (10.3)

The pass band for k < ∞ is given by [aj (k), bj (k)] and
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Theorem 10.2.

lim
k→∞

[aj (k), bj (k)] = [ωj , δj+3], (10.4)

here limk→∞[aj (k), bj (k)] can reduce to the single point ωj = δj+3, and the band structure in 
the high contrast limit k → ∞ is given by

[0, δ1] ∪ [0, δ2] ∪ [0, δ3]
⋃

j≥1

[ωj , δj+3]. (10.5)

A criterion for band gap opening now follows.

Theorem 10.3 (Criterion for band gap opening). A band gap exists if

δj+2 < ωj . (10.6)

Lemma 6.3 together with Theorem 10.3 shows that the band gap increases with decreasing 
ρ2, this is consistent with the two dimensional result of [1] and the experimental findings of [17]. 
Theorem 10.1, Theorem 10.2 and the band gap criterion are established in [1] and [2] for the two 
dimensional case. The variational arguments of [1] together with Lemma 6.3 can be readily used 
to prove Theorem 10.1 in the three dimensional case. We now provide the proof of Theorem 10.2
in three dimensions using the Lipschitz continuity of the eigenvalues ξj (k, α) about α = 0 for 
fixed k. Using the minmax formulation of eigenvalues one deduces as in [11] that

|ξj+3(k,0) − ξj+3(k,α)| < Ck|α|, (10.7)

where C is independent of α and k. Equation (7.11) of Theorem 7.4 gives the convergence

|ωj − ξj+3(k,0)| < C
d

k(r∗ − (1/k))
. (10.8)

So given any ε > 0 we can find a pair (k′, α′) ∈ R+ × Y ∗ such that

|ωj − ξj+3(k
′,α′)| < ε. (10.9)

On the other hand from the minmax formulation ξj+3(k, α) is monotone increasing with k and 
for α *= 0, we have from Theorem 7.4 that ξj+3(k, α) → δj+3 as k → ∞. So Theorem 10.2
follows immediately from (10.9) and these observations.

In closing we show that the symmetry of inclusion domains D provides a new condition on 
the interlacing of {νj }∞j=1 and {δ∗

j }∞j=1.

Theorem 10.4. Suppose D is invariant under the cubic group of rotations then we have the 
interlacing

νj−1 < δ∗
j < νj . (10.10)
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Proof. Since D is invariant under the cubic group of rotations M(ν) = λ(ν)I , where I is the 
3 ×3 identity. Here λ(ν) is a real valued function of ν and det {M(ν)} = λ3(ν) so νj are the roots 
of the equation λ(ν) = 0. For any constant vector ;v in R3 we have

λ(ν) = M(ν);v · ;v
|;v|2 =

∫

Y

ρ(x) dx − ν
∑

j∈N

a2
j

ν − δ∗
j

, (10.11)

where a2
j = |

∫
D ρ1ψj dx · ;v|2/|;v|2 > 0 and δ∗

j are only associated with nonzero mean eigen-
functions. For δ∗

j−1 < ν < δ∗
j , calculation shows −∞ < λ(ν) < ∞, with λ′(ν) > 0. From this we 

conclude δ∗
j < νj < δ∗

j+1 and we have the interlacing νj−1 < δ∗
j < νj . Thus a Dirichlet eigen-

value associated with non zero mean eigenfunctions always lies strictly between successive roots 
νj−1 and νj . !

11. Layer potential representation of operators in power series

In this section we identify explicit formulas for the operators Aα
n appearing in the power series 

(4.11). It is shown that Aα
n, n *= 0 can be expressed in terms of integral operators associated with 

layer potentials and we establish Theorem 7.3.
Recall that Aα(z) − Aα(0) is given by

(zP α
1 +

∑

− 1
2 <τi (α)< 1

2

z[(1/2 + τi (α)) + z(1/2 − τi (α))]−1Pτi (α))(−Lα)−1. (11.1)

Notice that

[(1/2 + τi (α)) + z(1/2 − τi (α))]−1 = (τi (α) + 1/2)−1
∞∑

n=0

zn
(τi (α) − 1/2
τi (α) + 1/2

)n
, (11.2)

therefore

Aα(z)−Aα(0) = (zP α
1 +

∞∑

n=1

zn
∑

− 1
2 <τi (α)< 1

2

(τi (α)+1/2)−1
(τi (α) − 1/2
τi (α) + 1/2

)n−1
Pτi (α)P

α
3 )(−Lα)−1

(11.3)
It follows that

Aα
1 = [P α

1 +
∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)−1Pτi (α)P
α
3 ](−Lα)−1, (11.4)

and

Aα
n = [

∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)−1
(τi (α) − 1/2
τi (α) + 1/2

)n−1
Pτi (α)P

α
3 ](−Lα)−1, (11.5)

recall also that we have the resolution of the identity
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IH 1
# (α,Y )3 = P α

1 + P α
2 + P α

3 with P α
3 =

∑

− 1
2 <τi (α)< 1

2

Pτi (α), (11.6)

and the spectral representation

〈T αu,v〉 = 〈(Sα
D(K−α

D )∗(Sα
D)−1)P α

3 u + 1
2
P α

1 u − 1
2
P α

2 u,v〉

= 〈
∑

− 1
2 <τi (α)< 1

2

τi (α)Pτi (α)u + 1
2
P α

1 u − 1
2
P α

2 u,v〉.
(11.7)

Adding 1
2I to both sides of the above equation, we obtain

〈(T αu + 1
2
I )u, v〉 = 〈(

∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1
2
)Pτi (α) + P α

1 )u, v〉

= 〈((Sα
D(K−α

D )∗(Sα
D)−1 + 1

2
P α

3 )P α
3 + P α

1 )u, v〉

= 〈((Sα
D

(
(K−α

D )∗ + 1
2
Ĩ
)
(Sα

D)−1)P α
3 + P α

1 )u, v〉,

(11.8)

where Ĩ is the identity on H−1/2(∂D)3. Now from (11.8) we see that

∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1
2
)−1Pτi (α)P

α
3 = (Sα

D(K−α
D )∗(Sα

D)−1 + 1
2
P α

3 )−1P α
3

= (Sα
D

(
(K−α

D )∗ + 1
2
Ĩ
)
(Sα

D)−1)−1P α
3 .

(11.9)

Using the first line of (11.4) and (11.9), we obtain

Aα
1 = [(Sα

D

(
(K−α

D )∗ + 1
2
Ĩ
)
(Sα

D)−1)−1P α
3 + P α

1 ](−Lα)−1. (11.10)

For higher order terms, by the mutual orthogonality of the projections Pτi(α), we have that

∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)−1
(τi (α) − 1/2
τi (α) + 1/2

)n−1
Pτi (α)

=
( ∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)−1Pτi (α)

)( ∑

− 1
2 <µi<

1
2

(τi (α) − 1/2
τi (α) + 1/2

)
Pτi (α)

)n−1

=
( ∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)−1Pτi (α)

)( ∑

− 1
2 <τi (α)< 1

2

(τi (α) − 1/2)Pτi (α)

)n−1

×
( ∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)Pτi (α)

)1−n
.

(11.11)
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As above, we have that

( ∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)−1Pτi (α)

)
= Sα

D

(
(K−α

D )∗ + 1
2
Ĩ
)−1

(Sα
D)−1P α

3 ,

( ∑

− 1
2 <τi (α)< 1

2

(τi (α) + 1/2)Pτi (α)

)
= Sα

D

(
(K−α

D )∗ + 1
2
Ĩ
)
(Sα

D)−1P α
3 ,

( ∑

− 1
2 <τi (α)< 1

2

(τi (α) − 1/2)Pτi (α)

)
= Sα

D

(
(K−α

D )∗ − 1
2
Ĩ
)
(Sα

D)−1P α
3 .

(11.12)

Combining (11.12), (11.11), and (11.4) we obtain the layer-potential representation for Aα
n ,

Aα
n = Sα

D

(
(K−α

D )∗ + 1
2
Ĩ
)−1

(Sα
D)−1[Sα

D

(
(K−α

D )∗ − 1
2
Ĩ
)(

(K−α
D )∗

+ 1
2
Ĩ
)−1

(Sα
D)−1]n−1P α

3 (−Lα)−1.

(11.13)

12. Explicit first order correction to the Bloch band structure in the high contrast limit

In this section we develop explicit formulas for the second term in the power series

βα
j (z) = βα

j (0) + zβα
j,1 + z2βα

j,2 + · · · (12.1)

for simple eigenvalues. We use analytic representation of Aα(z) and the Cauchy Integral Formula 
to represent βα

j,1

βα
j,1 = 1

2π im
tr

∮

2

Aα
1 ρR(0, ζ ) dζ

= 1
2π im

tr(Aα
1 ρ

∮

2

R(0, ζ ) dζ )

= 1
m

tr(Aα
1 ρP(0)) = 1

m

m∑

k=1

〈ϕk,A
α
1 ρP(0)ϕk〉L2

#(α,Y )3

(12.2)

Here P(0) is the L2
#(α, Y)3 projection onto the eigenspace corresponding to the Dirichelt eigen-

value (βα
j (0))−1 of −LD . For simple eigenvalue consider the normalized eigenvector P(0)ϕ = ϕ

and

βα
j,1 = 〈ϕ,Aα

1 ρP(0)〉L2
#(α,Y )3 (12.3)

We apply the integral operator representation of Aα
1 to deliver an explicit formula for the first 

order term βα
j,1 in the series for βα

j (z). The explicit formula is given by the following theorem.
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Theorem 12.1. Let βα
j (z) be an eigenvalue of Aα(z)ρ. Then for |z| < r∗ there is a βj (0) ∈

σ (−L−1
D ) with corresponding eigenfunction ϕj such that

βα
j (z) = βα

j (0) + z(
βj (0)

ρ1 )2
∫

Y\D

C1E(v) : E(v)dx + z2βα
j,2 + · · · (12.4)

where v takes α−quasi periodic boundary conditions on ∂Y , and Lv = 0 in Y \D, and takes the 
Neumann boundary conditions on ∂D given by

n · C1E(v)|∂D+ = n · C1E(ϕ)|∂D− ,

Remark 12.2. From Theorem 7.5, we have eigenvalues ξα
j (k) = (βα

j (1/k))−1, for j ∈ N . The 
high coupling limit expansion for ξα

j (k) is written in terms of the expansion βα
j (z) = βj (0) +

zβα
j,1 + · · · as

ξα
j (k) = (βj (0))−1 − 1

k
(βj (0))−2βα

j,1 + · · ·

= ξj (0) − 1

kρ2
1

∫

Y\D

C1E(v) : E(v) + · · · ,
(12.5)

where ξj (0) = (βj (0))−1 is the j th Dirichlet eigenvalue for the homogeneous Lamé operator 
in D. This is consistent with the formula for the leading order terms presented in [2] for 2 
dimensional elasticity.

Proof. Recall from the previous section that

Aα
1 = [Sα

D

(
(K̃−α

D )∗ + 1
2
Ĩ
)−1

(Sα
D)−1P α

3 + P α
1 ](−Lα)−1

= Kα
1 (−Lα)−1,

(12.6)

where Kα
1 := Sα

D

(
(K̃−α

D )∗ + 1
2 Ĩ

)−1
(Sα

D)−1P α
3 + P α

1 . Moreover,

(−Lα)−1f = −
∫

Y

Gα(x, y)f (y)dy. (12.7)

Since ϕ is a Dirichlet eigenvector of the Lamé operator defined on D with eigenvalue (βj (0))−1

and ϕ = 0 in Y \ D, we have

ϕ = −βj (0)

ρ1 χD(−Lϕ). (12.8)

Now from (12.8)
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(−Lα)−1ϕ = −βj (0)

ρ1

∫

Y

Gα(x, y)χD(Lϕ)dy

= −βj (0)

ρ1

∫

D

Gα(x, y)(Lyϕ)dy

(12.9)

Using integration by parts and adopting index notation where repeated indices indicate summa-
tion we get for each component

[(−Lα)−1ϕ]i = −βj (0)

ρ1 (

∫

D

∂j (Gα(x, y)ikC1E(ϕ)kj )dy −
∫

D

C1E(ϕ)kj : (E(Gα(x, y)i))kj dy)

= −βj (0)

ρ1 (Sα
D[∂nϕ|∂D−]i (x) − R(x)i)

where the last equality follows from the divergence theorem and definition of the single layer 
potential Sα

D and

R(x)i =
∫

D

C1E(ϕ)kj : (E(Gα(x, y)i))kj dy. (12.10)

Hence

[Aα
1 ϕ]i = βj (0)

ρ1 Kα
1 (Sα

D[∂nϕ|∂D−]i (x) − R(x)i). (12.11)

Now we apply the definition of Kα
1 and compute P α

1 R(x) and P α
3 R(x). Integrating by parts, we 

find

R(x)i =
∫

D

C1E(ϕ)kj : (E(Gα(x, y)i))kj dy

=
∫

D

(E(Gα(x, y)i))kj : C1E(ϕ)kj dy

=
∫

D

∂j (C1E(Gα(x, y)i)kj )ϕk))dy −
∫

D

−∂j (C1E(Gα(x, y)i)kjϕkdy

= ϕ(x)i .

(12.12)

Thus P α
1 R(x) = P α

3 R(x) = 0 since ϕ ∈ Wα
2 . Then we obtain

βα
j,1 = tr(Aα

1 ρP(0)) = 〈ϕ,Aα
1 ρP(0)〉L2

#(α,Y )3

= 〈ϕ,−βj (0)

ρ1 Sα
D

(
(K̃−α

D )∗ + 1
2
Ĩ
)−1

[∂nϕ|∂D−]〉L2
#(α,Y )3

(12.13)

Let v ∈ H 1
# (α, Y)3 be defined
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v := Sα
D

(
(K̃−α

D )∗ + 1
2
Ĩ
)−1

[∂nϕ|∂D−]. (12.14)

Then Lv = 0 in D and Y \ D, and

n · C1E(v)|∂D+ = n · C1E(ϕ)|∂D− . (12.15)

Then we have

βα
j,1 = −βj (0)

ρ1 〈ϕ, v〉 = −(
βj (0)

ρ1 )2
∫

D

v(Lϕ)dy

= −(
βj (0)

ρ1 )2(

∫

∂D

n · C1E(ϕ)|∂D−vdσ −
∫

D

C1E(ϕ) : E(v)dx)

= −(
βj (0)

ρ1 )2(

∫

∂D

n · C1E(v)|∂D+vdσ −
∫

D

C1E(ϕ) : E(v)dx)

(12.16)

Last an integration by parts yields

∫

D

C1E(ϕ) : E(v)dx =
∫

D

C1E(v) : E(ϕ)dx

=
∫

D

∇ · (C1E(v)ϕ) − Lvϕ

= n · C1E(v)|∂D−ϕdσ = 0.

(12.17)

Combining this result with the last line of (12.16) and integrating by parts a one time provides a 
representation of the second term in (12.1)

βα
j,1 = (

βj (0)

ρ1 )2
∫

Y\D

C1E(v) : E(v)dx, (12.18)

and the theorem follows. !

13. Derivation of the convergence radius and the separation of spectra

Here we prove Theorems 7.1 and 7.2. To begin, we suppose α *= 0 and recall the Neumann 
series (4.5) and consequently (4.6) and (4.10) converge provided that

‖(Aα(z)ρ − Aα(0)ρ)R(ζ,0)‖L[L2
#(α,Y )3:L2

#(α,Y )3] < 1. (13.1)

Then we will compute an explicit upper bound B(α, z) and identify a neighborhood of the origin 
on the complex plane for which

‖(Aα(z)ρ − Aα(0)ρ)R(ζ,0)‖L[L2
#(α,Y )3:L2

#(α,Y )3] < B(α, z) < 1, (13.2)

40



R. Lipton and R. Perera Journal of Differential Equations 332 (2022) 1–49

holds for ζ ∈ 2. The inequality B(α, z) < 1 will be used first to derive a lower bound on the 
radius of convergence of the power series expansion of the eigenvalue group about z = 0. It will 
then be used to provide a lower bound on the neighborhood of z = 0 where properties 1 through 
3 of Theorem 7.1 hold.
We have the basic statement given by

‖(Aα(z)ρ − Aα(0)ρ)R(ζ,0)‖L[L2
#(α,Y )3:L2

#(α,Y )3] ≤

‖(Aα(z) − Aα(0))‖L[L2
#(α,Y )3:L2

#(α,Y )3]‖ρ‖L∞(Y )‖R(ζ,0)‖L[L2
#(α,Y )3:L2

#(α,Y )3].
(13.3)

Here ζ ∈ 2 as defined in Theorem 7.1 and elementary arguments deliver the estimate

‖R(ζ,0)‖L[L2
#(α,Y )3:L2

#(α,Y )3] ≤ d−1, (13.4)

where d is given by (7.1).
Next we estimate ‖(Aα(z) − Aα(0))‖L[L2

#(α,Y )3:L2
#(α,Y )3]. Denote the energy seminorm of u by

‖u‖ =
∫

Y

C1E(u) : E(u) dx. (13.5)

First we derive the Poincaré inequality between the spaces L2
#(α, Y)3 and H 1

# (α, Y)3 for α *= 0:

Lemma 13.1.

‖u‖L2(Y )3 ≤ α−1

√
µ1

‖u‖. (13.6)

Proof. Let u ∈ L2
#(α, Y)3. Set ξ = 2πn + α and let

−l−1(ξ)v · v = −(− 1
µ1|ξ |2 (I − λ1 + µ1

λ1 + 2µ1

(ξ ⊗ ξ)

|ξ |2 ))v · v

= 1
µ1|ξ |2 (I − λ1 + µ1

λ1 + 2µ1

(ξ ⊗ ξ)

|ξ |2 ))v · v,

then

((−Lα)−1u,u) =
∫

Y

((−Lα)−1u(x) · u(x) dx

=
∫

Y

(−
∫

Y

Gα(x, y)u(y) dy) · u(x) dx

=
∫

Y

(−
∫

Y

(
∑

n∈Z3

l−1(ξ)eiξ ·(x−y))u(y) dy) · u(x) dx
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= (
∑

n∈Z3

−l−1(ξ)û(ξ) · û(ξ).

We obtain an upper bound on the quadratic form −l−1(ξ)û(ξ) · û(ξ). Without loss of generality 
choose the basis a1 := ξ

|ξ | = (1, 0, 0), a2 := (0, 1, 0), a3 := (0, 0, 1) and set c := λ1+µ1
λ1+2µ1

. Then

1
µ1|ξ |2 (I − λ1 + µ1

λ1 + 2µ1

(ξ ⊗ ξ)

|ξ |2 )) = 1
µ1|ξ |2 ((1 − c)a1 ⊗ a1 + a2 ⊗ a2 + a3 ⊗ a3)

Since 0 ≤ c ≤ 1, we have 0 ≤ 1 − c ≤ 1. Thus

1
µ1|ξ |2 (I − λ1 + µ1

λ1 + 2µ1

(ξ ⊗ ξ)

|ξ |2 ))v · v ≤ 1
µ1|ξ |2 |v|2.

Hence we obtain the upper bound

((−Lα)−1u,u) = (
∑

n∈Z3

−l−1(ξ)û(ξ) · û(ξ) ≤
∑

n∈Z3

1
µ1|ξ |2 |û(ξ)|2 (13.7)

≤ 1
µ1|α|2

∑

n∈Z3

|û(ξ)|2

= 1
µ1|α|2 ‖u‖2

L2(Y )3 .

Let v ∈ L2
#(α, Y)3. Then notice that

〈(−Lα)−1v, v〉 =
∫

Y

C1E((−Lα)−1v) : E(v) dx

=
∫

Y

−∇ · C1E((−Lα)−1v) · v dx

=
∫

Y

−Lα((−Lα)−1v) · v dx

=
∫

Y

v · v dx = ‖v‖L2(Y )3 .

Now, from the Cauchy inequality we have

‖v‖2
L2(Y )3 = 〈(−Lα)−1v, v〉 ≤ ‖(−Lα)−1v‖‖v‖. (13.8)

Applying (13.7) we get

‖(−Lα)−1v‖ = 〈(−Lα)−1v, (−Lα)−1v〉1/2 = ((−Lα)−1v, v)1/2 ≤ α−1

√
µ1

‖v‖L2(Y )3 (13.9)
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and the Poincare inequality follows from (13.8) and (13.9). !

To obtain the Poincare estimate for α = 0, we replace ξ = 2πn in the above proof. Then 
following will be the corresponding inequality for (13.7).

((−L0)
−1u,u) ≤

∑

n∈Z3\{0}

1
µ1|ξ |2 |û(ξ)|2 ≤

∑

n∈Z3\{0}

1
µ1|2πn|2 |û(ξ)|2

≤ 1
4π2µ1

∑

n∈Z3\{0}
|û(ξ)|2

= 1
4π2µ1

‖u‖2
L2(Y )3 .

Hence for α = 0, the Poincare inequality becomes

‖v‖L2(Y )3 ≤ 1
2π

√
µ1

‖v‖.

For any v ∈ L2
#(α, Y)3, we apply (13.6) to find

‖(Aα(z) − Aα(0))v‖L2(Y )3

≤ |α|−1

√
µ1

‖(Aα(z) − Aα(0))v‖

≤ |α|−1

√
µ1

‖((T α
k )−1 − P α

2 )(−Lα)−1v‖

≤ |α|−1

√
µ1

‖((T α
k )−1 − P α

2 )‖L[H 1
# (α,Y )3:H 1

# (α,Y )3]‖(−Lα)−1v‖.

(13.10)

Applying (13.9) and (13.10) delivers the upper bound:

‖(Aα(z) − Aα(0))‖L[L2
#(α,Y )3:L2

#(α,Y )3]

≤ |α|−2

µ1
‖((T α

k )−1 − P α
2 )‖L[H 1

# (α,Y )3:H 1
# (α,Y )3].

(13.11)

The next step is to obtain an upper bound on ‖((T α
k )−1 − P α

2 )‖L[H 1
# (α,Y )3:H 1

# (α,Y )3]. For all 

v ∈ H 1
# (α, Y)3, we have

‖((T α
k )−1 − P α

2 )v‖
‖v‖ ≤ |z|{w1 +

n∑

i=1

w̃i |(1/2 + τi (α)) + z(1/2 − τi (α))|−2}1/2, (13.12)

where w1 := ‖P α
1 v‖2

‖v‖2 , w̃i := ‖Pτi (α)v‖2

‖v‖2 , and w1 + ∑n
i=1 w̃i ≤ 1. Thus maximizing the right hand 

side is equivalent to calculating

43



R. Lipton and R. Perera Journal of Differential Equations 332 (2022) 1–49

max
w1+

∑n
i=1 w̃i≤1

{w1 +
n∑

i=1

w̃i |(1/2 + τi (α)) + z(1/2 − τi (α))|−2}1/2 (13.13)

= sup{1, |(1/2 + τi (α)) + z(1/2 − τi (α))|−2}1/2.

Hence we maximize the function

f (x) = |1
2

+ x + z(
1
2

− x)|−2 (13.14)

over x ∈ [τ−(α), τ+(α)] for z in a neighborhood about the origin. Let Re(z) = u, Im(z) = v and 
we write

f (x) = |1
2

+ x + (u + iv)(
1
2

− x)|−2

= ((
1
2

+ x + u(
1
2

− x))2 + v2(
1
2

− x)2)−1

≤ (
1
2

+ x + u(
1
2

− x))−2 = g(Re(z), x),

(13.15)

to get the bound

‖(T α
k )−1 − P α

2 ‖L[H 1
# (α,Y )3:H 1

# (α,Y )3] ≤ |z| sup{1, sup
x∈[τ−(α),τ+(α)]

g(u, x)}1/2}. (13.16)

We now examine the poles of g(u, x) and the sign of its partial derivative ∂xg(u, x) when |u| < 1. 
If Re(z) = u is fixed, then g(u, x) = ( 1

2 +x +u( 1
2 −x))−2 has a pole when ( 1

2 +x) +u( 1
2 −x) =

0. For u fixed this occurs when

x̂ = x̂(u) = 1
2

(1 + u

u − 1

)
. (13.17)

On the other hand if, x is fixed, g has a pole at

u =
1
2 + x

x − 1
2

. (13.18)

The sign of ∂xg is determined by the formula

∂xg(u, x) = N/D, (13.19)

where N = −2(1 − u)2x − (1 − u2) and D = (( 1
2 + x + u( 1

2 − x))4 ≥ 0. Calculation shows 
that ∂xg < 0 for x > x̂, i.e. g is decreasing on (x̂, ∞). Similarly, ∂xg > 0 for x < x̂ and g is 
increasing on (−∞, x̂).
Now we identify all u = Re(z) for which x̂ = x̂(u) satisfies

x̂ < τ−(α) < 0. (13.20)

For such u, the function g(u, x) will be decreasing on [τ−(α), τ+(α)], so that g(u, τ−(α)) ≥
g(u, x) for all x ∈ [τ−(α), τ−], providing an upper bound for (13.16).
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Lemma 13.2. The set U of u ∈ R for which − 1
2 < x̂(u) < τ−(α) < 0 is given by

U := [z∗,1]

where

− (µ1 + λ1)

(3µ1 + λ1)
≤ z∗ := τ−(α) + 1

2

τ−(α) − 1
2

< 0.

Proof. Noting x̂ = x̂(u) = 1
2

( 1+u
u−1

)
, we invert and write

u =
1
2 + x̂

x̂ − 1
2

(13.21)

We now show that

z∗ ≤ u ≤ 1 (13.22)

for x̂ ≤ τ−(α). Set h(x̂) =
1
2 +x̂

x̂− 1
2

. Then

h′(x̂) = −1

(x̂ − 1
2 )2

, (13.23)

and so h is decreasing on (−∞, 12 ). Since τ−(α) < 1
2 , h attains a minimum over (−∞, τ−(α)]

at x = τ−(α). Thus x̂(u) ≤ τ−(α) implies

z∗ = τ−(α) + 1
2

τ−(α) − 1
2

≤ u ≤ 1 (13.24)

as desired. !

Combining Lemma (13.2) with inequality (13.16), noting that −|z| ≤ Re(z) ≤ |z| and on 
rearranging terms we obtain the following corollary.

Corollary 13.3. For |z| < |z∗|:

‖(Aα(z) − Aα(0))‖L[L2
#(α,Y )3:L2

#(α,Y )3] ≤ |α|−2

µ1
|z|(−|z| − z∗)−1(

1
2

− τ−(α))−1. (13.25)

From Corollary 13.3, (13.3), (13.4) we easily seen that

‖(Aα(z)ρ − Aα(0)ρ)R(ζ,0)‖L[L2
#(α,Y )3:L2

#(α,Y )3] ≤

B(α, z) = |α|−2

µ1
|z|(−|z| − z∗)−1(

1
2

− τ−(α))−1d−1‖ρ‖L∞(Y )3,
(13.26)
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a straight forward calculation shows that B(α, z) < 1 for

|z| < r∗ := µ1|α|2d|z∗|
‖ρ‖

L∞(Y )3
1
2 −τ−(α)

+ µ1|α|2d
(13.27)

and property 4 of Theorem 7.1 is established since r∗ < |z∗|. Now we establish properties 1 
through 3 of Theorem 7.1. First note that inspection of (4.5) shows that if (13.1) holds and if 
ζ ∈ C belong to the resolvent of Aα(0)ρ then it also belongs to the resolvent of Aα(z)ρ. Since 
(13.1) holds for ζ ∈ 2 and |z| < r∗, property 1 of Theorem 7.1 follows. Formula (4.6) shows that 
P(z) is analytic in a neighborhood of z = 0 determined by the condition that (13.1) holds for 
ζ ∈ 2. The set |z| < r∗ lies inside the neighborhood and property 2 of Theorem (7.1) is proved. 
The isomorphism expressed in property 3 of Theorem (7.1) follows directly from Lemma 4.10 
of ([23], Chapter I §4) which is also valid for Banach space.
The proof of Theorem 7.2 proceeds along identical lines. To prove Theorem 7.2, we need the 
following Poincare inequality between L2

#(0, Y)3 and H 1
# (0, Y)3.

Lemma 13.4.

‖v‖L2(Y )3 ≤ 1
2π

√
µ1

‖v‖. (13.28)

This inequality is established using (13.12) and proceeding using the same steps as in the 
proof of Lemma 13.1. Using (13.28) in place of (13.6) we argue as in the proof of Theorem 7.1
to show that

‖(A0(z)ρ − A0(0)ρ)R(ζ,0)‖L[L2
#(0,Y )3:L2

#(0,Y )3] < 1 (13.29)

holds provided |z| < r∗, where r∗ is given by (7.7). This establishes Theorem 7.2.
The error estimates presented in Theorem 7.4 are easily recovered from the arguments in ([23]
Chapter II, §3); for completeness we restate them here. We begin with the following application 
of Cauchy inequalities to the coefficients βα

n of (4.10) from ([23] Chapter II, §3, pg 88):

|βα
n | ≤ d(r∗)−n. (13.30)

It follows immediately that, for |z| < r∗,

∣∣∣β̂α(z) −
p∑

n=0

znβα
n

∣∣∣ ≤
∞∑

n=p+1

|z|n|βα
n | ≤ d|z|p+1

(r∗)p(r∗ − |z|) , (13.31)

completing the proof.
For completeness we establish the boundedness and compactness of the operator Bα(k).

Theorem 13.5. The operator Bα(k) : L2
#(α, Y)3 -→ H 1

# (α, Y)3 is bounded for k /∈ Z.
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We first prove the result for α *= 0. Let v ∈ L2
#(α, Y)3. Then,

‖Bα(k)v‖ = ‖(T α
k )−1(−Lα)−1v‖

≤ ‖(T α
k )−1‖L[H 1

# (α,Y )3:H 1
# (α,Y )3]‖(−Lα)−1v‖

≤ α−1

√
µ1

‖(T α
k )−1‖L[H 1

# (α,Y )3:H 1
# (α,Y )3]‖v‖L2(Y )3,

(13.32)

where the last inequality follows from (13.9). Now we need to find an upper estimate for 
‖(T α

k )−1‖L[H 1
# (α,Y )3:H 1

# (α,Y )3]. Observe that

‖(T α
k )−1v‖
‖v‖ ≤ {|z|2w1 + w2 + |z|2

∞∑

i=1

|(1/2 + τi (α)) + z(1/2 − τi (α))|−2w̃i}1/2, (13.33)

where w1 := ‖P1v‖2

‖v‖2 , w2 := ‖P2v‖2

‖v‖2 , w̃i := ‖Pτi (α)v‖2

‖v‖2 . Now notice that w1 + w2 + ∑∞
i=1 w̃i = 1, 

and therefore we obtain the upper estimate

‖(T α
k )−1v‖
‖v‖ ≤ M (13.34)

where

M = max{1, |z|2, sup
i

{|(1/2 + τi (α)) + z(1/2 − τi (α))|−1}}, (13.35)

and this completes the proof. For α = 0 case, the proof is similar.

Remark 13.6. The Poincare inequalities (13.6) and (13.28) together with Theorem 13.5 show 
that Bα(k) : L2

#(α, Y)3 -→ L2
#(α, Y)3 is a bounded linear operator mapping L2

#(α, Y)3 into it-
self. The compact embedding of H 1

# (α, Y)3 into L2
#(α, Y)3 shows the operator is compact on 

L2
#(α, Y)3.
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Appendix A. Proof of Lemma 2.1

Proof. Let x ∈ Y \ D. Since E(u) = 0 there, then u has to be a rigid motion in Y \ D. However 
since rigid rotations are not periodic, u must be a rigid translation. Thus we write u = c for 
x ∈ Y \ D where c is a constant vector in R3. From the continuity of u across the boundary of 
D we have u|∂D = c so we can express u as u = ũ + c for x ∈ Y where ũ ∈ H̃ 1

0 (D)3. Then the 
condition 

∫
Y ρ udx = 0 in Y implies that c = −〈ρ〉−1 ∫

D ρ1 ũ dx, where 〈ρ〉 =
∫
Y ρ dx and the 

Lemma follows. !
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