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ABSTRACT

Solving complex real-world grand challenge problems requires
in-depth collaboration of researchers from multiple disciplines.
Such collaboration often involves harnessing multiscale and multi-
dimensional data and combining models from different fields to
simulate systems. However, the progress on this front has been lim-
ited mainly due to significant gaps in domain knowledge and tools
that are typically employed in silos of the domains. Researchers
from different fields face considerable barriers to understanding
and reusing each other’s data/models in order to collaborate ef-
fectively. For example, in solving the global sustainability prob-
lems, researchers from hydrology, climate science, agriculture, and
economics need to run their respective models to study different
components of the global and local food, energy and water systems
while, at the same time, need to interact with other researchers and
integrate the results of one model with another. Developing this
kind of model coupling workflow calls for (1) a large amount of
data being processed and exchanged across domains and organi-
zations, (2) identifying and processing the output of one model to
make it ready for integration into another model, (3) controlling
the workflow dynamically so that it runs until a certain conver-
gence condition or other criteria is met, and (4) close collaboration
among the modelers to explore, tune, and test the configuration and
data transformation needed to link the models. We have developed
C3F, a flexible collaborative model coupling framework to help re-
searchers accelerate their model integration and linking efforts by
leveraging advanced cyberinfrastructure such as high-performance
computing and virtual containers. In this paper, we describe our
experience and lessons learned in developing this cyberinfrastruc-
ture solution to support the linking of Water Balance Model (WBM)
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and SIMPLE-G agricultural economic model in an NSF funded IN-
FEWS project and a DOE-funded Program on Coupled Human and
Earth Systems (PCHES) to study the implications of groundwater
scarcity for food-energy-water systems. The C3F model coupling
framework can be extended to facilitate other model linkages as
well.
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1 INTRODUCTION

The global Food-Energy-Water (FEW) system will face significant
challenges in the next forty years driven by the growing population,
rising per capita incomes, and climate impacts. These challenges
are interconnected—both across systems and across scales—so that
addressing one system or location will inevitably cascade into oth-
ers, driven by socio-ecological feedback [2, 12]. Decision-makers
without the capacity to factor in these interconnections risk in-
advertently pursuing unsustainable FEW system solutions. Liu et
al. [14] highlighted a lack of multi-scale, integrated systems ap-
proach in FEW science to address the role of spillover effects from
one system to another, and argued for greater integrative analysis
of human and natural systems across spatial scales. In both our
NSF-funded INFEWS (Innovations at the Nexus of Food, Energy,
and Water Systems) and DOE-funded PCHES (Program on Cou-
pled Human and Earth Systems) projects, we aim to address this
knowledge gap by applying an integrative framework for analysis
of FEW solutions that highlights synergies and tradeoffs resulting
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from multiple policy options and thereby allowing the development
of more comprehensive sustainability solutions. In this paper, we
present one of our FEW model linking frameworks designed to an-
swer the research question: how do agricultural land and water use
patterns respond to changing groundwater levels over time across
the U.S.? Answering this question requires a hydrologic model
(WBM) that can simulate groundwater systems and their response
to agricultural activity, and an economic model (SIMPLE-G) [1] that
can represent human decisions about land use and water use in re-
sponse to information about groundwater depth, yield response to
weather, regional market dynamics, and other changing economic
factors.

Multiple significant challenges exist in model linking within the
same domain and across multiple domains. First, from the technical
perspective, existing models are very diverse, written in different
programming languages and requiring different operating systems
and different input/output file formats. Some models involve a large
volume of input/output data, while others use proprietary data or
software licenses. Second, from a conceptual perspective, models
could come from fundamentally different paradigms (e.g., simula-
tion models vs computable general/partial equilibrium models) and
differences in terminology and vocabulary between disciplines can
lead to different definitions of model variables or concepts. Third,
from a collaborative perspective, researchers from different disci-
plines need to take the time to understand each other’s models to
overcome the conceptual challenges. They often need access to each
other’s computing systems, which can have institutional hurdles.
All of this takes time and patience. Finally, as an intersection of all
three (technical, conceptual, and collaborative), the development of
a technical workflow requires researchers to know how to couple
the models. Yet developing the coupling method may first require
the researchers to test out different coupling options. Results of the
model coupling tests often show researchers where they have mis-
understood one another’s models or disciplinary concepts, leading
them to revise their workflow. This leads to a circular challenge: the
technical implementation requires the conceptual and collaborative
challenges to be solved yet solving those challenges may rely on
already having solved the technical issues.

WBM researchers have engaged in numerous model-linking
projects over the past decade [4, 5, 11, 13, 16, 17, 20]. Despite many
of these exercises beginning with the goal of producing 2-way, fully
automated coupled-models, all but one [16] stopped at the phase
of one-way, offline coupling due to the challenges discussed above.
The work presented here builds on such prior experiences [5, 13].

In this effort, we developed a flexible Collaborative Container-
based model Coupling Framework (C3F) to help the FEW re-
searchers accelerate their model integration and linking efforts. It
addresses some of the interconnected technical, conceptual, and col-
laborative challenges by leveraging advanced technologies and cy-
berinfrastructure (CI) such as high-performance computing (HPC),
containers, Open OnDemand (OOD), and XSEDE. Using this frame-
work WBM and SIMPLE-G researchers can independently package
their models and data processing code into Singularity containers
and collaboratively explore, create, and execute the coupled mod-
eling workflows in the XSEDE HPC environment. In this paper,
we will first introduce the WBM and SIMPLE-G models and the
model coupling workflow in section 2. We will then describe the
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two phases of our model integration and coupling CI solutions and
present preliminary results in sections 3 and 4. We will discuss our
experience and lessons learned in section 5 and then conclude the
paper in section 6.

2 WBM-SIMPLE-G MODELING WORKFLOW

Our FEW projects aim to link several internationally vetted open-
source models from different scientific disciplines including hydrol-
ogy, climate, and economics. As an initial effort, we focused on
developing a CI solution to improve the productivity of the WBM
and SIMPLE-G researchers in linking their models to understand
how economically driven changes in agricultural production may
impact on sustainable water use.

2.1 WBM Model

The University of New Hampshire Water Balance Model (WBM) [3,
19] is a process-based, gridded hydrologic model that simulates
spatially and temporally varying water volumes and quality. It was
one of the first Global Hydrologic Models (GHMs) developed [18].
WBM represents all major land surface components of the hydro-
logic cycle and tracks fluxes and balances between the atmosphere,
above-ground water storage, soil, vegetation, groundwater, and
runoff. A digitized river network connects each grid cell to the
next, enabling the simulation of flow through river systems. The
model’s representation of these natural processes is based on well-
established principles from the fields of physics and hydrology; the
daily simulation of natural water fluxes achieves high fidelity when
compared to historical observational data.

WBM also includes modules to represent human interactions
with the water cycle, such as estimates of domestic, industrial,
and agricultural water requirements and use, as well as hydro-
infrastructure (dams, canals, and inter-basin transfers). These hu-
man processes are not governed by physics, but rather are functions
of complex decision-making processes. WBM, like all GHMs that
attempt to include these human water uses, relies on input data
about key human activities. While this data may be available for
historical periods, simulating future trajectories requires the ex-
pertise of other fields like economics or policy analysis to devise
reasonable scenarios or models of human activity relevant to water
use.

WBM is written in Perl with heavy use of Perl Data Language. It
relies on a custom module called RIMS and has several open-source
software dependencies including GDAL. The model runs in Unix
and can be launched by a command or a submission script. The data
involved in WBM is large and complex. Most of its input files are
geospatial data (e.g., GeoTIFF, NetCDF, or shapefiles), and its out-
put files are multi-dimensional NetCDF files with a time dimension
(daily, monthly, or yearly), latitude and longitude spatial dimen-
sions, and also multiple (ranging from 1 to over 500) individual
output variables. WBM simulates the processes in daily time steps
determined by input data and the model algorithms. Unlike the
types of models typically employed in economics, the model is not
solving an optimization or linear programming problem.
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2.2 SIMPLE-G Model

SIMPLE-G is one of the first global gridded economic models that
looks into economic decisions and market forces at a higher reso-
lution [1]. It is the gridded version of SIMPLE (Simplified Interna-
tional Model of agricultural Prices, Land use and the Environment)
developed by the Purdue University GLASS team (Global to Lo-
cal Analysis of System Sustainability). It is a validated multi-scale
economic model that is designed to better understand the local
economic decisions about land use, water use, and agricultural pro-
duction while taking into account the competing forces of the food
system at the global, regional, and subregional levels. The simple
yet powerful economic structure connects agricultural economic
systems with biophysical systems at a gridded and high-resolution
scale. The model framework includes economic supply and demand
modeling of the food system. Crop production is a function of land,
water, fertilizer, climate-driven productivity, and technology.

SIMPLE-G modeling solves a system of equations in GEMPACK
(General Equilibrium Modelling PACKage) [6] as a suite of economic
modeling software. GEMPACK is especially suitable for large com-
putable equilibrium models. SIMPLE-G can involve half a billion
endogenous variables depending on the resolution and the spatial
scope of the study. Here, GEMPACK provides condensation tech-
niques to speed up the calculations for this large system. However,
it runs on a Windows-based system and requires a license. A set of
files are required to be compiled to create an EXE file. The input
files are in HAR format. The standard outputs are also in HAR or
SL4 formats readable to GEMPACK and need to be converted to
TXT to communicate with other models.

2.3 Linked WBM-SIMPLE-G Models
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Figure 1: Model components and links used by the coupled
model framework

The research questions posed by our FEW systems projects re-
quire information from both hydrology and economics. Each of the
two models described above represents part of the FEW system, but
neither includes all the dynamics of interest. As shown in Figure 1,
a more complete system representation can be achieved by linking
the two models.

Developing such model linking requires close collaboration be-
tween the modelers of SIMPLE-G and WBM and computer scientists.
Before the final workflow may be developed, there is a significant
amount of time spent in an exploratory step where the modelers
and CI experts from the two institutions need to achieve a common
understanding of details such as how their models run, what in-
put/output is needed and created, how to convert the output from
one model to the right input format for the other model, etc. Key
challenges include harmonizing the time steps represented by the
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two models, developing variable consistency between model con-
cepts, and generating linking functions that convert data to the
right format. For example, WBM runs at daily time steps, while
SIMPLE-G runs at 5 to 10-year steps. Conceptually, the two models
do not have the same theory of efficiency; hydrologic irrigation
efficiency refers to physical water systems, while economic irriga-
tion efficiency is based on balancing supply and demand for water.
Lastly, the conversion of model outputs to model inputs requires not
only time-step and file format conversions, but more importantly
data-based transfers of information of one type to another. For
example, a change in depth to groundwater as simulated by WBM
must be converted to a change in the cost to access groundwater
to become an input to SIMPLE-G. Similarly, a change in water use
per acre in SIMPLE-G must be converted to a change in physical
irrigation efficiency to be used as an input to WBM. These data
conversions are effectively a second set of two models; simpler
models than WBM and SIMPLE-G, yet still requiring their own
place in the workflow, making the model linking activity include
four models, not just two.

3 A DISTRIBUTED LOOSELY COUPLED
MODELING SYSTEM (PHASE I)

We first developed a distributed model coupling solution based on
the existing infrastructure on MyGeoHub [9]. The main goal is to es-
tablish an initial common workflow for data organization and shar-
ing, and identify the pain points of the model coupling process while
enabling the research groups to work out the conceptual and cou-
pling steps. Built on the HUBzero platform [15], MyGeoHub is a sci-
ence gateway that supports geospatial data management, process-
ing, and simulations. Funded by the NSF DIBBS and CSSI programs,
the Geospatial Data Analysis Building Blocks (GABBs) [8, 21] and
Extensible Geospatial Data Framework (GeoEDF) [10] projects de-
veloped and deployed reusable software modules and libraries on
MyGeoHub to create a powerful web-based system that allows re-
searchers worldwide to easily manage, share, analyze, and visualize
geospatial data. MyGeoHub provides the infrastructure and a well-
defined procedure that enables developers and domain scientists to
create and publish their models and data processing tools online
using popular programming languages such as R and Jupyter Note-
book. It provides a “submit” middleware that allows these online
tools to run simulations on HPC resources at the backend.
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Figure 2: A distributed model coupling system
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While some models are available to run online on MyGeoHub
or other connected CIs, most models either run on a researcher’s
local computers or a campus HPC resource, depending on the indi-
vidual’s preference, different stages of the research, and flexibility
and OS requirements of the models. In this initial solution, MyGeo-
Hub served as a bridge for loosely linking the distributed modeling
workflows. As shown in Figure 2, researchers at different locations
download the data from MyGeoHub each time it is shared by collab-
orators, preprocess the data, feed it into their models (for example,
SIMPLE-G researchers could run the model on their laptops at Pur-
due University or on MyGeoHub which submits the model runs
to a campus cluster, while the WBM team runs their model on an
HPC resource in the University of New Hampshire), postprocess
the output, and share the result by uploading them back to the
project space on MyGeoHub.

While it is feasible to share and exchange small datasets (up to a
few GB) via HTTP upload to MyGeoHub, it becomes insufficient
when a large amount of modeling data, such as the WBM output,
needs to be exchanged across the teams and institutional CIs. Al-
though there are ways to move data in and out of each CI or HPC
system, it remains a challenge to provide a seamless experience to
the end users in a trackable manner. The challenge of data sharing
across the networks is further exacerbated by the greater variability
of local platforms, tools, and researcher expertise and hence calls for
a solution to enable seamless data-driven collaboration. In phase
I, large dataset transfers were carried out via Globus endpoints
between the HPC storage systems of different institutions which
involved coordination and assistance of system admins. These data
transfer and sharing steps are mostly manual and time consum-
ing, causing significant delays as researchers need to share data to
explore how to couple the models and repeat the workflow many
times to tune the parameters and test model output. It is evident that
research productivity and reproducibility would be significantly
improved with a more flexible and seamless solution for exchanging
model data and automating the model linking workflow with FAIR
(Findable, Accessible, Interoperable, and Reproducible) properties
automatically enabled.

4 C3?F- COLLABORATIVE
CONTAINER-BASED MODEL COUPLING
FRAMEWORK (PHASE II)

To overcome the shortcomings of the Phase I solution, we created
C3F, a modeling environment to provide more seamless model cou-
pling support. As shown in Figure 3, in this system, researchers
package their modeling code and data processing scripts into
portable Singularity containers that are secure environments suit-
able to run on HPC resources. The models run on XSEDE’s Anvil
system which provides a common HPC environment researchers
from different institutions can access simultaneously. Anvil’s OOD
portal offers a web user interface to access the HPC resources for
users who are not familiar with Linux terminals and commands.
The model coupling workflow is controlled by a shell script. The in-
put and output data are stored in a project space on Anvil’s project
storage and can be accessed by all researchers working on the same
project. The model results may be published with a DOI using
MyGeoHub’s automated data publishing function. It may also be
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accessed from MyGeoHub for online data analysis or visualization.
The Singularity container recipe files and data conversion scripts
are managed in a GitHub repository.
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Figure 3: C3F- A container-based model linking system

At the initial exploration stage, researchers need to understand
each model, access each model’s output data, and test their scripts
that convert one model’s output to the right format the other model
can read. They may want to customize model input by adjusting the
parameters. The containers are separated from the model input files,
which makes them easy to customize. Using a shared XSEDE project
space, neither data transfer nor waiting for the administrator’s
assistance/other researcher’s response is necessary. Later during the
research stage, both modelers can update their modeling code/data
processing code and the containers, change the script that controls
how the models are linked, and access modeling results. Finally,
at the production stage, researchers can easily launch multiple
workflows simultaneously either from the command line or using
the OOD portal and access results immediately when a workflow
completes. They can also use the Jupyter Notebook and R Studio
environment directly from the OOD portal to analyze the data and
visualize results.

4.1 Workflow Implementation

The workflow implementation consists of four Singularity con-
tainers — two model containers (i.e., WBM and SIMPLE-G), and
two data conversion containers as shown in Figure 4a. The models
communicate by passing data through mounted directories. The
workflow execution is controlled by a bash script. The WBM and
SIMPLE-G models are executed sequentially and iteratively until
predetermined criteria are met. Each iteration of the workflow con-
sists of four steps. Step 1 executes the WBM model container and
outputs groundwater levels, surface water supply, and crop water
requirements for each grid cell in the simulation domain in NetCDF
format. In step 2 the WBM-to-SIMPLE-G container calculates the
change rates of WBM output and converts it into a SIMPLE-G
readable format. Step 3 runs the SIMPLE-G model container and
produces new irrigated areas. Step 4 runs the SIMPLE-G-to-WBM
container that converts the updated change in water use informa-
tion to change in physical irrigation efficiency and passes it to the
WBM model.

After exploring different approaches to linking the two models,
the teams developed two workflow options based on two alternative
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assumptions regarding the economic expectations and behaviors
of the farmers in the SIMPLE-G model. Workflow option 1 (Fig-
ure 4b) assumes that farmers have perfect foresight, i.e., they have
some information about the near future weather and markets. This
workflow requires that the two models simulate over the same
period iteratively until the output of at least one model reaches
convergence, i.e., when there is no (or extremely little) change in
the results from one iteration to the next over a period of T known
as a lookback window. For the first iteration, WBM runs for T years
with the given climate data and produces hydrological variables,
followed by running a WBM-to-SIMPLE-G R script that converts
the selected WBM output variables to percentage change over T to
be further processed through the transfer functions. Then SIMPLE-
G takes these changes and calculates the new equilibrium variables.
A SIMPLE-G-to-WBM R script then sends the new SIMPLE-G out-
put variables to WBM for the next iteration of the same period.
The runs will continue until the changes in SIMPLE-G outputs are
converged. After reaching convergence for the first T years, this
process will be repeated for each T year until the end of the study
period.

a) General workflow overview

A\ Depth to groundwater
A Surface water supply

! 2) WBM to SIMPLEG
A Crop water requirement
»

1) WBM container .
container

Time-aggregated,
A Irrigation efficiency formatted SIMPLEG
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4) SIMPLEG to WBM
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§ 3) SIMPLEG container
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4) «— 3) of output 4) +— 3) period of
interest

Timespan 1 Timespan 2

c) Workflow option 2: adaptation over time

1) — 2 1) — 2 - Repeat until
A2 ¥ end of time
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Figure 4: WBM-SIMPLE-G linkage workflow

Workflow option 2 (Figure 4c) is based on adaptive expectations
that assume individual farmers form their expectations about fu-
ture hydroclimatic conditions based on what happened in the past.
This method does not check for convergence but requires consec-
utive runs of WBM and SIMPLE-G. Here, WBM takes SIMPLE-G
economic outcome variables based on the previous years, while
SIMPLE-G takes the WBM inputs based on changes in the moving
average of hydroclimatic variables in the latest T years. In this
workflow, WBM runs for the T-year and generates T yearly water
data.
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Having two workflows allows the possibility of future sensitivity
analysis to the background assumptions. It is also beneficial for
addressing different economic questions that support one of the
alternative assumptions. Importantly, the domain experts found that
it was only possible to develop and evaluate these two workflows
once the CI was in place, enabling multiple reproducible simulations
for analysis. This is one of the key reasons CI experts must be
included in the collaboration from an early stage in the project;
without them, workflow option 2 (which has been chosen for the
main analysis in the FEWS project) would not have been developed
in a timely manner.

4.2 Containerization of Models and Data
Processing Scripts

As described in sections 2.1 and 2.2, the WBM and SIMPLE-G mod-
els were written in different programming languages for different
operating systems, and subject to software license requirements.
Although the data conversion code used in steps 2 and 4 are both
written in R, they use different sets of libraries. To provide an iso-
lated and easily reproducible environment, the computation code
in each step of Figure 4a is packaged into an individual Singular-
ity container. All four Singularity images are accessible from the
project storage by both modeling teams. The SIMPLE-G model runs
in a single thread while the WBM model runs with multiple threads
which are determined based on the domain grid size.

To migrate the SIMPLE-G model to run in a Linux environment,
a license for the source code of GEMPACK Release 11.1 for the
Linux platform was obtained. A GEMPACK docker container that
packages all the software needed to make a model executable was
created. Next, a SIMPLE-G model Singularity container was built
incrementally on top of the GEMPACK container image. It uses the
docker bootstrap agent to pull the GEMPACK container from a pri-
vate Docker Hub repository as it is a proprietary software requiring
a license file. In the recipe file, the SIMPLE-G model code is added
to the base GEMPACK docker image layer. The executables are gen-
erated in the post section. In the runscript section, the SIMPLE-G
model is executed with user-supplied input and writes output to
the mounted directories. The WBM team containerized their model
into Docker and Singularity containers. WBM model uses initializa-
tion files that list all input metadata files and parameters files. The
input to the WBM model is quite large as it involves a time series
of gridded weather data. Both the WBM and SIMPLE-G Singular-
ity containers set up some static directories for input, output, and
command files in the container which are mounted at run time, and
the data can be changed without impacting the container images.
Only when the model code is updated does the container image
have to be rebuilt. The R scripts to aggregate and convert data to
the right format were packaged into separate containers based on
the rocker/r-ver:4.1 (https://hub.docker.com/r/rocker/r-ver) image.

4.3 Workflow Execution

A linked model workflow implementing the adaptive option in
Figure 4c was tested on Purdue’s Brown cluster. A Slurm job sub-
mission script written in Bash is used to control the execution of
the workflow. The number of iterations is calculated based on the
start year, the end year, and the lookback window size which is set
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Table 1: Breakdown of the run time for each step of the WBM-SIMPLE-G linked workflow for 2000-2007
Step Container Total runtime for three iterations (min) Percentage
1 WBM 192 17%
2 WBM-to-SIMPLE-G 900 80%
3 SIMPLE-G 18 1.5%
4 SIMPLE-G-to-WBM 18 1.5%
up as environment variables at the beginning of the script. Suppose ‘ % Change: 20002005 I % Change: 20012006 I % Ghange: 20022007 \I *

we run a coupled model for 2000-2007 with a five-year lookback
window, the workflow will iterate three times. At the first iteration,
the WBM container is set to simulate for years 2000-2005. Step 2
calculates the change ratio for 2005 and outputs a new irrigation
area for 2006. In the second iteration, the WBM container simu-
lates 2001-2006. Since the years 2001-2005 have been simulated in
iteration 1, the model only simulates the year 2006 in this round
reusing the output from iteration 1. Similarly in iteration 3, the
WBM container produces results for 2002-2007, and the WBM-to-
SIMPLE-G container calculates the percent changes of shocks for
2007 which is fed into the SIMPLE-G container to produce predic-
tions of irrigation area for 2008. Researchers submit a coupling job
from the terminal at this moment. They customize parameters such
as simulation period and the lookback window size by editing the
job submission script. They can also access the data and edit the
file using the graphical interface provided by the OOD portal. Cus-
tomized interactive applications may be developed using Jupyter
Notebook or OOD’s extensible app development framework.

4.4 Preliminary Result

The team is conducting workflow runs to gather runtime statistics.
Here we present the preliminary data obtained from an early run
for illustration: a WBM-SIMPLE-G linked workflow for the years
2000-2007 with a 5-year lookback window ran on Purdue’s Brown
cluster which consists of Dell compute nodes with two 12-core Intel
Xeon Gold “Sky Lake” processors (24 cores per node) and 96 GB of
memory. The workflow ran three iterations and took approximately
19 hours. Table 1 shows the run time for each iteration step. Note
that the runtime for step 1 is iteration-dependent as in the first
iteration step 1 simulates five years (the lookback window), while
in the subsequent iterations it simulates a single year using cached
results. The runtime for step 2 varies slightly among iterations, and
the runtime for steps 3 and 4 stays the same for each iteration.
Figure 5 shows how the percentage change in surface water stor-
age evolves over three iterations due to a combination of weather
(an input to the coupled model system) and irrigation water use (a
result of the coupled model system). This is a key research output
from the WBM model within the linked framework. In the 2000-
2005 period, California, Nevada, and Arizona showed an increase
in surface water storage. West north central and west south central
areas showed mild decreases for 2001-2006, but their surface water
storage turned back to increases for 2002-2007. Figure 6 demon-
strates the computed changes in irrigated crop production, output
from SIMPLE-G, from three iterations of the coupled system at
each 5 arc-min grid cell for the cultivated US. This exemplifies the
equilibrium economic responses to changes in water availability

Figure 5: Percent change in irrigated crop production for
three iterations in WBM-SIMPLE-G. The green color illus-
trates the percentage change increase in irrigated crop pro-
duction and the red color shows the percentage change de-
cline in irrigated crop production due to changes in water
availability and economic market responses. White color
means no crop production.

J % Change: 2000-2005 % Change: 20012006 % Change: 2002-2007 ‘

Figure 6: Percent change in irrigated crop production for
three iterations in WBM-SIMPLE-G. The green color illus-
trates the percentage change increase in irrigated crop pro-
duction and the red color shows the percentage change de-
cline in irrigated crop production due to changes in water
availability and economic market responses. White color
means no crop production.

and the overall market interactions. Compared with figure 5, the
pattern of change in irrigated production follows the pattern of
change in surface water storage. However, the magnitude of the
change in crop production is smaller due to economic responses
and the economic reallocation of production resources. Although
the maps demonstrate only one type of output from the coupled sys-
tem, it shows successful interactions between WBM and SIMPLE-G
models. Neither Figure 5 nor Figure 6 results would have been pos-
sible without the fully coupled system, as these results rely on the
passing of information between the two domain models.

5 DISCUSSION

Based on our experimental runs, the most time-consuming part of
the workflow is step 2 as shown in Table 1. It involves I/O operations
of large raster files which computes the average groundwater level
for each pixel throughout the given period. The performance of
this step may be improved by caching some intermediate yearly
average results for subsequent iterations. Furthermore, although
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WBM computes daily, monthly, and yearly average outputs, the
monthly and yearly files are calculated as a background process
and sometimes fail to complete due to a timing issue. We will adjust
it to write yearly output instead of daily, which could significantly
speed up step 2. Additionally, the WBM input directory is around
60 GB and its output directory is even bigger depending on the
number of years to simulate. We need to improve the management
of model copies to enable larger-scale runs.

Cyber training of domain scientists is an important aspect of this
work. In the exploration and research stages, the WBM-SIMPLE-G
models and the data conversion scripts need to be tuned and tested
by the modelers. As a result, they need to learn the fundamentals
of working with a Singularity container and be able to use GitHub
to clone/modify/build/test the code. While the learning curve is
non-trivial, it is not insurmountable. The CI experts on the team
held two hands-on tutorial sessions on topics such as installing
Singularity, cloning projects from GitHub repositories, setting up
environments for linked workflow submission, and editing Slurm
submission scripts. While logging in directly on the cluster and
running everything through the command line provides maximum
flexibility for researchers, some may benefit from using the OOD
portal’s GUI interface to access the data, modify the Slurm script,
and invoke the workflow, etc., to quickly ramp up on the HPC sys-
tem and use the CI resources in teaching and training themselves.

Our experience has shown that fully coupling models in an auto-
mated framework often requires a greater period than is provided
by a single grant-funded project (which is typically 3-4 years), due
to the conceptual and collaborative challenges and the important
intersection challenges that require both the technical and concep-
tual challenges to be solved. We have also found that it is only with
the inclusion of computing experts and software engineers that
the technical challenges are solved well enough and early enough
in the research process to enable fully automated model coupling.
These collaborators must be involved in the model coupling project
from the beginning, as they are needed in working through the
intersection challenges.

In addition to improving the performance of the WBM-SIMPLE-
G workflow, we plan to deploy the workflow on the newly available
XSEDE Anvil cluster where the research team will conduct “pro-
duction” runs of their fully linked modeling experiments. We also
plan to automate container creation, testing, and deployment using
GitHub’s CI/CD capabilities. In the future, we plan to investigate
how to extend this system to support more model coupling use
cases and incorporate community standards where appropriate. For
example, in another NSF-funded project, researchers from the Nat-
ural Capital Project (NatCap) and the Global Trade Analysis Project
(GTAP) are looking into linking the InVEST ecosystem services
model and GTAP economic model to study global sustainability
challenges and make informed environmental decision making [7].
Many complex factors impact how models may be linked. We be-
lieve the lessons and experience learned here will help guide our
future work in coupling other models critical in multi-disciplinary
research.

6 CONCLUSION

The linking of WBM and SIMPLE-G allows members of these two
different disciplinary communities (hydrology and economics) to
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collaborate on the analysis of land and water resource issues. The
software modules, data processing and modeling tools, and data
services developed in C3F are mostly generic and portable using
containers, which can be applied to other cyberinfrastructure plat-
forms. The pioneering work on WBM-SIMPLE-G model coupling
workflow lays the foundation for a broader exploration of the use
cases and solutions for cross-disciplinary research involving multi-
ple models. All the infrastructure developed and deployed follows
and promotes the FAIR principles. It will help researchers make
their research software and tools more easily reusable and interop-
erable.
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