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Abstract

We consider a two-regime switching model with the goal of minimizing the expected discounted cu-
mulative combination of the utility of the number of infections together with the utility of an economical
indicator. We assume the two regimes choices are between opening and and locking down the economy,
and the choice affects the infection rate. We also assume that the economy level also has a small influ-
ence on both the infection rate and on the cumulative function being minimized. We then asymptotically
find the value function and the boundaries of the switching regions, and perform a numerical calibration
to draw conclusions about optimal lockdown in a pandemic.
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1 Introduction

Optimal switching is the problem of finding an optimal sequence of stopping times for switching between
different regimes in the underlying stochastic processes. Generally it can be characterized as optimal timing
under uncertainty. The problem have many classical applications including finance and economics, such
as pricing real options. For example the works of Brennan and Schwartz| [1985] on optimal extraction,
Dixit| [[1989] on optimal production and [Trigeorgis| [1993]] on real options, along with many other types of
applications, see e.g. [Benaroch et al.| [2012]], Parpas and Webster|[2014], Sgdal et al.|[2008]] for applications
respectively in manufacturing; network and energy systems; shipping.

The general switching problem, however, is often intractable. Even the case with only three regimes
and one-dimensional underlying diffusion, as in [Pham et al.| [2009] may not admit a fully explicit solution.
Therefore it is not surprising that most explicit solutions have been provided in a two-regime switching
models, see e.g. [Tang and Yong|[1993]], Brekke and Oksendal|[[1994], Duckworth and Zervos|[2001]], Zervos
[2003]]. A typical approach to the problem is using viscosity solutions technique as in |Ly Vath and Pham
[2007]]. This approach identifies the solution to the appropriate Hamilton-Jacobi-Bellman (HJB) equation
and the value function. This in turn allows to prove that the value function is smooth inside each of the
regions and calculate it through the smooth fit principle across the regions. Other popular approaches include
Bayraktar and Egami| [2010] who used optimal stopping times technique, and Hamadene and Jeanblanc
[2007]] who used techniques from the theory of Backward Stochastic Differential Equations.
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A common alternative, for when an explicit solution is not available is to use asymptotic expansion.
The literature is vast, and we refer to classical works of [Fouque et al.| [2001]] and [Fouque et al.|[2017] and
books of [Fouque et al.| [2000] and [Fouque et al.|[2011]] and examples therein. The key idea is to find a case
which can be easily solved and then asymptotically expand around it, to find an asymptotic correction, and
thereby obtain an asymptotic expansion in the desired problem. This is then often combined with viscosity
solution theory as in the works of Janecek and Shreve| [2004], Bichuch and Sircar| [2019]]. This also allows
to construct sub- and supermartingales and sandwich the value function in between then to identify the first
couple of terms in the asymptotic expansion as in|Bichuch| [[2012] and |Bichuch and Fouque| [2019].

In this paper we apply this asymptotic expansion method to switching problems. While this method
has been used before, e..g in [T'sekrekos and Yannacopoulos| [2016], the expansion proofs so far seem to
be heuristic. In this paper we provide a rigorous proof for such an asymptotic expansion in a special case.
The asymptotic expansion method proposed below is broad, and can be applied to a wide range of optimal
switching problems in both the number of states and the type of diffusions, however in general the proof
is difficult, and requires special conditions. Therefore, we simplify it, by solving a two-regime optimal
switching problem with two-dimensional coupled but simple diffusions, asymptotically in the sensitivity
to the second diffusion. The asymptotic expansion is performed around the explicitly solvable case of
two-regime switching problem with a one-dimensional diffusion. The main contribution of this paper is
in adapting the sub- and super-martingale proof method of Bichuch| [2012] [2014] to optimal switching
problems, and thereby obtaining a rigorously constructed viscosity sub- and super-solutions, and “nearly-
optimal” switching policies.

Another motivation for the underlying problem is to understand when is it optimal for the economies
of countries to lock down and open up. That is to provide an optimization problem whose solution is to
close when the infection rate is high, and open back up when it is lower, as is known to be historically
optimal in past pandemic (e.g. |Correia et al.| [2020]]). The goal is not simply to minimize the number
of infections/fatalities, such as in |Gonzalez-Eiras and Niepelt| [2020], |Acemoglu et al. [2020]], or to also
take into account constraints that keep the economy from completely crashing as in |Alvarez et al.| [2020],
or to simply concentrate purely on the economical effect of the lockdown as in [Moser and Yared! [2020]].
But to minimize the cumulative combination of the infections and the economical state. In this paper we
consider a two-regime switching mode, where the goal is to minimize a cumulative discounted number of
infections together with an inverse of an economic indicator. We perform an asymptotic analysis when the
sensitivity to the economical factor is small, and find the asymptotic expansions of the value function and
of the boundaries of the stopping regions. We then calibrate the model parameters to data and discuss the
obtained results.

The structure of the paper is as follows: in Section 2] we formulate the general type of switching problem
we want to solve. The problem is then specialized to a two-regime case and some preliminary results are
presented in Section [3] The main proofs are in Section 4, The numerical study is done in Section[5] We
conclude in Section [6]

2 Model Formulation

In this section we formulate a general N-regime switching model, and set up the optimization problem. We
start with a filtered probability space (Q, 7, {F;}:>0, P), on which two correlated Brownian Motions B, W are
given with d (B, W); = pdt with |p| < 1.

Denote X; to the be the number of sick people at time ¢, and an economy statistic, (e.g. the GDP or the
total stock market) by ¥;. Assume that there are N different society states, where for example i = 1 means
stay-at-home order, i = 2 partial opening, low risk activities allowed, with some social distance required, ...,
i = N business as usual. Assume that the rate of transmission depends on the state i, and that it is possible



to switch between the states. Assuming that this happens at stopping times 0 = 79 < 71 < T3..., satysfying
lim 1, = oo a.s., by switching to regime ¢, € F+,, n > 0, this defines a control @ = (7, ty)n>0, and the states

n—0oo

process

Ill = Z LnI[[TnsTn+l)(t)’ IO_ =1

n=0

We denote the set of all such switching controls a by A. We assume that there is some economical cost g;;
for switching states from i to j, caused by the necessity to adapt the economy to the new state. So we will
assume that g;; > 0, if j < i, i.e there is a cost for closing the economy, and g;; < 0if j > i, i.e. thereis a
benefit to the economy opening up. It is customary to assume that g;; = 0, and we also require the triangular
inequality type condition to hold, namely:

ik < &ij * &jk» J # Lk,

stating that it is better to switch from i to k directly, rather than switching from i to j and then immediately
from j to k.
The evolution of the number of infections X; is then given by:

dX, = p(X,, Y;, INX,dt + o(INX,dW;, Xo = x.
Similarly, we also define the evolution of the economy:
dy, = 8(IHYdt + v(I)Y,dB,, Yo = 5. .1

Our goal is to investigate the optimal cumulative discounted utility of the number of infections and the
economy, when optimally switching between the different states is allowed. That is our goal is to find the
value functions

f)z(x,y) = ;2\;‘11(1“’5)’ i7a)7 l = 17-‘-7N’

where

J(x, 9,1, @)

=E X, d g
[ o g S|

n>1

Here we assumed that U, U, are utility functions. In what follows, we will concentrate on a power utility
Up(x) = xP, Uy(y) =y, 0 < p,q < co. Additionally, we assume that there is a strong emphasis on public
health over the economy, and this is expressed in the small coefficient £ > 0. Note that typically, when the
utility of the economy is being maximized, it is assumed to be increasing and concave. A classical example
18 —ﬁ, 0 < g < oo, see e.g. [Karatzas and Shreve|[[1998][Ch. 3]. In our case a change in sign is needed,
since the goal is to find a minimum, rather than a maximum. The utility for the number of infections is also
chosen to be power, for tractability reasons.
Next, to make things more tractable we will assume the following model parameters:

b(i) = 6;, (i) = Vi, o)) = o,
all to be constant, only depending on state i. This is as opposed to the drift in X, which we assume to be
A(x,3.0) = i + 570 = 2570, 2.2)

where 0 < g < oo.



We motivate the evolution of X, the number of sick people as follows. We assume that X; is significantly
smaller than the susceptible population, and thus (on average) additional fi(x, ¥, i) people will get sick over
time dt from every (currently) sick person, whereas proportion r of the currently sick will recover, for a total
rate of fi(x, y,i) = fi(x, ¥,i) — r of additional infections. Alternatively, in the SIS model, which assumes that
a recovery does not confer a (long lasting) immunity, the (deterministic term) in the change in the number of

sick people is dX; = (ﬂ(x, ¥,10) — p(x,y,10) Towl P g{aulation) ) X,dt. If the model is simplified one step further,
by assuming that the Total Population far exceeds X; and neglecting that term, we recover the drift in our
model.

The goal of this work is to perform an asymptotic analysis in € > 0 small. It is also interesting to incor-
porate the entire SIS model, i.e. to allow the drift of X, to be (ﬂ(x, y,0) — efi(x, 5, )X, + ¥, ' — 82?;2(]1))(,
and perform an asymptotic expansion. We leave this work for future research.

To motivate the geometrical Brownian Motion model assumption for the evolution of the economy ¥,
we think of the market (e.g. the S&P index) as a proxy to the economy and refer to the classical assumptions
in Mathematical Finance, e.g. Karatzas and Shreve| [[1998]][Ch. 3].

The rational for the O(¢) term in (2.2)) being that a good economical state, with high y lowers the average
rate of new infections, (e.g stimulus payments, have both benefited the economy and allowed people to stay
home and decreased the number of new infections). The O(g?) term was added for technical reasons, to
keep the drift of X bounded in Y.

It is more convenient to work with ¥, = YL For convenience, we may refer to Y as the inverse of the
economy. Therefore, we have that
ay; = 0(I)Ydt + v(I)Y,dB,, Y =y, (2.3)
where 6(i) = —0; + 17[.2, v(i)=-V;, y= % Let also

vi(x,y) = Vi(x, y)
Then the drift of X, becomes u(x, , i) = u; + ey?' — £2y*? and the SDE changes to
dX, = u(X,, Y;, INX,dt + o(INX,dW;, Xo = x. (2.4)

We will also assume for convenience that p = 0, though the calculations can easily be extended to other
values p € (-1, 1).

It is well known (e.g. |Pham| [2009][Chapter 5.3]) that the value functions v; are the viscosity solutions
of the HJB equation:

max{Bv; — Liv; — Up(x) — eUy(y), vi — Iljl:gl(\/j +g)t=0,i=1,..,N, (2.5)
where
X’ ) vy 2
£ = G ey™)ds o+ vl + 05,
Observe that
L£5=L0+eL! - 212
where

2.2

)2 V*
(@ix) 02+ 050, + —2y 5

-E? = Wix0y + 3
LI=yityxg, j=1,2.

y?



Since the solution to the original problem (2.5)) is not known to exists in closed form, we perform an asymp-
totic expansion in & > 0. Our goal is to find the asymptotic expansion of the value functions:

vi(x,y) = v?(x, y) + vl-l(x, e + ..., (2.6)

asymptotically in £ > 0 small and the asymptotic expansions of the optimal stopping regions.

3 Main Example

In this section we heuristically find the asymptotic expansion of the value functions (2.6) and of the optimal
switching regions. The rigorous proof of which are then presented in the next section. For tractability we
will also assume that N = 2. While these asymptotic expansion calculations can be performed without
having explicit solutions, their availability significantly simplifies the exposition. Therefore, we limit the
presentation to two-regime switching problem and constant coefficients dynamics (2.4), (2.1), (2.3), but
stress that it can be expanded to more general dynamics and other NV, such as the case N = 3 in|Pham et al.
[2009].

We proceed to solve the HIB equation by powers of . We continue to assume that g; > 0, and g2 < 0,
with the asymptotic expansion

8ij = &; + £¢,,07 + 7).
Therefore, we will assume that
&, +8) >0, ¢, +g,20,8,>0 ¢, <0, k=01, 3.1

We will start with heuristic asymptotic of the HIB equation:
Order O(1):
At the order O(1), the HIB equation is particularly simple, and is (heuristically) obtained from (2.3) by
expanding in powers of € and then considering the O(1) term. We have that

max{,Bv(l) - L(l)v(l) - U,(x), v(l) - vg - g(l)z}

0 0.0 0_.0_ 0
max{Bv, — Lyvy — Up(x),v; —vi — g5}

2

0
0. (3.2)

Note that the entire probabilistic formulation of the problem at O(1) is independent of y, and so we will
look for solutions v? to be functions of x and independent of y. By uniqueness of the solution to the HJB
equation (3.2) this guess will ultimately turn to out be correct. We will utilize this ansatz in this section,
and in the next section we will give a probabilistic proof, that will not rely on this uniqueness fact. Our first
assumption, is about the infection minimization problem with no switching:

Assumption 3.1. We will assume that 8 > 0 is big enough so that

1

KO =

1

5 >0,i=1,2,
(o
B—puip+ —5p-p)

and that K? < Kg.

The later makes sense as V?(x) < Vg(x), where

Vox) = K)xP, i = 1,2,



are the solutions to the infection minimization problem with no switching allowed (i.e. the second order
PDE parts of (3.2))) and therefore with constant state i.

Recall that the switching regions, i.e. the sets where it is optimal to immediately switch, are S =
{(x y) € R+2|v0 = vo + go R i} i = 1,2. In this case, it follows from Ly Vath and Pham|[2007][Theorem

4.1] that the sw1tch1ng regions are S, = x ,00) X R*, S =0, *] x R* and

0 AX™ + Koxl’ x> x‘j,
(x) = m O =0
Bx2+K)cp+g12 x < X,

0 Bx"™ + Kox” x < 22,
VZ(X) AX™M + KO P4 0 > Y
1Y T8 A=A

Here, we set

to be the roots of

g
B = pim — jm(m— )=

and therefore are used to construct wi(x) = Ax™ + Bx™ the general solution to the homogeneous PDEs
Bwi (,J,xa + i )wi _ 0. Additionally, we define

1

= [g?zmﬂmi = PR = gl = p)"t + g3 p(mf — ) | (3.3)
) (KO = K9)(my = p)(p — m3) ("7 = 2"%)
1 =220, (3.4)
GO (KD - KDk - PGP - ghyms3) s
- m; —m? ’ ’
1 2
GO (KD = KD my = PGP = gy 5
B m; —m? ’ ‘
1 2
¢ 1/mj
and where z is (the unique) solution on ((—g—g') , oo) to
12
my(p = m3)(1 = 2"P)(g%, 2" + g9)) + m (my — p)(1 = "2 7P)(g%, 2" +g3) = 0. 3.7)

We will rigorously prove this in the next section. For this we need an assumption, so that the order O(1)
switching problem will be well defined.

Assumption 3.2. In addition to Assumption assume that (3.1) holds, and that B > 0 is big enough, so
that m > max{p, 1}, and m; <0, i =1,2.

From here together with the definition X° in (33) it follows that X > 0. From (3.I)) it follows that
0 l/m

(—gﬂ) > 1. Therefore, x° > x°. Finally from (3.3) and (3.6), using (33), (3.4), (3-7) it follows that

A

0
812
, B > 0 respectively.



Recall Ly Vath and Pham) [2007]][Theorem 4.1] that these were found by solving the following system
of equations:

AGEY™ + KOG = BE)™: + KIED)P + 89, (3.8)
mi A" 4 pKOGYP T = mi BE)™ ! 4+ pRIGOPY,
ACO™ + K90 + g9, = BY)™ + KOOy, (3.9)

myAGO)™ ™ + pRYOP = miBOY™ T + pKIG)P

Order O(g): The next step becomes more difficult. We want to find functions v}, v% satisfying:

(Bv] = L} = L) ) - Uy) =0, x>T.yeR, (3.10)
Vi) = vy y) = g0 ") =0, x<X.yeR,
(Bvs = L) = L) (e y) - Uy3) = 0, x < y€eR, G.11)

vi(x,y) - v%(x,y) + gél(yq +y1)=0, x2 gg,y eR.

Similarly, to the O(1) case, we can find particular solutions V|, V} of (3-10) and (3-TT) respectively, and they
are given as:

V= K]y?+ Kjy" ™ + R y"x?,
V1= Kyt + Ry + RlynxP,
where we set the constants to be:
1

K} = - Li=1,2,
Ve
B—0ig+ 5q(1—q)
_ m; A _ mgB
Kl = 2’ KZ = V2’
—0iq1 + (1 —q1)7 —bq1 + q1(1 — q1) %
. KO
Rl = PZi i=1.2.

] 20

2
B - pui+ (1= p)p5 — q16; + 1 (1 — q1) %
For future reference, we also define

_ 1
K = Li=1,2.

i = v?
B—biq1 + 5q1(1 —q1)
We now want to find a more general solutions of the homogeneous portion of the PDEs (3.10)) and (3.11).
For this, we define:

o

e+ 2\’ — 9.0, _ 2\ 2
i+ 5 * +(2/3 2r6; + (1 I’)I"Vi)O'i

d:(r) = 5 , >0, 3.12)

=
=
[
vl

and 8 > 0 is assumed to be big enough so that d*(q1), d;"(q) are well defined. Then let

W) = {‘:/11 (x,y) + Alyqxdi(‘” + Azyq'xdi(‘“) x>x,y€R,
V21(x,y) + B1ylxh @ 4 Byt x4 (@) 4 g}z(yq +y1) x<X,yeR,
vé(x, ) = {‘:/Z](x, y) + Bly"xdzi@ + Bzyq'dei(‘m x < gg,y € R,
Vll(x,y) +A1y‘1xd1 @ 4 Azyq'xdl (g1 4+ gélo/q +y1) x> zg,y eR.



In the above we need to determine A;, B;, i = 1,2. This can be easily done, once we recognize that because
these equalities must hold for all y € R then they must hold for each power of y separately. Therefore from
the continuity across the boundary condition, it follows that we must have:

Kl + A GHE@ = K] + BGHE@ + gl (.13)
Kl + AT D + g} = K] + Bix%)%: @, (3.14)
RIGD? + K @)™ + AT @) = IO + KyED™ + ByGD)E @) + g1, (3.15)
RIGOY” + K1 D™ + A0 7@ + g} = K)D)P + Ky (x0)™ + By(ad)h @V, (3.16)

where the first two equations are the coefficients of y? and the last two are the coefficients of y7!.
The solution to this system yields:

_@)EDK) - K - g5) - DK, - K] +g1,)

! (7Y @ (x0Yd @ _ (707 (@) 4005 @)

bl

_ GEEOK] - K - ) - DT OK] - K] + g
) GEEPEN@ — @D 0)E@

1

>

(RS = RDGYP + K30 = RIGO™ = gb ) %

Ay =
2 (xg)dg(ql)(xO)dl‘(%) _ (ES)dI(QI)(xO)d;(qI)

((IA(Z1 - IAfll)()_CS)P + I_(zl(}g)mE _ [‘(ll(xg)m; 4 giz) ()@

(xg)d;(m)(x())df(%) _ ()—Cg)df(ql)(xQ)dI(Q1)

>

. . _ P _ O
(R} = RDGD? + K™ = K™ = g3, ) G4 v
(xg)d;(‘h)(x())df(%) _ (jg)d]‘(ql)(xo)df(ql)

B, =

((RY = RDHE) + KIGY™ - RIG™ +gl,) @)

(xg)dz*(m)(xO)df(m) - ()—Cg)df(ql)(x(?)d{(41)

We can now state the rest of our assumptions. These last set of assumptions are needed in addition to the
previous assumptions to rigorously prove the O(g) expansion in the switching problem.

Assumption 3.3. In addition to Assumption we will also assume that § > 0 is big enough so that
di(q1) <0, di(g) <0, d;(q1) > max{l, p}, d5(q) > max{l, p}, where d* were defined in (3.12). Also,
assume that if o; > o, i,j = 1,2, i # j, then B > 0 is big enough such that all the other terms
(0',-2(’711_ +my — 1)+ 2#1'), (0',-2(d1_(Q) +dy(q)— 1D+ Zﬂi) , (Ul-z(dl_(ql) +dy(q) -1+ 2,u,~) < 0 are all neg-
ative, and vice versa, if o; < o j, then all the above quantities are positive.

Moreover, we will also assume that

K, > K|, K3 > K|, K, > K], K) > K], (3.17)

and that B > 0 is big enough, to make all of the quantities in (3.17) positive.
Notably, we will assume that the long-term growth of the economy (after) lockdown is at least as large
as when it is open. The true price of the lockdown is expressed in the cost g1, while K l.l are the long-term
growth of the (inverse) of the economy given a constant state. Therefore, intuitively after a big contraction

we expect a big expansion. The numerical calibration of Section[5]in fact finds that they most likely identical,
and the difference is well within the statistical error: Kzl -K 11 ~3x 1079,



It now follows from (3.4)), (3.17) that
A1,A2,B1,By > 0.
Finally, the switching regions will be updated to
Sy = [0 + ex! (), 00) x RY, 81 = (0,3 + £X.()] X RY, (3.18)
where x!, Ei are defined to satisfy the smooth pasting condition, i.e. they solve:
@ DEDT + @ VDELY) = @ DEDT + @ vDELY),
@D, + @V, y) = @ DEDE] + @3], ).

As opposed to the O(1) these are linear equations in Ei, x!. Tt turns out they must be in fact functions of y,
and are given by:
@ vDGE2LY) ~ @GVDE.Y)
@G = @ DED
_ Bodf ()@@ + Kymy )"t + R p()P! = And (@)D O™ = Kimp i ~! - K| pGyr!

Amy(m7 = DE)™ 2 = Bm(m — DED)™ 2 + p(p — D(KY — KIE))r-2

x,(y) =

L Bidf (@)@ - Aydy (@)@
7 A (m = D)2 = B (m3 — DEY™ 2+ p(p — DK) - KIEP2"
gy = B — G, y)
- @D = (@)
_ Bod [ (@@)T O™ + Kymi 107! + Ky p()P ™! = Apd i (@)W O™ = Rimy )™ ~! = K{pad)?”!

Am7(m7 = D)™ 2 = Bm3(m} — D)™ 72 + p(p — D(KY — KI(x0)r-2

L Bid (@) TP — Aydy ()@

y — — )
Amy(my = D)™ ™2 = Bmi(m3 — D)™ 7% + p(p — D(K? — KI(x0)r~2

Order O(*): We would like to stop now, but since we want to build solutions of the HJB equation 2.3),
if we attempt to plugin the expansion that we have found v?(x) + svil (x,y), we will have terms of O(&?).
Therefore to build sub- and super-solutions, we have to perturb them at the order of O(g?) as follows:

V2 (x,y) = (1 + xP) (yq' +y2q')M(1 +y7 + 1) (3.19)

where the constant M > 0 big enough, to be determined later.

4 Main Results

We are now ready to state the main result. Not surprisingly first we will prove that our expansion can be
used to build sub- and super-solutions. This is done in Theorem [4.1] We then could appeal to comparison
(uniqueness) argument, as in [Ly Vath and Pham| [2007]], but this requires (at most) linear growth for the
comparison argument to hold. Instead, we will appeal to a standard stochastic calculus technique and us-
ing the sub- and super-slutions build sub- and supermartigales. We will then sandwich the value function



between the sub- and supermartingales, and since their expansion matches at the order O(g) we will get
the expansion of the value function. More importantly, in the process we will get that the stopping regions
defined in (3.18) are "nearly-optimal”. This is done in Theorem 4.2]

Theorem 4.1. Let N = 2 and p = 0. Assume that oy # 0>, and also that gél, g}z, satisfying (3.1), and
|g£1| >, |gi2| > 0 small enough. Then, under Assumption there exists M > 0, such that for € > 0 small
enough

VEQLY) = W0 + ev) () £ e (x,y), i = 1,2,
are super- and -solutions of the HIB equation ([2.3).

Proof. We will show that v", i = 1,2 are viscosity super- and sub-solutions to the HJB equation (2.5). By

symmetry it is sufficient to verify this for i = 2. To verify that vJ is a viscosity super-solution of we

will show that vJ = v + g21 on [xY, 00) x R* and that Bvy = L5vy — Up(x) = eUy(y) = 0 on (0, x9) x RY,

and conclude that holds for v3. The viscosity sub-solution property is not symmetrical, as we need to

show that v, —v] — g21 < 0 everywhere, and that Bv; — L5v; — U, (x) —eUy(y) < 0 where v} is smooth, and

comment what happens at the point when it’s not. There the proof is divided into a few steps, as follows.
Step 1: We need to show that

vy <V + gl 4.1)

Step 1.a: We first work on the O(1) term, and show that

vg < v(l) + ggl. (4.2)

This is trivial on [x?, 00) X R*, since v) = v¥ + g5, by definition. Moreover, on (0, 70) x R*, we have that
=) + g%, by construction. Using the fact that g7, > —g9, #2) now follows.
Step 1.b: Still considering the O(1) term, we now show that (4.2)) is true on the set (}S, x9)xR*. Consider

0

Vi

Gi(x) =V — ) — g3, = Bx™ — AxX™ + (K9 - K))xP — g3,

The proof is similar to Ly Vath and Pham| [2007][Theorem 4.1]. From (3.8), (3.9) we have that G, ()_cg) =
—g?z - gg] < 0, and Gl(gg) = 0. We claim that G; < 0. Indeed, G’1 can only have at most two zeroes on
(0 00), because G’ changes signs once on (0, o). Therefore, if there would have been another root xq of
G1, then there would have been another point x; € (xo, )_cg) such that G| (x1) = G} ({2) =G (}2) = 0. This
contradicts the fact that G| has (at most) two roots .

Step 1.c : We now consider the O(¢g) term of (d.1). It is sufficient that we show that

vé < v} + gél(yq + 7). 4.3)

Similar to Step I.a we get that @3) holds on [x0 + &x!(-), 00) x R* U (0,X) + £X1(-)) x R*.
Step 1.d : Lastly on (E(*) + aﬁi(-), gg + sg}k(-)) x R*, consider again

vy = v} = g5, + Y1) = y1Ga(x) + Y G3(x)

= yq (KZI — Kll + led;(q) _Alxdl’(q) _ gél)
+y7 (Kzlxm; - I_(llxml_ + (IA{Z1 - IA(ll)xp + Bzxd;(ql) — Ayxditan _ gél)'
Similar to Step 1.b, from (313), (B.15) we have that Ga(F, + £%,(y)) gl — g}, + 0() < 0, and

Gz(zg + s)_ci ) = O(&?). Similar to Step 1.b, we again obtain that G, < O(?) on the set. G is treated
similar.
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Step 1.e : From the definition (3:19), by continuity, and by accounting for the O(g?) term, from Step
La,c itnow follows that v* < vi +g1 on [x"+&x!(-), 0)xR*. Additionally, we have shown in Step I.a,b that
vg - v(l) - ggl < 0 everywhere on the union of (()_CS, ) U (0,X0) U (}8,52)) X R*. By continuity of v?, i=1,2
we have it on the entire R*>. Therefore, for & > 0 small enough, it follows that v} — vl — gl (7 + y?') <
7 +y1)0(?) on (10 + £x!(-), 00) U (0, X2 + £%1() U (X0 + &%L(), 2% + x!(-))) X R*. By continuity, again
it follows that v} — vl — gl (7 + y1) < (7 + y7)O(£?) on the entire R*?, and thus v; — v} — g21 < 0.

Step 2: We now deal with the second order PDE :

= (Bv3 = L5v5 — Up(x) — eU,()) 2 0.
Step 2.a: A technical, but simple calculation shows that on the set (0, gg + 8{1(')) x R*

Bvy = L5vy — Up(x) — eUy(y) (4.4)

o2 o2
= [yq (iM(ﬁ — g+ (1 - g)+ 0(1>) +y7 (iM(ﬁ — g+ S a*(1= ) + 0<1>]]y2q1,
where O(1) is uniform in x. Therefore, for £ > 0 small enough, the sign of {#.4) is the same as that of +M,
for M > 0 big enough. Note that M > 0 is chosen independently of x and y.
Step 2.b: We now want to show that consider the points in the set (18 + sgl(-), o0) x R*. We first evaluate
the O(1) term, for which it is the same as considering the set ()_cg, 00) X R*. Recall that +* is continuously
differential at x, whereas the differences in the second derivatives evaluates to:

gy ms + (K} = K)omy = p)oms = )" .

lim 9,03 — lim 8,09(x) =
im Vv, (x) 1rré)7 V5 (X) (52)2

x=(a0)* x> (A
Therefore at the order O(1), using the results of the previous step, we have that

lim Bv) — LV — U, (x) 4.5)

0
x—=(x))*

2

(o

= lim B — L — Uy (x) = (g0ymym3 + (K — KDmy = p)m = p)(x2)?) 72 <0.
x—(x))”

Furthermore, on the set (gg, o0) X RY, with L = uy — 2ur + (1 - ml‘)(cr% - 0'%)), we find that

(KY — K9) _
IBV(Z) - Lgv(z) - (L{p(x) = %X’J + mILAxml +,3g(2)1 .
2
To conclude that,
BVY = LW — U, (x) <0, x > 22, (4.6)

consider two cases:
If L < O the derivative d, (,BVE -Lv; -U p(x)) < 0 is negative, and together with ({.5)), (4.6) now
follows. o o
If L > 0, then it is sufficient to show that (KlK;OKZ)(gS)" + ,ngl < 0. This is true because 0 < A and it
2

0y KO—KO +_ 0\p 4 o0 o+ +
can be expressed as A = )™ (& fn)frffnf)@*) +g2‘m2). Thus (K? - Kg)(xg)” + gglm'ff < 0. We have that
17 . = 2P
%o-zmg(p -1 < %o%m;(m; — 1) = B — upp. Therefore, m?ip > ,BKg = — B Thus the desired

ﬁ—mm%"p(l—p)
result finally follows from the fact that (K? - Kg)(gg)p + ggl,BKo < (K? - Kg)(gg)p + ggl

N
m,
-
m2 -p

< 0.
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Step 2.c: Finally, on set (x + ex!(+), 00) x R* a technical calculation shows that the O(g) term evaluates
to

(Bv3 = L3v3 = L) (x.3) - Uy(»)
=y (83 + K| - K3) + A1 x"D(d} (q) - di () %
=y &1 \821 2 1 q DN\~

Tl
2
( 2 ( 2 (1 . 1]]
_1 TR0 k0 TRl Rl
Kll Kl KZ Kl K2
+ xdl @ Ay(d3 (1) = d5(q0) (03(d5 (q1) + d3 (q1) — 1) + 21)

- 1 1
+ x™ (Q1 (F - Kl] + (m2 my) (a'g(mf + mg -+ 2,u2))). 4.7

2 1

—d{(@+d{(@- 1)+ #2])

Recall that we have assumed that o; # o». Therefore, by Assumption [3. the coefficients of x4 (@, x4V,
x™~ have the same signs as the sign of the expression o, — 0-1. Moreover, by Assumptlon K 11 K21 < O,
and we may assume that 351 > 0 is small enough, so that g%l + K 11 - K21 < 0 too. Additionally, the sign

of the coefficient of x” is ( Ié (i — % + 21 — L)) < 0, and we assume that gél > 0 is small enough

so that g21 ~1 + (xo)p ( Z (% -t L %)) < 0. Therefore, if 0 > o071, then all the coefficients of
1 1 2

x4@ | xdy (‘11), x™~ are negative, and so is the entire (@.7). Otherwise, if o; > 07, then the coefficients of

x4 @ xdi@) xym= are positive, and these terms are decreasing in x. The coefficient of x? is still negative,

and so the entire (%ﬂ]) decreases in x. Therefore, to show the negativity of (4.7), it is sufficient to verify that
By —

lim L) (x.y) = Uy(y) < 0.
()= ((@0+exl ON*.y)

Using the , and the fact that across ()_c* +é&x, (), y) both vé and vg are continuously differentiable in x and
smooth in y, but not twice continuously differentiable in x, we have that

lim Al — L0 — £ (x, y) — U, (y)

<x,y>~<@9+azi<y>>+,y>( s L= L) 1

- lim By — LIS — L1) (x, ) — U,()
(x,y)e(@%a;i(y)):y)( 2= Loy = L) 1

73
- T(K%y‘ﬂml (my = DE)"™ + p(p = DRI + Ardy (9)(d] (9) = Dy @

+ Agdy (q1)(d] (q1) - 1)xd1<q'>y‘”)

2
ag
+ ;(K;y 3 (3 = D™ + pp = DRy 2 + Bid5 (g)(d3 (g) = Dy x =@

+ Bad; (q1)(d5 (q1) - 1)xd;<ql>yql).

This right hand is indeed negative because the fact that fact that lim (,Bv2 - ) (x,y)—
()= (2 +exi())™.y)
U, (y) = 0, together with using (3:14), (3.16)), and the fact o7y > o~ and therefore ml‘(mf -1 >mj(m3 - 1),
di(@d{(q) = 1) > dj(q1)(d; (q1) — 1), and d{ (q1)(d; (q1) = 1) > d5(q1)(d;5(q1) = D).
Step 2.d: The O(&?) terms on (J_CS + sgi(-), o0) X R* are the same as in (the right hand side of) (@.4).
Therefore, the sign of the O(g?) will the same as the sign of +M once M > 0 is big enough.

12



Step 3: Summary. The proof is now complete. Indeed, we have shown in Step I.a that v = v + g2
on [x) + &x!(),00) x R* and in Step 2.a that Bvi — L5vi — U, (x) — eUy(y) > 0 on (0,20 + ex! () x R*.
Therefore, v} is a super-solution of (2.3)).

Similarly, we have concluded in Step I.e that v; — v — g21 < 0 on the entire R*2. Similarly, we have
shown in Step 2.a,b,c that fv; — L5v; — U, (x) — eU,(y) < 0 on the union R*2, except on {gg} x R* and on
the curve y — ()_cg + gi (), y). However, v, is continuously differentiable even at those points, because of the
construction, and it may not be twice continuously differentiable in x only. However, the second derivative
in x jumps down, as shown in Step 2.b,c. Therefore, it must satisfy gv; — L5v; — Up(x) —eUy(y) < 0in the
viscosity sense there. This completes the proof.

O

We are now ready to bind the value functions in between the sub- and super-solutions. As mentioned
earlier, we will utilize Theoremto show that the processes e # v:(X,, Y,)+ fot e Ps (%{ (Xs) + eU, (Y S)) ds
are sub- and super-martingales. More specifically:

Theorem 4.2. Under the same assumptions as in Theorem for & > 0 small enough,
v (x,y) < vilx,y) < v (x, ), (4.8)
and therefore
[viCx,y) = vEGL )| < (1+22) (3 + )20 ) (1 +y7 + y7) O&D). (4.9)

Moreover, let (I, X, Y) be the process associated with the stopping regions S, S, in (3-18)) and starting from
(i, x,y). Then the strategy I, is "nearly optimal”, in that if followed, the difference between it and the value
function is:

E < (1+x2) (3 + %) (1 +37 +y7) 0.

f e (WP(X[) + 87/((;(171)) dt + Z e P gln_mn} —vi(x,y)
0 n>1

(4.10)

Proof. First, we have that v* are continuously differentiable, and with one-sided limits for the second deriva-
tive. Let (1, X, Y) be any switching process starting from (i, x, y). Fix T > 0, then by It6’s lemma:

E [e_ﬁT v, X7, Y1) —v;i (%, )’)]

=E

i ﬁTAT_/+| (at N Lg) (e_ﬁl Vv (X, Yt)) + e Bt ((L[p(Xt) + 8(qu(Yt)) dt
=0

AT

T
~E [ f e P (U,(X) + eUy(Y))) dt]
0

T
> —E[ f e P (UL (X)) + eULYy)) dt].
0

where in the first equality we have used the fact that the expectation of the stochastic term is zero, and Theo-
remto deduce the non-negativity of the first expectation. Notice, that we have shown that e v=(X,, Y;)+
fot e Bs (WP(XS) + stlq(Ys)) ds is a submartingale. Finally, we have that Tlim E [e‘ﬁT v (Xr, YT)] = 0, be-

cause so are Tlim Ele#T XI] = Tlim E[e?T Y?zq‘] = Tlim E[e" Y]'] = 0. Therefore, taking an infimum

over all possible strategies, starting from (i, x, y) we get:

v (x,y) < vilx, y). (4.11)
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Similarly, by considering (7, X, ¥) to be the switching process associated with the stopping regions S;, S»
in (3.18)) and starting from (i, x, y), we get that

E [ vi (Xr, Yr) = v] (x,y)]

Z fTT (0, + L2) (e v (R0 T) + € (U (K0 + £1Uy(F) di

AT

—E[ f e p(X,)+8’L(q(I7,))dt]
0
T
<-E [ f e P (UK + eULT))) dt].
0

In other words e # v*(X,, ¥;) + fot e s (1( (X + e(qu(YY)) ds is a superartingale. Again, taking the limit as
T — oo, we get

vi(xy) = E [ f o (Up(Xe) + £Uy(Ty)) dt] > vi(x, ), (4.12)
0

where the last inequality is be definition of the value function. Combining (@.T1)), (@.12)) and remembering

the definition of v we get (4.8)), #.9), (@.10).

O

S Numerical Case Study

We now calibrate the model parameters to the data and study the opening and closing boundaries and their
approximations. We perform the calibration using he data from NY state. E] We calibrated the parameters
assuming the stay-at-home state 1 lasted between 03/14/2020 — 06/25/2020, and the subsequent open state
2 was between 06/26/2020-09/26/2020. We found p; = -0.00056, u, = 0.669, o = 13.17, oy =
3.468, 0, = —0. 00037 6, = 0.00068, v, = v2 = 0.3206. g; = 0.0034. Additionally, we have set 8 =
20, £ =0.3105, g12 -1, g21 =1.1, g21 =1073g9 | g}z = 10_3g(1)2, p =05, ¢g=0.1.

We assume the population of NY state is 20 X is assumed to be the 7-day average number of
infections in the population. First, we find that %0 = 211.93 and )_cg = 1245.9. In other words, if closed
the state should reopen with approximately 1 infections per 100k, whereas it should close up if more than
6 infections per 100k occur. We find this in the ballpark of the recommendations from Brown School of
Public Health?]

From Figure (1| we see that once the economy is added into the consideration the closing boundary
(slightly) increases. The inverse happens to the opening boundaries. It is not surprising that the closing
boundary increased when ¢ is no longer zero, as the cost of lockdown increased. The decrease of the
reopening boundary may follow from the fact with £ > 0 the infection rate has also increased, and therefore,
the lockdown needs to last longer when compared to the case € = 0.

From Figure [2] we also see that the first order adjustment is a function of the economy. When the
economy is doing well (and its inverse y is small) the adjustment to the opening boundary is a little higher,
than it becomes when the economy underperforms. This is consistent with our assumption that in well
performing economy the infection rate is a little lower, as people can afford to stay at home more, and thus

INY state infection data from https://wwwl.nyc.gov/site/doh/covid/covid-19-data.page. NY economical data
fromhttps://fred.stlouisfed.org/series/NYNQGSP and https://fred.stlouisfed.org/series/NYINSUREDUR

Zhttps://en.wikipedia.org/wiki/New_York_(state)

Shttps://globalepidemics.org/
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(a) Closing Boundary (b) Opening Boundary

Figure 1: Opening (left) and closing (right) boundaries. O(1) approximation in thick blue, O(g) approxi-
mation in dashed orange, numerical solution in dotted green.
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(a) O(e) adjustment to the closing boundary (b) O(¢) adjustment to the opening boundary

Figure 2: Opening (left) and closing (right) boundaries with with & = 0.1. O(1) approximation in blue,
O(¢e) approximation in orange, numerical solution in green.

the opening can happen a little sooner, as a function of the economy. Similarly, we observe the correction
to the closing boundary is lower, when the economy is doing very well, because the minimization is being
dragged up by the infection rate, therefore it is optimal to close sooner, and the economy can tolerate the
closure better, and the infection rate will drop faster so that the economy can be re-opended sooner.

6 Conclusion

In conclusion we have asymptotically solved a two-regime switching problem with a two-dimensional un-
derlying coupled diffusion. We have formulated and solved an infection optimization problem, whose solu-
tion approximately yield the popular, but heuristic strategy of opening and closing based on the number of
infections per 100k population. Moreover, we have showed how the sub- and supersolutions can be used to
rigorously construct bounds on an asymptotic expansion of the value function.
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