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Abstract

We study existence, uniqueness, and regularity properties of the Dirichlet
problem related to fractional Dirichlet energy minimizers in a complete doubling
metric measure space (X,dx, pux) satisfying a 2-Poincaré inequality. Given a
bounded domain Q C X with pux (X \ Q) > 0, and a function f in the Besov
class Bng(X) NL?(X), we study the problem of finding a function u € BY ,(X)
such that u = f in X \ Q and &y(u,u) < Ex(h, h) whenever h € Bf,(X) with
h = fin X \ Q. We show that such a solution always exists and that this
solution is unique. We also show that the solution is locally Holder continuous
on €, and satisfies a non-local maximum and strong maximum principle. Part
of the results in this paper extend the work of Caffarelli and Silvestre in the
Fuclidean setting and Franchi and Ferrari in Carnot groups.
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1 Introduction

The development of analysis on metric measure spaces in recent decades has provided
a fruitful study of upper gradient p-energy minimizers in complete metric measure
spaces equipped with a doubling measure supporting a p-Poincaré inequality. Here
the notion of upper gradient is the metric space generalization of the norm of the
derivative from the seminal work of Heinonen and Koskela [23]. An application of
the subsequent work of Cheeger [11] gave a differential structure on such a metric
measure space with respect to which every Lipschitz function enjoys a first order
Taylor approximation property, and the differential structure can be equipped with a
measurable inner product so that the induced norm on the differential of a Lipschitz
function is comparable to the minimal p-weak upper gradient. Therefore, one can,
instead of minimizing the upper gradient energy, minimize the energy given by
integrating the p-th power of the norm of the differential. Such energy minimizers
are upper gradient p-energy quasiminimizers in the sense of [27], and hence have
regularity properties such as local Hélder continuity and the Harnack inequality
that the upper gradient p-energy minimizers also satisfy.

In considering the Cheeger differential structure Dx on the metric measure space
(X,dx,unx), thanks to the inner product on this structure we have an induced
Dirichlet form (corresponding to p = 2) in the sense of [17]. Thus the theory of
Dirichlet forms yields a Cheeger Laplacian operator Ax. The fractional Laplace op-
erator (—Ax)?, defined via spectral theory by using A x and the associated Dirichlet
forms, is a non-local operator on X. The goal of this paper is to study existence
and regularity properties of the solution to the non-local equation (—Ax)%u = 0 on
a bounded domain Q C X with Dirichlet data u = f on X \ © for f in the suitable
function class on X. The suitable function class here is the inhomogeneous Besov
class ngz(X) N L?(X). The permissible range of § is 0 < 6 < 1.

To achieve the goals described above, we use the line of investigation imple-
mented by Caffarelli and Silvestre in [9]. Additional tools and structures from [2, 3,
19, 20, 27] are also key components in our proofs. The following are the main results
of this paper. The first theorem below establishes the existence of a solution to the
fractional Laplacian problem with given Dirichlet data. Here, with Ax a choice of



the Cheeger Laplacian on X, and 0 < 6 < 1, we set
ElF 1) = [ ((=8x)"2 R dux. (11)

Theorem 1.1. Let f € B§7Q(X) N L3(X), and Q be a bounded domain in X with
ux (X \ Q) > 0. Then there is a unique u € Bg’Q(X) with uw = f in X \ Q such that
whenever h € BgﬁZ(X) with h = f in X \ Q, we have

Ep(u,u) < E(h,h). (1.2)

Equivalently, we have
Ep(u,h) =0

whenever h € BgQ(X) such that h has compact support in €.

In the Euclidean setting the existence and uniqueness results for the fractional
Dirichlet problem were obtained in [14, 25, 33]. The notion related to (1.2) is given
in the next section, see Definition 2.7 below. The proof of the above theorem also
shows that if f is in BgQ(X ) but not necessarily in L?(X), then the solution still
exists provided we can make sense of &/(f, f). Indeed, if f is a non-zero constant,
or a perturbation of a nonzero constant by a function in Bgvg(X )N L?(X), then
Eo(f, f) should make sense.

The next theorem discusses the regularity properties of the solution.

Theorem 1.2. Let 0 < 6 < 1. Suppose (X,dx,ux) is a complete and doubling
metric measure space that satisfies a 2-Poincaré inequality, and that @ C X is a
bounded domain with px (X \ ) > 0. Suppose further that f € Bgz(X) NL3(X) is
a solution to (1.2). Then f is locally Hélder continuous on 2. Moreover, if f >0
on X, then u satisfies a Harnack inequality on balls B C X for which 2B C (0.

The pioneering work related to this problem in the setting of Euclidean domains
is due to Cafarelli and Silvestre [9]. They proved a Harnack inequality for functions
u: R™ — [0, 00) which satisfy

(=A)u(z) =0, ze€Q

for a given Euclidean domain 2 C R”. To do this they first consider extensions
of Besov functions on R™ to Sobolev functions on a suitably weighted R™ x R,
solve a corresponding Dirichlet problem for the weighted analogue of the standard
Laplacian on R™ x (0, 00) with boundary data the suitable Besov function on R",
and then study the boundary behavior on 9(R™ x (0,00))) of such a solution when
the boundary datum itself is a Besov energy minimizer. They show that in this
case, the solution on €y := R™ x (0,00) has an extension to all of 2 x R that is
(weighted) harmonic on €2 x R. Then the knowledge that the harmonic functions are
locally Holder continuous and satisfy a Harnack inequality can be used to verify the
corresponding property for the Besov energy minimizer on 2. This approach was
extended in [15] to Carnot groups and in [2] to the parabolic setting. For a related



non-local problem in the manifold setting, see [10]. We follow the prescription of [9]
and consider the metric space Z = X x R, equipped with the metric

dz((z1,91), (22, 92)) = Vdx (21, 72)2 + (1 — y2)?,

and, for a = 1 — 26, the measure pu, given by du.(z,y) = |y|* dy dux (x). The next
section describes the setting of this paper in greater detail.

The solution obtained in the proof of Theorem 1.2 was via an extension of the
function f € BgQ(X)ﬂLQ(X) from X x{0} to Z; := X x(0, 00) using a modified heat
extension given in [3]. The final main theorem of this paper is that one can achieve
this extension also by solving the Dirichlet problem on Uq := Z, U Z_ U (92 x {0})
where Z_ = X x (—00,0).

Theorem 1.3. With the hypotheses given in Theorem 1.2, a function [ € BgQ(X)ﬁ
L?*(X) is a solution to (1.2) if and only if f is the trace on X x {0} = 0Z, of
the solution, from the homogeneous Newton-Sobolev class DY2(Z), to the Dirichlet
problem related to the equation Asu = 0 on Uq with boundary data f. Moreover,
such a solution is unique in that if h is another solution from DY2(Z) with h = f in
OUq, then h = f in X. Furthermore, a maximum principle and a strong mazimum
principle hold:

esssup,caf(z) < esssupweX\Qf(w),

and if there is xo € Q such that esssupycx f(z) = f(xo), then f is constant on X.

Here, by referring to h € DY2(Z) with h = f in OUq we mean that the trace of
h on QUq is px-almost everywhere equal to f. To make sense of this, we do develop
the notion of trace in the setting here, see Section 4 below. Moreover, when we say
that esssup,cx f(z) = f(zo) for some zy € €, we consider f to be the continuous
representative in € obtained from Theorem 1.2, with the understanding that in X\
the function f is well-defined only ux-almost everywhere.

The non-local nature of the fractional Laplacian is reflected in the non-local
nature of the maximum and strong maximum principle. In the Euclidean setting,
the maximum principle was obtained in [8, 12, 33].

The work [2] studied scale-invariant Harnack inequalities for fractional powers
of smooth parabolic and elliptic operators on Euclidean spaces, extending the result
of [9] to this generality. Indeed, the smoothness assumption seems to be cosmetic
there, and it is not difficult to see that the work of [2] extends also to the setting
of sub-Riemannian manifolds. It was pointed out in [2] that their methods extend
to a general class of Dirichlet forms and associated infinitessimal generator as the
elliptic operator.

During the preparation of this manuscript, we became aware of the concurrent
work by Baudoin, Lang, and Sire [3], which established the Harnack principle of so-
lutions to fractional Laplace problems in the context of strongly local Dirichlet forms
that satisfy a 2-Poincaré inequality, and further studied an analog of the boundary
Harnack principle for the case that 2 is an inner uniform domain in X. Their ap-
proach, as well as that of [2], is based on spectral theory and gave us valuable tools
to use in the study undertaken here. In our setting, we consider a specific Dirichlet



form given by the measurable inner product structure on a choice of Cheeger dif-
ferential structure available on the metric space. Given the quasiconvexity of X (a
consequence of the measure being doubling and supporting a Poincaré inequality),
the Dirichlet form of interest here satisfies the hypotheses of [3]. Hence the Harnack
inequality of the above theorem follows directly from [3]. In Theorem 1.2 we combine
the tools developed in [3] with additional tools related to potential theory in metric
setting to add to the results of [3] in our context. We also connect the domain of
the fractional Laplacians explicitly to Besov spaces, traces and the upper gradient
approach. In particular, we use their results related to the explicit Poisson-type
extension (2.15), see also [2].

There is a rich collection of mathematical literature on fractional orders of op-
erators in smooth setting, and it is not possible to list them all here. We direct the
interested reader to the references cited above as well as the papers cited in them.
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2 Background and Notation

2.1 Newton-Sobolev spaces and related notions

In this paper we are concerned with a metric measure space (X, dx, px). We first
start with the notion of 2-modulus of a family of curves in X. Given a family I' of
curves in X, the 2-modulus of this family is the number

Mody(T') := inf/ p*duy,
D ¢
where the infimum is over all non-negative Borel measurable functions p on X that
satisfy fv pds > 1 for each locally rectifiable curve v € I'.
The notion of upper gradients from [23] forms the foundation of first order anal-
ysis in metric measure spaces. Given a metric space (X, dx), a non-negative Borel



function g on X is an upper gradient of a map u: X — RU {—o00, 00} if

ur®) - utri@)] < [ gds
v

for every rectifiable curve v: [a,b] — X. The right-hand side of the above is required
to be infinite when at least one of u(y(b)), u(vy(a)) is not finite. We say that g is
a 2-weak upper gradient (or weak upper gradient for short) if there is a family T’
of curves in X such that (u,g) satisfies the above inequality for each non-constant
compact rectifiable curve in X that does not belong to I' and Mody(I") = 0.

In this paper, we extend the study of potential theory associated with the frac-
tional Laplacian to a complete doubling metric measure space (X, dx, px) support-
ing a 2-Poincaré inequality.

Definition 2.1. The Newton-Sobolev space N1?(X) of all functions f : X — R
with the property that [ |f|?dux < oo and with infy Ix g% dux < oo, where the
infimum is over all 2-weak upper gradients g of f, is a Banach space (see [24, 36]).

Following [24], by D%?(X) we mean the class of functions f € L} (X) with an
upper gradient g € L?(X).

The space N12(X) is also called the inhomogeneous Newton-Sobolev space,
while the space DV2(X) is also called the homogeneous Newton-Sobolev space as it
will contain nonzero constant functions as well.

Just as sets of measure zero play a role in the study of LP-spaces, the sets of
2-capacity zero play a role in the study of Sobolev spaces.

Definition 2.2. Given a set £ C X, the 2-capacity of the set is the number
Capy(E) == inf/ |u|2dux+/ g*duy,
(wg) Jx X

where the infimum is over all pairs of functions (u, g) with u € N%?(X) satisfying
u > 1on E and g a 2-weak upper gradient of u.

We assume in this paper that the measure px is doubling, namely there is a
constant C' > 1 such that pux(B(z,2r)) < Cux(B(z,r)) forall z € X and r > 0. If
X is connected and py is doubling, there exist constants ¢, C > 0 and b;, b, > 0 for

which

. (1)’” < Mx(Blx.n) _ (1)”“ 2.1)
R Hx (B (.CU ) R)) R

for each 0 < r < R < oo. If b, = b; then the space is Ahlfors b,-regular.

The assumption of connectedness of X is not a loss of generality. Indeed, the
assumption that X supports a 2-Poincaré inequality (see the next paragraph) im-
mediately implies that X is connected.

We also assume that (X, dx, ux) supports a 2-Poincaré inequality, that is, there
are constants C' > 0 and A > 1 such that whenever B(z,r) is a ball in X and
f € NY2(X) and g is an upper gradient of f, we have

1/2
][ |f = [B@nldux <Cr <][ g’ duX> . (2.2)
B(z,r) B(z,Ar)
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When the doubling space X supports a 2-Poincaré inequality, it also supports
an a priori stronger (2, 2)-Poincaré inequality:

][ \f = B dux < CT2][ g dux.
B(z,r) B(z,Ar)

See [21] for more information.

Remark 2.3. Recall that we are interested in the weighted measure |y|* dy with
—1 < a < 1. By [22, page 10] the measure |y|®°dy is an As-weight on R, and
hence we know that both R and (0, 00), equipped with the Euclidean metric and
the measure |y|* dy, supports a 2-Poincaré inequality and this weighted measure is
doubling. Hence the Cartesian product Z = X x R as well as the Cartesian product
Zy = X x (0,00), equipped with the metric dz and the measure p,, also supports
a 2-Poincaré inequality with p, doubling, see [5, Remark 4] and [7] (where we use
the fact that Z; is a uniform domain, see Proposition 4.1 below).

There is a strengthening of (2.2) under the assumption that {f = 0} N B(z,r)
is large:

B(z,r))
2 duy < C (2 + 1) X / 2 dpx, 2.3
/B(a?,r) e = €1 ) Capy (B, 1) Np) Jpaan® 2

where Ny := {w € X : f(w) = 0}. This inequality is known as the Maz’ya
capacitary inequality, see [31]. For the setting of doubling metric measure spaces
supporting a (2, 2)-Poincaré inequality, a good reference is [4, Theorem 5.53].

2.2 Cheeger Differential Structure
In this subsection we describe the Cheeger differential structure.

Definition 2.4. A system of Lipschitz charts {(U;, ¢;) : i € N} for a metric measure
space (X,dx,ux) is a collection of countably many measurable sets U; C X and
Lipschitz maps ¢;: X — R"™ for each i € N, so that

Hx (X\UUz) =0

€N
and for any Lipschitz function f: X — R and for each ¢ the following holds. For
almost every x € Uj, there exists a unique Dx f(x) € R™ such that

i @) = f(@) = Dx f(x) - (pily) = ¢ilx))
Yy—x d({L‘, y)

~0. (2.4)

A space with a system of Lipschitz charts is said to admit a differentiable structure
and is called a Lipschitz differentiability space.

The equation (2.4) gives the first order Taylor expansion of f near 2 with respect
to the basis ;. This should not be confused with the notion of weak, or distribu-
tional, derivative that is usually considered with Sobolev spaces in the Euclidean
setting.



Recall that any doubling metric measure space admitting a (1,2)-Poincaré in-
equality admits a differential structure by [11], with each n; < N for some positive
integer N that depends solely on the doubling constant of the measure px. By em-
bedding each R™ into RY if necessary, we may therefore assume that each n; = N.
In this case, the uniqueness of Dx is preserved by ensuring that the entries in the
vector Dx f(x) corresponding to the components n; + 1,--- , N are all zero when
n; < N. Hence, in our setting of (X, dx, ux), we have a linear map

Dx : NY3(X) — L2(X)N

for some fixed positive integer N that is determined by the doubling property of
the measure px. It was also shown in [11] that there is a measurable inner product
structure related to the differential structure Dy, that is, for Lipschitz functions
f,h (and then by extension, to functions f,h € N'2(X)), for py-a.e. z € X we
have (Dx f(x), Dxh(z)), such that as a function of x this is measurable, and there
is a constant C' > 0 that is independent of f such that for ux-a.e. x € X,

S95(@)* < (Dx f(x), Dx f(@)e < Cap(a)”

2.3 Besov Classes, Cheeger Harmonicity, and Dirichlet Forms

In our context the replacement for the standard Laplacian Ax is the infinitesimal
generator Ay associated with the Dirichlet form

ex(f.9) = [ (Dxf(@). Dxg(@)edux(@
as described in [17]. While N%2(X) need not be a Hilbert space under the norm

| fllz2(x)y + infg [|gl[z2(x) Where the infimum is over all upper gradients g of f, it
does turn into a Hilbert space under the norm

£l 22y + \//X<Dxf(3?),Dxf(3?)>x dpx (),

as seen from [11] or [16, Theorem 10].

From Remark 2.3 above, we know that Z also comes equipped with a choice
of a Cheeger differential structure. We are interested in considering a particular
Cheeger structure on Z. This structure is obtained as a Cartesian tensorization of
the (choice of) Cheeger differential structure Dx on X and the standard Euclidean
differential structure on R, as explained in Subsection 3.2 below, see Theorem 3.6.

Definition 2.5. When considering the above-mentioned Dirichlet form associated
with the metric space Z as described at the end of Section 1 above, the Dirichlet
form obtained on (Z,dz, pia) from the Cartesian tensor product of the Dirichlet form
Ex and the natural Dirichlet form on (R, dgyec, |y|* dy) is denoted by £Z.

It was shown in [19] that the interpolation of L?(X) with N1?(X) yields Besov
classes BSQ(X) N L?(X) of functions f € L?(X) for which the (non-local) energy



semi-norm HfHBg ,(x) given by

— 7(2) ~ )l e
1,00 = [ [ dmm i By e (i) (25)

is finite. This energy is comparable to the one given by & in Equation (1.1). The
comparability was proved in [20, Corollary 5.5] in the Ahlfors regular case. However,
that variants of the Gaussian bounds used in [20] apply also in the doubling case
(see e.g. [34]). This leads to the comparability of the ngf and Ey— energies on
doubling spaces satisfying a 2-Poincaré inequality. We give a direct proof of this for
the readers convenience in Proposition 2.11.

Yet another advantage of considering the Besov space is its identity as the trace
space of a Newton-Sobolev space, namely, Bg’Q(X ) is the trace space of the homo-

geneous Newton-Sobolev space DV?(Z,) consisting of all functions f € L2 (Z, j1q)
such that f has an upper gradient ¢ in Z; with | 7, g? du, finite. Here, a and
0 are related by the equation a = 1 — 20, see [29] for related results on traces of
weighted Sobolev spaces and Besov spaces. For Z, as a domain in the weighted
space (Z,dz, pa) this trace result is established in Proposition 4.2 below. By trace
class we mean that every function v € D%?(Z,) has a trace Tu : X — R given by

Tu(z) = lim udpg (2.6)
r=0%J) B((,0),r)NZ4

for px-a.e. x € X. We show that Tu € Bg’Q(X) and that for each f € BgQ(X) there
exists a function Ef € DY2(Z,) such that TEf = f. As a consequence, we know
that whenever f € Bg’Q(X ), there is at least one function in D'?(Z,) whose trace

is f, and we use this to establish the existence of Cheeger harmonic functions in Z
with trace f, see the discussion in Section 5 below.

Definition 2.6. Given a domain U C Z, we say that a function v on U is Cheeger
harmonic (or Cheeger 2-harmonic) in U if u € Nllo’f(U, te) and whenever v €

N'2(U, pq) with compact support contained in U we have £7 (u,v) = 0.

Definition 2.7. Fix a bounded domain ©Q C X such that ux(X \ Q) > 0 and a
function f € Bg}Q(X) N L?(X). Then we call a function u € Bg}Q(X) a solution to
the Dirichlet problem (—Ax)%u = 0 on Q with boundary data f if u satisfies (1.2),
that is,

(1) uw = f almost everywhere on X \ 2, and
(2) forall h e B§72(X ) satisfying h = f almost everywhere in X \ Q, we have

Sg(u, u) < gg(h, h).

A direct argument using calculus of variations gives the weak formulation of the
Fuler-Lagrange equation associated with the above minimization property; namely,
u is a minimizer in the sense of (2) above if and only if for each h € B§72(X ) with
compact support in €2,

Eo(u, h) = 0.



Observe that if u € BS7Q(X) with w = f on X \ Q and € is bounded, then
u € L?(X) whenever f € L?(X).

The non-local nature of the energy & means that we cannot replace the global
energy & with a local energy Sg) adapted to the smaller set that is 2. Hence the
classical approaches of De Giorgi and Nash-Moser (see [6, 27]) are not applicable in
the study of these solutions. We instead adapt the method set out in the Euclidean
setting by Caffarelli and Silvestre [9].

In addition to the construction of Cheeger harmonic functions as in Section 5,
we will also use the explicit extension of f € ng(X) N L%*(X) to Z, given in [3,
Lemma 3.1 and bottom of page 8]. We show that their extension is Cheeger har-
monic, and by uniqueness of Cheeger harmonic extensions, we obtain that both
solutions coincide. To do so, we show that the trace of their extension in the sense
of (2.6) above coincides with f and that their extension also belongs to D2(Z,).

Then, we show that the reflection of u along 07, given by

u(z,y) =
Y u(z,—y) ify<0

gives a function that is Cheeger harmonic in 2 x R and hence is a quasiminimizer in
the sense of [27]. The Cheeger harmonicity follows from uniqueness and considering a
Dirichlet problem on Z\ (X \Qx{0}) with boundary data f and observing symmetry.
Finally, application of the regularity results from [27] yields the regularity results
for f referred to in Theorem 1.2 above.

2.4 Uniform Domains and Co-Dimension Hausdorff Measures

In this subsection we will gather together the geometric and measure-theoretic no-
tions needed in discussing traces of functions in D%2(Z,). For a domain U C Z
denote the distance to the complement by 0y (2) = d(z,Z \ U).

Definition 2.8. A domain U C Z is A-uniform for some A > 1 if for every pair
x,y € U there is a curve v € U connecting x and y so that its length ¢(y) satisfies
0(v) < Adz(z,y) and for all z € ~,

du(z) > A7! min{é(fyw,z), g('yy,z)}'

Here v, . and vy, . are the subcurves of 7 connecting z to x and y respectively. Such
a curve is called an A-uniform curve.

Let 7 > 0 and K C Z. The co-dimension 7 Hausdorfl measure of K is

* . . ,ua(Bi)
T(K) =1 f — A B; B; . 2.
H*T(K) lim, in {ZEICN rad(B,)7 C ZELJI and rad(B;) < 6} (2.7)

2.5 Heat-Kernel Associated with a Dirichlet Form

Corresponding to the Dirichlet form Ex, there is a heat kernel p; : X x X — [0, 00),
t > 0, see [3, 17, 20, 34, 37, 38, 39, 40]. While [20] studied the structure of heat
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kernels in the setting of Riemannian manifolds, the series of papers [37, 38, 39, 40]
first studied them in the setting of metric measure spaces equipped with a strongly
local Dirichlet form such that the intrinsic metric obtained from such a Dirichlet form
gives a doubling measure supporting a 2-Poincaré inequality. From [28] we know
that the Dirichlet form obtained from a Cheeger differential structure as explained
above fits the hypotheses given in [39], and hence the results of [39] apply here.

The heat kernel helps us construct solutions to the heat equation with initial
data f € L*(X). With

Pf(x) == /X F(w)pe(, w)dpx (w),

we know that whenever v is a Lipschitz function on X X [0, c0) with compact support
in X x (0,00),

/OEX(Ptf,v)dt—{—/X/O v(w,t) 0P f (w) dpx (w) dt = 0.

Embedded in the above claim is also the property that ¢t — P, f(x) is differentiable
with respect to almost every t such that for each z € X, the map t — P,f(z) is
absolutely continuous on compact subintervals of (0,00). In [17] the heat operator
P, is denoted by T3, but we follow the notation from [3, 20] here. The following
lemma gathers together results from [39].

Lemma 2.9. We have the following properties for the heat kernel:

(1) Markovian property:
/ pe(z, 2) dux(z) = 1.
X

(2) Sub-Gaussian bounds:

1 _epd(z,2)? (s _ cgd(z,2)?

Cl/«LX(B(.Z‘,\/E))e ¢ épt(«T,Z) < me Tt . (28)

(8) Symmetry: p(z,z) = p(z,x), for each x,z in X.

(4) The semigroup property holds:
Prys(x, 2) = /Xpt(:zt,w)ps(w,z) dpx (w). (2.9)

2.6 Spectral Theory

The spectral approach to fractional Laplacians seems to have been first formulated
in [35], see for instance the discussion in [3, page 2]. Our presentation also closely
follows [20], but a nice description of the relationship between Dirichlet forms and
spectral theory is also given in [17, page 17]. We note that the results at the end of
this section are covered in the Ahlfors regular case in [20]. Specifically, we slightly
simplify the proof of [20, Corollary 5.5] and demonstrate that their work also applies
in the doubling context without Ahlfors regularity.
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The Dirichlet form Ex(u,v) as described at the beginning of this section defines
a closed regular Dirichlet form with domain Fx = N%?(X). Here, the equality is
in the sense that each function f € Fx has an almost everywhere representative
in N2, While, as described above, Z also is equipped with a Dirichlet form, we
will apply spectral theory solely to £x. The associated Laplacian is denoted Ax
with D(Ax) € NY2(X) c L?(X). This operator is self-adjoint and has a spectral
decomposition

[o¢]
AX:/ AE},
0

where dFE) is a projection valued measure, i.e. the spectral resolution. This integral
can be made sense of through pairing, namely [(—Ax)uvdux = [3° MdE\(u),v)
for u,v € L?(X). See e.g. [3, 17] or [41, Chapter XI] for further discussion. In
particular, if u is in the domain of Ax and v € L?(X), then

—/ v(x)Axu(z)dux(z) = / MEy(u,v).
X 0
Note that if v also belongs to N12(X), then

/v(:c)AXu(x) dpx(x) :—/ (Dxv(z), Dxu(x)), dux(x).
X X

The domain of the Laplacian Ax, denoted D(Ax), can also be described by the
equation D(Ax) = {u € L*(X) : [;° AdE(u,u) < co}. The domain of the Dirich-
let form, D(Ex) = N12(X), is identifiable with {u € L*(X) : [;° AdE)(u,u) < 0o}
The heat semigroup {P;};~¢ is given by

oo
P, = / e MdEy,
0

which is a contraction on L?(X). For 0 < 6 < 1 the fractional Laplacian can be
expressed as

(-Ax)? = / MNdE,,
0
and so when v is in the domain of Ay and v € L?(X), we have
[ (o vdus = [ Nar, )
X 0
We will also use
Fo={ue L*X): / MNdEy (u,u) < 0o} = D((—Ax)g).

0

The energy £x can be recovered through a regularization process by defining

1
exilfof) =7 [ (F=PDf dix = 5 [ [ 17@) = £ oo w)dx (e w),
For the last equality, see [20, Section 4]. Then sending t — 0 gives
hmgX,t(fa f) = gX(fv f)a
t—0
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with Fx = {f € L*(X): sup;oEx.(f, f) < 0o}. The benefit of the regularization
is that Ex¢(f, f) is defined and finite for all f € L?(X) and a fixed ¢ > 0.
There is a non-negative continuous function n?(s) : (0, 00) — (0, 00) for which

—t\? > 0 —As
e = n; (s)e”*ds.
0

Thus the heat kernel corresponding to the infinitesimal generator (—Ax)? is given
by

o0
ae.s) = [ al(sIpuloy) ds. (2.10)
0
For these facts see [20, Section 5] or [41, Chapter IX, Section 11].

The following lemma gives the required estimates for ¢; in doubling metric mea-
sure spaces.

Lemma 2.10. Suppose (X,dx,px) is connected and measure doubling and the
conclusions of Lemma 2.9 hold. Then there are constants C1,Cq > 0 for which

t
q:(x, < C when t,s >0 2.11
(@) V(2. y)ux (B(x, d(z,y))) 21)
q(z,y) > Oy ! when d(z,y)? >t >0 (2.12)

— d(z,y)ux(B(x, d(x,y)))

Proof. From [20, Equations 5.32 and 5.33] we have for some constants By, By
t

0
n(s) < By e when ¢,5 >0 (2.13)
t
0 0
n;(s) > Ba 10 when s” >t > 0. (2.14)

The claim follows by substituting the bounds from Estimate (2.1) and Part 2 of
Lemma 2.9 to the Equation (2.10). Indeed, both estimates follow by noting that the
main contribution for the integral comes from s ~ d(z,y)?°. For the upper bound,
the remaining scales are bounded by a geometric sum and its largest term, and for
the lower bound we can restrict to the interval with s € [d(z,y)?/2, d(x, y)?]. O

Similarly, we can define
1
o) =1 [ (F=Teahf dux =7 [ [ 17() = $)Paov)duxdn

where T} g, t > 0, is the semigroup related to (—Ax)?, given by T} g = I° e~ dE,.
We also note that &£ ; is monotone decreasing in ¢ and obtain a description of the
domain of the fractional Laplacian by

2]
2

D((-Ax)7) = Fo = {f € L(X): limEwo(f. §) =sup (. f) < o0}

These claims follow from [20, Section 4], when applied to the heat semigroup 7 g.
Using this we can identify the Domain with the Besov space.
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Proposition 2.11. Let f € Bg’Q(X) N L?*(X). Then there is a constant C' so that

1
and moreover B§7Q(X) NL2(X) = Fp.

Proof. We follow the proof in [20, Theorem 5.2]. We have by Estimate (2.11) that

E0ulf.f) = / / (@) — F)Pae(e, y)duxdpx

_ 2
: /X/X d(x,y)HHX(B(x,d(x,y)))|f(x) FWI" dpx dpx.

This holds for any f € L?(X), and all ¢ > 0. Thus, by the remark before the
statement, we obtain £&(f, f) < HfH332 and that B§7Q(X) NL3*(X) C Fp.

Define X? = {(z,y) € X x X : d(z,y)* >t > 0}. The other direction follows by

1

Eou(f, f) 2 o |f(2) = fFW)Pa(z, y)duxdux
X?

1
‘/th d(xa y>26MX(B(x7 d(xa y)))

Here, the comparability constants are independent of ¢t. Sending ¢t — 0, we obtain

|f(z) = f(y)I” dux dpx.

1 _ 2
= /X /X d(z,y)% ux (B(z,d(z,y))) |f(x) = f(y)|” dpx dux,

and thus C&(f, f) > ||f||B§2 for some constant C' and Fy C BS,Z(X) NL?(X). This
concludes the proof. ’ O

2.7 Explicit Solution

In this section we give a kernel for the solutions of the Dirichlet problem (5.1). Let
Po((z,y), z) be the kernel given by

_ 2
a236_%sps(:v, z) ds,

Pal(2,9),2) = Cay' /0 s

where pg(+,-) is the heat kernel associated to A and

i = /OO 7'%3671/47 dr.
C, 0

For eacthB%Z(X)ﬂLQ(X):.Fg( )WlthH—— x € X, and y > 0, we set

I,/ (x,y) == u(z,y) / 1z %) dux(2). (2.15)
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In [3, Lemma 3.1] and [2, (3.21)] this function is denoted by U(z,y). In the following
lemma we collect some properties for this function, which are mostly contained in
[3], see also [2].

Bochner differentiation is the analog of weak derivative for Banach space-valued
functions on intervals. A function v : (0,00) — N12(X) is differentiable if there is
a function g : (0,00) — N12(X) such that whenever ¢ : (0,00) — R is compactly
supported and smooth, we have the following integration by parts formula:

/0 S (yo(t) dt = — /0 p(B)g(t) dt,

with the above integrals taken as the Bochner integrals, see [13]. Such a function g
is said to be the derivative of f, denoted Ov.

Lemma 2.12. Suppose that f € Bg’Q(X) NL3(X) and u(z,y) = O f(z,7).

(1) The map (z,y) — u(x,y) is continuous and y — u(x,y) is smooth in y for
each x € X.

(2) The map y — u(-,y) is Bochner measurable and defines a three times contin-
uously Bochner differentiable function from (0,00) to L*(X).

(3) u(-,y) € D(Ax) for every y € (0,00) and

0? 0
Aau:(AX—|—+a>u: m 2y

9y*  y oy (2.16)

(4) u(-,y) € NY2(X) for every y € (0,00)

(5) uwe N-*(Z).

loc

Here, by the statement u(-,0) = f(-) we mean that u(-,y) — f(-) in L*(X) as
y— 0T,

Proof. The continuity and differentiality follow from the definition together with
Lemma 2.9 and dominated convergence.

The second and third claims follow from [3, Lemma 3.1]. Indeed, in Part 3 of
the proof of [3, Lemma 3.1] it is shown that u(-,0) — f(-) in L?(X) as y — 0.
There the terminology is not explained in depth, but the techniques of dominated
convergence yield that the map from [0, 00) to L? given by y + u(-, %) is continuous,
and thus Bochner measurable. In [3] only the first two derivatives are explicitly
computed, but further derivatives are simple to compute by the same techniques.

Since u(z, y) is continuous and u(-,y) € D(Ax) C Fx, we have u(-,y) € N¥?(X)
for every y € (0, 00).

By Remark 2.13 below we have that the pointwise y-derivatives and the Bochner
derivatives coincide. Now, for [T7,T»] with 0 < 77 < T» using the equation from the
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third claim and integration by parts (using the Bochner derivatives) and the third
claim of the lemma, we get

/ /(8yu)2+<DXUaDXU>dMa (2.17)
XX[Tl,TQ] X
T
:/ /(8yu)2+<_AXU7U>yadyd/iX
n Jx

Ty
=[] oy~ udy (50,0 ~ (Axu,u)ydydux
Ty X

Ts
:/ /8y(yau8yu)dydux
n Jx

:/ yT28yu(x,T2)u(x,T2) —yTlf)yu(x,Tl)u(:zr,Tl)duX. (2.18)
X

Since dyu(-, y),u(-,y) € L*(X) by [3], we have (Oyu)?+ (Dxu, Dxu) € L% (Z,).
Further, we have that for every y > 0 by the third part,

/(DXu,DXu>d,ua:/(—Axu)ud,ua:/ u((‘);—ka*l(?y)udua.
X X X

Therefore y — [ (Dxu(-,y), Dxu(-,y))dpq is now differentiable in y, and moreover,
is continuous, since y — u(-, y) is of class C® in the Bochner sense.

In order to conclude from these the final claim that u € Nllo’cz(ZJr), we would like
to apply Lemma 3.1. However, in order to do this, we need that u has measurable
and L2 (Z)-integrable (weak) upper gradients in the R and the X directions. Note,
that the lemma is applied with Y = [T7, T»] with the weighted measure y*d\ and X
as is. For us Oyu is continuous, and thus measurable.

Since y — u(-,y) is a continuous curve in L?, we have that if we define, for k € N,
ur(z,y) = u(x, |y - k|/k), that ug(-,y) — u(-,y) as k — oo in L?(X) for each y > 0.
We have that ug(-,y) € NY2(X), and uy(-,y) is constant for y € [I/k, (I + 1)/k)
and any ! € N. Thus, u; has a piecewise constant, and thus measurable, minimal
upper gradient in the X-direction. Call it g,s. Now, by construction of the Cheeger
differential structure,

T2 T2
/ / gzid,uxy“dt <C / (Dxuk, Dxug).
Tl X Tl X

Sincey — [ {(Dxu, Dxu)dp, is continuous, we get that guz is uniformly bounded in
L?*(X x [T, T»], jta). By taking convex combinations of tails of uy,, we get a sequence
of vy = u in L*(X x [T}, T, pa) where g, converges in L?(X x [T1,Ts], pa) to a
function g € L?(X x [T1,T3], pta). Then, finally, as v, — u in L?, we obtain for
almost every y > 0, that g(-,y) is 2-weak upper gradient for w. O

Remark 2.13. Note that if for px-a.e. x € X the real-valued function y — u(x,y)
is absolutely continuous on [0,00), then dyu(x,y) exists for almost every y such
that the above integration by parts formula holds. It follows then that the Bochner
derivative coincides with this real derivative.
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Finally, for functions in the Besov class we can strengthen and show that the
extension u € DV2(Z,).

Proposition 2.14. If f € B},(X) N L*(X), then u =11, f € D"?(Z,), and

> 220-11(9
lullpracz,) = /0 /X (9,u) + (Dxu, Dxu)dpa = g5, 9).

ra-0)
Proof. By Proposition 2.11 we have that 32972(X) N L*(X) = Fy with comparable

norms. It is easy to show that D((—Ax)?) is dense in Fy in the norm & (f, f), and
thus we may assume that f € D((—Ax)?). From [3, Lemma 3.2], we have that

201
lim — 2 L()

< V) a — (_ %
y—>0+ F(l—G)yayu ( AX) f)

where I'(-) is the standard gamma function.
Moreover, limy_,oo —y*dyu = 0 weakly in L*(X). Indeed, for any v € L*(X), by
the proof of [3, Lemma 3.1] we have that

1 00 lerae—Z—t 0 dt
—y® = P(—A —_—
/); ) 8yuv d/.LX F(S) /0 2% /); t( X) f’Ud/,LX tl—@

Then, sending y — oo easily proves the claim together with dominated convergence,
and since || [y Pi(=Ax)? fodux|| < |[(=2x)° fll 2 lvll 22 x)-

The claim then follows from these combined with the calculation at the end of
the proof of Lemma 2.12 and sending 77 — 0 and T5 — oo. ]

3 Tensorization

In this section we collect some results regarding tensorization that will be useful
in working with Z = X x R. Recall the discussion from Remark 2.3 above. We
treat a more general Cartesian product here by considering the product of two dou-
bling metric measure spaces (X, dx, ux), (Y, dy, uy), both supporting a 2-Poincaré
inequality. The product Z = X x Y is equipped with the metric dz given by

dz((x1,11), (2, 42)) = Vdx (21, 22)% + dy (y1,2)?

and the measure pz given by duz(x,y) = dux(x) dpy (y). While in our application
we will consider Y = R with duy (y) = y* dy, we formulate the results in the section
in this generality as they are of independent interest and add to the results in [1].

3.1 Tensorization of Newton-Sobolev Energies

Lemma 3.1. If f € L?(Z), then there is a modification of f on a ux X py -measure
zero subset of Z that is in NY2(Z) if and only if, after modification on a set of
ux X py-measure zero if necessary, we have

(1) for ux-almost every x € X we have that f* := f(x,-) € NY2(Y) with (z,y)
gy=(y) € L*(Z) where gg= is an upper gradient of f* in X, and
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(2) for py-almost every y € Y we have that f¥ := f(-,y) € NY2(X) with (x,y) —
gpu(z) € L*(Z).

If either (X, px) or (Y,uy) does not support s 2-Poincaré inequality, we do
not know the validity of the conclusion in the above lemma, see for example the
discussion in [18].

Proof. Since the two metrics dz and max{dyx,dy} are biLipschitz equivalent, and
the space N2(Z) is biLipschitz invariant, in this proof we will assume that

dz((w1,91), (22, y2)) = max{dx(x1, 2),dy (y1,92)}-

For r > 0 and (xo,y0) € Z, consider Bz := Bz((zo,y0),7) = Bx(zo,7) X By (yo,7).
Suppose that f satisfies the hypotheses of the two conditions of the lemma. Then
by the respective Poincaré inequalities of X and Y, we obtain

f;(%B!f@hyﬂ—f@%yﬂszmhyﬂﬁm@myﬁ
Zfo?;ﬂngLﬂmwﬂ—ﬂmwﬁ@w@ﬁﬂﬂw%Wﬁuﬂmﬂm)

gfhfhf%fmuwmm—ﬂ%mn

+ [f(@1,y2) — f(@2,y2)| dpy (y2)dpy (y1)dpx (2)dpx (1)

1/2
< 2Cyr][ (7[ GFer duy) dpx (1)
BX >\yBY

1/2
+ QCYT][ (7[ QJ%yQ d/UJX> dpy (y2)
By Ax Bx

1/2
< Cor (7[ .. ][ . g7+ (y) + gpu (2)] dux(w)duy(y)> :

In the above, \g = max{Ax, Ay} with Cx, Ax the constants related to the Poincaré
inequality on X and Cy, \y the corresponding constants for Y, and (Y is a constant
depending on Cx, Cy, Ax, Ay and doubling. It follows that with g(z,y) := g« (y) +
gfv(x), we have that g € LP(Z) and that the pair (f,g) satisfies the p-Poincaré
inequality with constants Cy and A\g. Hence, by [24, Theorem 10.3.4], we know
that there is a constant C' > 1 (with C depending only on the Poincaré constants
of Z and on Cj, \g) such that Cyg is a p-weak upper gradient of a function fy in
Z such that fo = f pg-a.e. in Z. Let E consist of points (z,y) € Z for which
fo(xz,y) # f(z,y). Then by Fubini’s theorem we have that for pux-a.e. x € X, we
have that uy (EN{z} xY) = 0, and so for such = € X we have that f(z,-) = fo(x,")
uy-a.e. in Y. Combining this with the assumptions on f, we have that for pux-
a.e. x € X, the 2-capacity (with respect to Y') of EN{z} x Y is zero. Similarly, for
py-a.e. y €Y, the 2-capacity (with respect to X) of ENX x {y} is zero. If Y = R,
then we can say more; indeed, only the empty set is of zero 2-capacity with respect
to (R, |y|*dy). It follows that for pux-a.e. x € X we have that f(z,y) = fo(z,y)
whenever y € R.
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Conversely, suppose that f € NY2(Z), and let g be an upper gradient of f
such that g € L?(Z). Then by Fubini’s theorem, for py-a.e. x € X we know that
g(x,-), f(z,-) € L*(Y) and for py-a.e. y € Y we have g(-,y), f(-,y) € L*(X). For
such z and y we know that f© € N%2(Y) with g(x,-) acting as an upper gradient
of f*, and that f¥ € N2(X) with g(-,y) acting as an upper gradient of f¥. That
is, f satisfies the two conditions listed in the claim of the lemma. O

Remark 3.2. In the above, we only require that fY have an upper gradient ggy
such that the map (z,y) + gf=(y) belongs to L?(Z), and that f satisfies a similar
condition. We do not require gsy to be a minimal weak upper gradient if fY, since
we would not in practice be able to guarantee the measurability of such function in
Z. However, if Y = R is equipped with the weighted measure |y|* dy, then we have
the following improvement, see Corollary 3.4 below.

To prove the corollary mentioned above, we need the following lemma.

Lemma 3.3. For A C X that is px-measurable, and h > 0, consider the family
['(A,h) of curves in Z of the form v, : [0,h] = Z given by v,(t) = (x,t); x € A.

Then

px(A)
hl-a :
Moreover, if u € Ni)’f(ZJr) and 0 < t; < ty < oo, then for ux-a.e. © € X we have
that w o v, : [t1,t2] — R is absolutely continuous with Oyu o v, < gy © vz, where
Yo [t1,te] = Zy is given by v, (t) = (z,t). In particular, if Capy(A x {0}) = 0,
then px(A) =0.

Mods(T(A, h)) ~

Proof. Setting p := hfleX[Oyh} we see that for each v € T'(A4, h), prds =1 1It
follows that
pix (A)

< 2 =y
Mody(P(A 1) < [ 7 dy o T

On the other hand, if p is a non-negative Borel measureable function on Z such that
for each v € T'(A, h) we have fﬂ/ pds > 1, then

1< /Oh p(z,t) dt < (/Oh oy dt)1/2 (/Ohta dt)
(feorea) ()

1— h
hl_f g/ pla, )% dt.
0

1/2

It follows that

Integrating over z € A gives

(1—a)ux(A) 2

T plea < ZP dfta-
Taking the infimum over all such p gives

(1 —a)ux(A)

la < Mody(T'(A, h)).
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As a consequence of the above, we know that Moda(I'(A, h)) = 0 if and only if
px (A) = 0. The final statement about capacity follows from the fact that Mods of
the family of all curves intersecting a set of measure zero is null if and only if the
capacity of that set is zero, see [24, 36]. O

Corollary 3.4. Let Y =R orY = (0,00) be equipped with the Euclidean metric
and the measure py given by duy = y*dy. Let w € NY2(Z). Then for px-almost
every x € X we have that u(x,-) is absolutely continuous on'Y with y — Oyu(z,y) €
L*(Z). In particular, y — Oyu(z,y) is measurable on Z.

Proof. Note that as u € N*?(Z), u is absolutely continuous on 2-modulus almost
every non-constant compact rectifiable curve in Z, see for instance [24, 36]. Hence
by Lemma 3.3 we know that for px-almost every z € X the map y — u(x,y) is
absolutely continuous on compact subintervals of Y. As u has an upper gradient g
in Z, we know that |0,u(z,y)| < g(z,y), and so as g € L*(Z), it suffices to show
that Jyu is measurable on Z. To this end we argue as follows.

Suppose Y = R so that u: X x R — R. The proof is similar if Y = (0, 00). Let

X ={zeX :yr ulz,y) is continuous}.

Then X is a measurable subset of X and (X \ X ) = 0. We show that the domain
of Oyu(x,y) is a measurable subset of X x R and that Oyu(z,y) is a measurable
function of (x,y) on that set. It suffices to prove that for every closed bounded
interval of positive length B C R, the set

Dp = {(z0,y0) € X xR : Oyu(zo,yo) exists and belongs to B}

is measurable.

Fix a closed bounded interval B of positive length. For (z,y) € X x R it follows
from compactness of B that dyu(xo,yo) exists and belongs to B if and only if for
every € € QT there exists 6 € Q" and ¢ € BN Q such that

t) — —qt
sup |U(x071/0+ ) u($0>y0) q ’ <e.

0<|t|<d |t|

Observe that if zp € X it is equivalent to take the above supremum only for ¢ €
(—0,0) N Q. We claim that

ps=(1 U U (\  Ds(ed,q.), (3.1)

c€eQt §eQt ¢eBNQ teQN(—4,6)\{0}

where

Di(e,6,4,1) = {(:co yo) € X xR ; [0 to 1) - ulzo,go) = af] g}.

i

That the left side of (3.1) is contained in the right side follows from routine approx-
imation by rationals. To show the right side is contained in the left side, we take
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e = 1/n for n € N to find a sequence of rational ¢, > 0 and ¢, € B N Q such that
for all t € QN (—9,06) \ {0} we have

[u(z0, Yo + 1) — u(wo, yo) — qut|
It]

<1/n.

This inequality necessarily holds for all ¢ € (—0,9) \ {0} because the left side is a
continuous function of ¢t away from 0. Since B is compact, the sequence {g,} has a
subsequence converging to some ¢ € B. It is then routine to show that dyu(zo,yo)
exists and equals q. B

Since u is measurable on X x R and X is a measurable subset of X, it follows
that each set Dp(e, d, q,t) is measurable. Hence, by (3.1), Dp is a measurable subset
of X x R. O

3.2 Tensorization of Differentiable Structures

Recall the definition of a Cheeger differentiable structure from Definition 2.4. Given
two doubling metric measure spaces (X, dx, px) and (Y, dy, py), in this section we
construct a differential structure on Z = X x Y.

Let (X,dx,px) and (Y, dy, puy) be metric measure spaces, each equipped with
a doubling measure and admitting a differentiable structure. Denote the charts
in the differentiable structure by (U;,¢;) and (Vj, ;) where ¢;: X — R and
i X — R™ respectively for ,j € N.

Definition 3.5. Suppose f: X x Y — R is Lipschitz with respect to dx X dy and
(@0, v0) € U; x Vj for some 4,5 € N.

We say f is differentiable at the point (zg,yo) in the X direction with derivative
Dx f(xo,y0) (with respect to ;) if Dx f(z0, o) is the unique element v € R such
that

lim (% %0) = f(@0,50) — v - (wiz) — pi(zo)|

=0.
T—T0 dx(x,a,’o)

We say f is differentiable at (zg, o) in the Y direction with derivative Dy f(zo, yo)
(with respect to v;) if Dy f(xo, o) is the unique element w € R™ such that

lim | f(z0,y) — f(w0,y0) — w - (¥;(y) — 5 (yo)|

= 0.
T—=To dy (ya yO)

For each 4,5 € N, let ¢; x 9;: X x Y — R™ x R"™ denote the map

(@, y) = (i), ¥;(y)).
In this section we will prove the following theorem.

Theorem 3.6. Suppose (X,dx,ux) and (Y,dy,uy) are doubling metric measure
spaces each admitting a differentiable structure. Then (X X Y,dx X dy, ux X py) is
also a doubling metric measure space and admits a differentiable structure.

More precisely, the charts in the differentiable structure for (X xY,dx xdy, px x
py) can be chosen to be (U; x Vj,p; x ;) for i,j € N, where @¢; x ¢j: Uy x V; —
R™ x R is defined by (i x v5)(2,y) = (i(x), ¥5(y))
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Given f: XxY — R andi,j € N, for almost every (xo,y0) € U; XV}, the deriva-
tive of f with respect to p; x 1 is (Dx f(zo,v0), Dy f(x0,y0)), where Dx f(xo,yo)
and Dy f(xo,yo) are the derivatives of f with respect to X and @; or'Y and ;.

We now proceed to prove Theorem 3.6. To prove Theorem 3.6, we first establish
some needed lemmas. We denote the Lipschitz constant of any Lipschitz map g by
L,. Fix a Lipschitz map f: X xY — R.

Recall that a set P in a metric space M is porous if there exists A > 0 such
that for every x € P the following property holds. There exists x,, € M such that
xp — x and B(xy, Add(z,,z)) N P = &. A set is o-porous if it is a countable union
of porous sets.

Lemma 3.7. Given m,n € N, v € R™ w € R",¢,6 € (0,1), let P(v,w,e,0,f) be
the set of (zo,y0) € X X Y with the following properties.

(1) For every chart U; containing xo with m; = m, 0 < dx(x,z9) < § implies
|f(x,y0) — f(w0,90) — v - (wi(®) — pi(w0))| < edx(x,x0).
(2) For every chart V; containing yo with n;j =n, 0 < dy(y,y0) < ¢ implies

| f(z0,y) — f(wo,90) — w - (¥;(y) — ¥;(y0))| < edy (y, o)

3) There exist charts U; containing xg with m; = m and V; containing yo with
J
nj = n for which there is (x,y) arbitrarily close to (xo,yo) with

|f(z,y) = f(@0,90) — v+ (pi(z) — wi(z0)) —w- (¥5(y) —Pi(yo))]  (3.2)
>¢e(2Ly + 2+ |w|Ly; )dx (z,70) + edy (Y, Yo)-

Then the set P(v,w,e,d, f) is porous.

Proof. Fix a set P = P(v,w,¢,6, f) as in the statement and let (z9,yp) € P. Fix
charts U; and Vj as in (3). Let (z,y) satisfy the estimates 0 < dx(z,z¢) < /2 and
0 < dy(y,y0) < /2 such that the inequality (3.2) in (3) holds. Notice that U; is
a chart containing xg with m; = m and Vj is a chart containing yo with n; = n.
Notice

dxxv (0, %0), (%, 90)) = dx(x, xo).

Hence to show that P is porous it suffices to show that

PN Bxxy((z,y0),edx(x,x0)) = 2. (3.3)

Suppose not and fix (a,b) € PN Bxxy ((z,v0),edx (x,x0)). We show how to obtain
a contradiction.
By using (z9,yo) € P and applying property (1) from the definition of P, we see

|f(z,90) — f(z0,90) — v (pi(x) — pi(w0))| < edx (z,x0). (3.4)

‘ Next notice that d(b,y) < d(b,yo) + d(yo,y) < §. Hence we can use (a,b) € P and
property (2) from the definition of P to obtain

|fla,y) = fla,b) —w - (;(y) —1;(b))] < edy(y,b). (3.5)
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Using the fact that (a,b) € Bxxy ((x,v0),edx (z, x0)), it is straightforward to derive
the following estimates

|f(a, y) - f(xa y)‘ < LfEdX(xv xo), (3'6)
|f(z,y0) = f(a,b)| < Lyedx (z, x0), (3.7)
(105 (b) — ¥5(yo)| < Ly, edx (x, xo). (3.8)
dy (y,b) < dy(y,%0) + dy (y0,b) < dy(y,90) + dx(z,70). (3.9)

Combining (3.4)—(3.9) and applying the triangle inequality, it can be shown that

|f(z,y) = f(@o,y0) — v (wi(z) — pi(z0)) —w- (¥ (y) — ¥;(y0))|
<e(2Ly + 2+ |w|Ly,)dx (z,70) + edy (¥, yo)-

This contradicts the fact that (xo,y0) together with (x,y) satisfies the inequal-

ity (3.2) of (3) in the definition of P. Therefore (3.3) is true. This shows that P is
porous as claimed. ]

UU U P(v,w,e, 6, f).

meNveQ™ £€(0,1)NQ
neN weQ™ §¢(0,1)NQ

Now define

Clearly P(f) C X xY is a o-porous set. Since ux X uy is doubling, it follows that
uz(P(f)) = 0. This is because doubling measures assign measure zero to porous
sets, which is well known and follows from the fact that the Lebesgue differentiation
theorem holds whenever the underlying measure is doubling. For an explicit proof
one could follow the steps in [32], which do not depend on the Carnot group structure
in that paper.

Lemma 3.8. Fiz (z9,y0) € X XY such that

(1) For a chart (U, i), f is differentiable at (xo,y0) in the X direction with
unique derivative Dx f(xo,yo)-

(2) For a chart (Vj,v;), [ is differentiable at (xo,y0) in the Y direction with
unique derivative Dy f(xo,yo)-

(3) (z0,%0) & P.

Then f is differentiable with respect to the chart (U; x Vj, @; x 1pj) on X x'Y with
unique derivative (Dx f(zo,v0), Dy f(x0,%0))-

Proof. Let € > 0 be rational. By (1) and (2) from the statement of the lemma, we
can choose § > 0 rational such whenever 0 < dx(z,x0) < 0 and 0 < dy (y,y0) < 9,

| f(x,90) — f(x0,y0) — Dx f(z0,%0) - (vi(x) — wi(20)) | < edx(w,70)/2,

| f(z0,y) — f(z0,90) — Dy f(z0,y0) - (¥5(y) — ¥;(v0)) | < edy (y,v0)/2.
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Fix v € Q™ and w € Q™ such that

|v— Dx f(xo,y0) | < /2Ly,
and
|w — Dy f(zo,y0) | < &/2Ly,.

It is easy to check using the triangle inequality that (1) and (2) from the definition
of P(v,w,e¢,d, f) hold. Since (xg,y0) ¢ P it follows that (3) cannot hold. Hence

| F(z,y) = f(z0,50) = v - (¢i(2) = wi(20)) —w - (15(y) — ¥ (y0)) |
<e(2Ly+2+ |w’Lw].)dx($,CCO) + edy (y,yo0)-

Using again the triangle inequality gives for 0 < d(z,xg) < é and 0 < d(y,yo) < 0

| f(z,y) — f(z0,%0) — Dx f(x0,y0) - (pi(z) — i(z0))

— Dy f(z0,y0) - (¥;(y) — ¥j(v0)) |
< e(2Ly + 3+ [w|Ly,)dx (x, x0) + 2edy (y, yo)-
<e(3Ly +4+ Dy f(z0,y0)| Ly, )dx (z, 20) + 2edy (Y, yo)-

This shows that f is differentiable at (zg,yo) with derivative with respect to the

given chart given by (DXf($0)y0)) DYf(‘TOa yO))
To show uniqueness of the derivative, suppose v € R™ and w € R™ such that

i @) = f(zo, ) —v- (pil@) — pilao)) —w- (¥;(y) —¥;(y0))]
(.y)—(z0,50) dx (z,w0) + dy (y,%0)

=0.

Substituting y = yg gives

lim |f (@, 90) = f(m0,90) — v - (pi(®) — pi(z0))|

= 0.
T—T0 dx(x,l'o)

Uniqueness of the derivative Dx f(zo, yo) in the X direction yields v = Dx f(zo, yo)-
Similarly substituting © = z¢ yields w = Dy f(xo,y0). This proves uniqueness of
the derivative (Dx f(xo,v0), Dy f(zo0,%0))- O

Lemma 3.9. Let (U;, ;) and (Vj,1)) be charts on X and Y respectively. Then
both Dx f(x0,yo) and Dy f(xo,yo) exist for px X py almost every (xg,yo) € U; X V.

Proof. For each fixed yo € Vj, Dx f(xo,y0) exists for px almost every zg € Uj;
because x — f(z,yo) is a Lipschitz map X — R. The claimed result will follow for
Dx f(x0,yo) by Fubini’s theorem once we show that the set where Dx f(zo, yo) exists
is a measurable subset of X x Y and that (z9,y9) — Dx f(zo, o) is a measurable
function on that set. To that end, first notice that we can write

o0
{(z0,90) € U; x Vj : Dx f(x0,0) exists with respect to ¢;} = U Apn,
N=1
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where Ay is the set of (zo,y0) € U; x V; for which Dx f(xg,yo) exists with respect

to ¢; and belongs to the closed ball B(0, N) C R™:. We claim Ay = Ay, where

A~N: ﬂ U U {(l‘o,yo)EUiij;
€>06>0 qeQ™:
€€Qo€Q g|<N

“u |f(x,90) — f(z0,90) — q - (wi(r) — pi(x0))]
p
0<dx(x,xo)<5 dX(xJ 'CCO)

<e}.

Clearly Ay C EN. For the opposite inclusion, suppose (zg,y9) € EN. Then there
exists d,, | 0 and a sequence g, € B(0, N) such that

sup |f (@, y0) — f(z0,90) = an - (wi(x) = @i(wo))| _ 1

0<dx (,20) <bn dx (z, 7o) n

By taking a subsequence if necessary, we may assume that ¢, — ¢ € B(0, N). Then
the triangle inequality yields

sup |f(@,90) — f(@0,90) — g (pi(®) — pi(x0))]

1
< -+ ‘Qn - Q‘L%'
0<dx (,20)<6n dx(x, o) n

Since the right side converges to 0 as n — oo, this shows Dx f(xg,yo) exists and
equals ¢ € B(0,N). Hence (x9,y0) € Ay, which shows that Ay = /TN. The
fact that A ~ 1s measurable follows because X is separable, so one can equivalently
consider the supremum over a countable dense set of z with 0 < dx(x,zg) < J.

A similar argument with B(0, N) replaced by other balls shows that Dx f(xq, yo)
is measurable on its domain. The argument for Dy f(zo,yo) is analogous with X
replaced by Y. O

We can now prove Theorem 3.6.

Proof of Theorem 3.6. The measure pux X py is doubling, so porous sets have mea-
sure zero. Hence for any Lipschitz f: X x Y — R we have ux x py(P(f)) = 0.
Fix a chart (U;, ;) and (V},v;). By applying Lemma 3.9, we see that almost every
point (xo,yo) € U; x Vj has the following properties:

(1) Both Dx f(z0,y0) and Dy f(xo,y0) exist and are unique.

(2) (zo,y0) & P.

Hence, by Lemma 3.8, f is differentiable at (xq,yo) with respect to the chart (U; x
Vi, @i x 1;) with unique derivative (Dx f(xo, y0), Dy f(z0,%0))- O

Remark 3.10. When Y = R equipped with the Euclidean metric and the measure
y® dy, the corresponding tensorization of the differential structure Dx on X and the
Euclidean differential structure on Y yields the differential structure on Z denoted
by D, and the corresponding Dirichlet form is denoted £Z. This is not to be confused
with the fractional Dirichlet form & referred to in (1.1) above.
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Lemma 3.11. With the differential structure D, as in Remark 3.10, we consider
the inner product on this structure given by

(Dau(l‘>y)v Dav(x, y)>(oc,y) = <DXu(x7y)7 DXU(‘rvy))x + ayu($’y) ayv(l‘,y).

Then there is a constant C' > 0 such that whenever u is a Lipschitz function on Z,
we have

agu(x7y)2 < <Dau(x7y)aDau(x7y)>(x,y) < Cgu(x,y)z

where g, is the minimal weak upper gradient of u (equivalently, g, = Lipu pq-a.e. in

Z).

Proof. From [1, Theorem 3.4] we know that

— 2
Lipu(z, y)? = lim sup 14@¥) =@ y)|

o 2
o dX(w,JZ')2 + | yu($7y)|

for pg-a.e. (z,y) € Z when wu is locally Lipschitz continuous. Combining this with
the results from [11] completes the proof. O

4 Potential Theory in Relation to the Domain 7, C 7

We fix —1 < a < 1 and set 6 = 1;2‘1 The central function space on X from our
point of view is the Besov space 3372()( ). Recall from (2.5) that this space consists
of functions f € L} (X) such that

_— 1) — f@)?
lig,00°= [, Tt s Bty iy 1) s

is finite.

Recall Remark 2.3. It is known from the work of Maly [30] that when Q is a
bounded domain in a metric measure space equipped with a doubling measure sup-
porting a Poincaré inequality and 9 is equipped with a co-dimension 7-Hausdorff
measure induced by the measure on €2, and if €2 is a uniform domain, then the trace
space of the Sobolev space N12(Q) is 3372(89) NL?(X) for a suitable choice of §. In
our setting, the domain we are interested in is Z, but even when X is bounded, Z
is unbounded. We will show in this section that Z, is a uniform domain in Z and
that a homogeneous version of Maly’s theorem [30] holds true. This gives the desired
link between the Dirichlet space DV?(Z,) and BgVQ(X) where 6§ = (1 —a)/2. We
first need the following proposition, which also demonstrates the co-dimensionality
between the measures p, on Z; and px on X.

Proposition 4.1. Fix —1 < a < 1. Then the domain Z := X x (0, c0) is a uniform
domain in Z, and for each x € X and r > 0, we have

px(B(a,r)) =~ Ll P 0:1), (4.1)
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Proof. The metric do, on Z given by doo((x1,y2), (z2,y2)) = max{dx(z1, z2), |y1 —
y2|} is biLipschitz with respect to the metric dz, and it is convenient to consider
this metric here. So in this proof dz will denote dxg.

Note that Z; cannot be a John domain even if X is itself bounded, for there
is no reasonable point acting as the John center. However, we show that Z, is a
uniform domain. Since px is doubling on X and supports a 2-Poincaré inequality,
we know that there is a constant Cy > 1 such that X is Cj-quasiconvex.

Let (x1,91), (v2,y2) € Z4. Without loss of generality, we assume that 0 < y; <
ya. Let B1 : [0,y2 — y1 + d(w1,72)] — Z4 be given by 81(t) = (1,31 +t), and
B3 : [0,d(z1,22)] — Z be given by B5(t) = (22,d(z1,22) + y2 — t). We also fix a
Cy-quasiconvex curve fy : [0, L] = X in X that starts from x; and ends at x5, and
we set B2 : [0, L] — Z4 by fa(t) = (BAg(t), d(x1,x2)+y2). The concatenation of these
three curves, 81 + B2 + 3, is denoted by . Then the trajectory of v lies entirely
in Zy, starts at (x1,y1), and ends at (x2,y2). We wish to show that v is a uniform
curve.

If (x,y) € p1, then x = 21 and

distz((z, ), X) =y >y —y1 = £(Biljo.g) = L(V(@1 1), (2.0))-

If (z,y) € B3, then © = 25 and
distz((z,y), X) =y 2y — y2 = L(V(@a,p0),(z.0))-
If (x,y) € P2, then y = d(x1,x2) + y2 and so
distz((z,y), X) = d(z1, z2) + y2.
On the other hand,

g(’Y(z,y),(xz,yQ)) = g((é\?)w,m) + d(xb $2) < (1 + ClI)d(xlv .21?2).

Therefore in this case,

(1 + Cq) diStZ«x? y)7 X) > K(V(I,y),(xz,yQ))'

Moreover,

U) = £(B1) + £(Ba) + €(B3) = (y2 — 1 + d(1,22)) + £(B2) + d(w1, 22)
S (yg - y1) + (2 + Oq)d(xl,l‘g)
< 2(2 + Cp)dz((w1,y1), (22, 32)).

As 1+ C, <2(2+4Cy), it follows that v is a 2(2 + Cy)-uniform curve in Q with end
points (x1,y1) and (x2,y2). Thus Z, is a uniform domain.

Finally, we prove the codimensionality condition that is the last part of the
proposition.

For zp € X and r > 0 note that Bz((x0,0),7) N Zy = Bx(zo,r) x (0,7), and so

7,1+a

pa(Bz((20,0).7) N Z2) = {——

,LLx(Bx(xg,’r’)). (4.2)
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If AC X = X x {0} =0Z; is a Borel set and 7 > 0, then from (2.7) we know that
the co-dimension 7 Hausdorff measure H*7(A) is the number

. . Na(Bi) .

Here, B; are balls in Z, centered at points in X x {0}; this is the “co-dimension 7
Hausdorff measure on X. Then by (4.2), we have

14 a =0t

1

= A
1—|—aMX( )

1
HIT(4) = lim inf{ZmBzX) s ACJB and rad(B]Y) < 5}

because px is a Borel regular measure on X. Thus pux is a codimension 1 + a
Hausdorff measure on X = 07 satisfying (4.2). O

Recall the definition of DV?(Z, ) from Definition 2.1, and that with —1 < a < 1

fixed, we set 0 = 1;—“

Proposition 4.2. Trace space of D"?(Z}) is the class Bf,(X) where § = e
That is, the operator T" as defined in (2.6) forms a bounded linear operator

T:D"?(Z;) — BY,(X).
In addition, there is a bounded linear operator
B B),(X) = DY2(2,)

such that T'o F is the identity map on ng(X ). Furthermore, for functions u in
DY2(Z,) that have continuous extensions, also denoted by u, to X x {0}, we have
Tu = u’XX{O}'

The proof of this proposition follows along the lines of the proof of [30, The-
orem 1.1]; however, our uniform domain Z, is not bounded and the functions u
in the above proposition are not necessarily in the global Sobolev class N'2(Z,)
as non-zero constant functions have globally finite energy but are not in N%2(Z,).
Therefore the proof in [30] is not directly applicable here. Instead, for the conve-
nience of the reader, we provide a complete proof below.

Proof. For x € X we set 7, : [0,00) = Z; by 7,(t) = (,t). Let u € D%?(Z,) with
a 2-weak upper gradient g € L?(Z,). As Z, is a uniform domain, by [7] we know
that u has an extension, also denoted wu, that belongs to D%?(Z,), and so Cap,-
almost every point in Z, is a p.-Lebesgue point of u. Let z,w € X be two distinct
points such that wo~y, and uwo~,, are absolutely continuous and have limits along ~,,
Yw at x and w respectively, see Lemma 3.3. By Lemma 3.3 and by the connection
between Cap,(FE) = 0 and 2-modulus of the family of all curves in Z intersecting
E being zero (see [24] or [36]), we know that if E C 0Z; = X has Capy(FE) = 0,
then px(F) = 0. Thus the trace defined by (2.6) exists px-a.e. Hence, we may
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assume also that z,w are both Lebesgue points of u (with respect to the measure
Ha)-

From the proof of Proposition 4.1, the concatenation of the three curves 71, o,
and 3 is a uniform curve in Z; with end points (z,0) and (w,0), where

7 (t) == (x,t), 0<t<dx(z,w),
v3(t) == (w,dx (z,w) —t), 0<t<dx(xz,w),
72(t) = (ﬁ(t),dx(a:,w)), 0§t§£X(ﬁ)7

where 3 is a Cy-quasiconvex curve in X arc-length parametrized to be beginning
at x and ending at w. We cover v by Whitney-type balls as follows. Let Ny be
the smallest positive integer such that Nodz(x,w)/2 > €x(B). Because (3 is Cy-
quasiconvex, it follows that Ny < 2C,.

To construct the cover, we provide three groups of balls, one for each of 71, o,
and ~3. The first group, associated with 1, consists of balls By, for negative integers
k. The middle group, By for k = 0,---, Ny, is associated with -, while the balls
By, for positive integers k > Ny are associated with «3. This is done as follows.

For k=0,---,Ng — 1 let By := B(v(kdx(z,w)),dx(x,w)/2) the ball centered
a length-distance kdx (z,w)/2 along 7, from (z,dx(z,w)), with radius dx(w, z)/2,
and let By, := B(v2(¢(8)),dx (w,x)/2). For positive integers k > Ny we set By :=
B(ys(ty), 2N~k dx (z,w)) for t := (1 — 2No=F)dx(x,w). For negative integers k
we set By = B(y1(m), 2Fdx (z,w)) with 7, := 2¥dx(2z,w). For k € Z we set
T = 2‘““‘0&(%7 w). Note that the radius of By is comparable to ry.

Strictly speaking, the balls By, with £ < 0 or kK > Ny are not balls centered at x, w
respectively; however, balls centered at x, w respectively and twice the radius of By

1/2
will contain By, and so as long as lim,,_,g+ p <JCB(Q: ’) g2 d,ua> = 0, by the Poincaré
inequality we still have that limy_, o up, = u((x,0)) and limg_,o up, = u((w,0)).
Hence, by a telescoping argument (see for example [24, 23]), we have (we denote
u(x,0) by an abuse of notation as u(z)) and for a choice of € > 0,

() — uw(w)| < S Jup, — up,.,| < 02][ ju — w2, | dita

kez kez’ 2Bk

1/2
<C r ][ 92 dﬂa)
2

keZ
a—¢ 1/2
con o (ef i)
2By,

where we use the doubling property of p, together with the fact that Byiq C 2By
for k € Z, followed by the 2-Poincaré inequality on Z,. Now by Holder’s inequality,
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we obtain

1/2
lu(z) — u(w)| < C ( li (a—l—a)) (Z Tl—&-a—f—a][ g2 d/m)
keZ By

keZ

I—CL—E Z T,]i*‘rar‘re ) 1/2
< Cdy(x,w) 2 / ¢ dyia
kGZM (Bk) 2By,

1/2
l—a—¢ ré
< 2 -k 2
< Cdxla,w) (Z x(Bzear) /QBkg d““) |

ez M

where z; = x when k£ < 0 and z; = w when k > 0. Following [30], we set

Ch[z,w] := UQBk, Colz,w] := Usz
k=0

Then we have

lu(z) — u(w)| < Cdx(:c,w)l_g_(E </c - MX(;(ZQJ((;Z’?();K) Z)))g(z)2 dpia(2)

dz((w,0), )¢
*/CQ[x,w} ix (B(w, dz((w, 0), 2)))

Recalling that 0§ = 15—“, we obtain

u(z) — u(w)? o a0
dx (o wyr = G070 w) </cl[w] ix (B, d ((,0), 2))) /) Wal?)

dz((w,0), 2)° )
+/CQ[x,w]MX(B(wde((w,O)yZ)))g(z) dm(z)). (4.3)

Now, we estimate the Besov energy seminorm of w on 0Z; = X x {0} ~ X.

By the results in [26, Theorem 1.11], we know that u is Borel measureable in
Z, and hence its restriction to Z, = X is measurable with respect to the Borel
measure px. Recall that

—u 2
||UHZBg / / dx (@ 0) ,MX( (EC zl|X(x o)) dux (w) dux (z).
By (4.3), we obtain

dz((x,0),2)*dx(x,w)”* 9
g0 % [, (/cl[m] x (B (@, d((2,0), 2))x (B, dx(, w))) {7 #al?)

dz(( 5 )’ )EdX(xaw)iE 2
+/c2[m,wwx<3<w,dz<<w,o>,z)))w(B(x,dX(x,w)))g(Z) () ) )

=:C(; + 1), (4.4)
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where, by Tonelli’s theorem,

_ o) dg (2,0), 2 dx () 2 duie () di
1= oo B (o0 i (B oy ) () )

)
_ XC1[xw] 2)dz((x,0), 2)° dx (v, w)"¢ . ) .
_/Z+ /Xz ,LLX :C dZ( x, ),Z))) ( (ﬂf,dx(x,w))) dNX( )d,uX( )dua( )7
(4.5)

~ ()2 d2(,0),2) dx (a,0) (s o
12 = o B .1 i B oy 1) ) o)

)
= XC?xw] ) ((UJ?O),Z)E dX<$7w)7€ w T <z
_/Z+ /X2 MX U} dZ(( ’O) ))),UX(B(l',dX(l‘,w))) dNX( )d,uX( )dﬂa( )
(4.6)

Here, we abbreviated f x f ¥ by f X2

Observe that if z € C[x,w], then W < distz(z,07) < 4dx(z,w), and
if z € Cy[z, w], then W < distz(z,0Z4) < 4dx(z,w). To simplify notation,
we set 0(z) :=distz(z,07;) for z € Z,. Then,

XCi [z.w] (2) < XB(z,45(2)) (T, 0)) XX\ B(a,5(2) /4) (W)
Thus, for each z € Z, setting By := B(x,2%5(2)/4) € X for k=0,1,---, we have

/ / XClacw] )dZ(($’O)7Z)6 dX(wi)_e
X MX .%' dZ $ 0)72)))MX(B($7dX(wi)))

dpx (w) dpx ()

0(2)%dx (x,w)~¢
/B<z,45(z>)maz+ /X\B@,a(z) 10 1o (B 5(2))) o (Bl d (a, wyy) X () x (7)
S & (@)
5/5(2,45@))@2+ px (B(r,0(2))) kzzo px (B(x,2k6(2)/4))

d(2)® >

S _— 2*]?65 2 —& d,u T S 1
/B(z,46(z))maz+ pux(B(z,0(2))) kZO (2) x(z)

pox (Bry1 \ Br) dux (z)

A similar argument shows that

XCQ[.Z’U] )dZ(( ) Z)E dX(IL‘,w)_E
/ /X 1ix (B(w, dz((w,0), 2)))x (B(z, dx (z, w))) dpx (w) dux (z) < 1.

Therefore, from (4.5) and (4.6) we obtain I; + 15 < C’fZ )2 duz(2), from whence
we obtain by (4.4) that

ey 7
+

as desired.
We next show that if v : X — R such that ||u||B§2(X) is finite, then u has an

extension to Z,, also denoted u, such that u has a 2-weak upper gradient g in
Z, with the property that g € L?(Z,). To this end, for each n € Z we choose
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A, C X to be a maximal 27 "-separated set. We can ensure also that A, C A,11
for each n > 0. As px-almost every point in X is a Lebesgue point of u, we
can also ensure that each point in A, is a Lebesgue point of u. Then the balls
Qin = Bx(x;,27")x(3-27",7-27") C Z4, x; € Ay, forms a Whitney cover of Z
such that

(1) we have Z; =J; ,, Qin,

(2) for each 7 > 1 there is a constant C» > 1 such that for each n € N we have
> i X7Qin < Cr, that is, we have the bounded overlap property,

(3) for each ig,ng there are at most M number of balls @Q;, such that Q;, N
Qiono # 0, and moreover, if Q; ,, intersects Qjy ny, then [n — ng| < 1.

(4) The center z;, = (x;,5-27") € Z4 of Q;, satisfies §(z;p) =5-27" and Q;
is at a distance 3-27" from 0Z.

Here, for 7 > 0, by 7Q;,, we mean the scaled ball Bx (x;,727") x ((5 —27)27",(5+
27)27™). It is sometimes in our interest to make sure that 0 < 7 < 5/2 so that
TQin C Zy. However, when 7 > 5/2 we have that 7Q;,, D Bx(x;,27") x {0}. Let
@i n be a Lipschtiz partition of unity subordinate to the cover Q; ., that is,

we have 0 < ¢;, <1on Z,
2) the support of ¢; ,, is contained in ; ,,

3) the function ¢;,, is 2" C-Lipschitz continuous,

(1)
(2)
3)
(4)

4) the sum ;  win = Xz, -

We set B;,, := Bx(xi,27"). Now, for u € 3372(X) we set Fu to be the function on
Z 4 given by
= Z uBi,n @i7n(2)
7,n
If z,w € Qiy,ny, then

|Bu(z) - Bu(w)| =

S fus,,, — upy . Jin(z) - soi,n(wn\

<C Z 2"dy(z,w ][ ][ u(xy) —u(ze)|dux (1) dux (2)
i,n: zn ’LO no
Qio nosz n?ém
< C2Mdy(z,w ][ ][ u(z1) — u(ze)| dpx (1) dux (z2).
2B; 2B;

20,10 0,10

In the above, we used the bounded overlap property of 2B;, ,. Using the fact that
if 2 € Qigmg, then 6(z) >~ 2770, we obtain

|Bu(2) — Bu(w) NdZ Xl fQB .l ~ute)l dx (o) dux(a2)

20,10 0-m0
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Therefore, when z € Qj,.n,, we have
LipEu(z ][ ][ u(zy) — u(we)| dux (z1) dux (x2).
2310 ng 2310 ng

For integers n € Z, we set A, := {z € Z, : 27D < §(z) < 2'""}. Then we have
d(2) ~ 27" when z € A,,, and so

2177,

/ LipEu(z)? dya(2 / / (@) LiEu((z,))? dy dux (o)
21 n
=3 / I ) LipEu((z,))? dy dyux (z)
B;n J2~ (n+1)
2l-n 2
— u(x2)|
< d d dyd
Z/zn/z (n+1>][23m][23m 2"“ 2) 'uX(xl) HX(Q:Q) Y 'uX(x)

21n

—ulzo)2
<Z/ /2 (n+1) ][QB ][QB 2 n(l 2)2” dNX(fL'l) d,UX(l‘Q) dyd/,bx(;p)
NZ/ ][23 ][QB it 5'321 ;116519)62)' dpx (x1) dpx (x2) dux ()

_ 2
NZ/ ][ ) 1u($2)| dpx (w1) dpx (w2).
Bl 28, 277079

The bounded overlap property of the balls 2B; ,, for a fixed n € Z gives us

2
u(z1) — u(z
/ LipEu(2)? dpta (2 /][ ) 1,( 2) dpx (1) dpx (z2).
An $2 21— n 2 n( a)

It follows that

LipEu(z 2d Z u(zy) = (x2)|2d (1) dux (x2)
7. p fa(z Blag.2'n) o—n(1—a) Hx\T1) apx (T2

= HuHBgVQ(X)’

where the last comparison is from [19]. From the above we also get the reverse
estimate of (4.7):

Ghudpa < Cllullyy - (45)
Z+ ’
Recall that 0 = 15—“ Finally, it remains to show that TEu = u px-a.e. in X. As
from the discussion at the beginning of the proof, we know that for ux-a.e. r € X
we have that lim,_,o+ Eu(z,y) = v(x) exists and is the trace T Eu of Eu given by
the condition that

lim |Eu — v(x)|dug = 0.
r=0%J B((2,0),r)NZ4
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Moreover, by the fact that u € L (X), we can also ensure that px-a.e. z € X

loc

is a px-Lebesgue point of u. Let z € X be both a px-Lebesgue point as well as
satisfying the above condition on v(z). The goal here is to show that v(z) = u(x).
To this end, let y > 0; then

Eu((z,y)) — u(x) = ) _[up,, —u()] din(y)-

i,n

Observe that ¢;,(y) # 0 only when the radius of B;, is comparable to y and its
center is at a comparable distance from (z,y) as well. Therefore

Bu((w.9) — u(@)] <€ 3 (][

:C][ lu —u(x)|dux — 0asy— 07,
B((2,0),Cy)

lu — u(z)] dux) Gin(y)

B((2,0),Cy)

It follows that v(z) = u(x), completing the proof. O

The following is a type of gluing lemma that allows us to combine a Newton-
Sobolev function on Z; with a Newton-Sobolev function on Z_ := X X (—00,0) to
obtain a Newton-Sobolev function on Z = X x R.

Lemma 4.3. Let T be the trace operator on DV2(Z.) and T be the trace operator
on DY2(Z_). Suppose u € DY2(Z,) and v € DY?(Z_) such that Tyu(z) = T_v(x)
for ux-a.e. x € X. Definew : Z — R by

u(z,y) ify>0,
w(z,y) = Tru(x) ify=0,
v(z,y) if y < 0.

Then w belongs to DY2(Z).

Proof. Let f =T, u. Then from Proposition 4.2 we know that f € BSQ(X); we set
wo on Z by
Ef(x,y) if y >0,
wo(z,y) = f(z) ify=0,
Ef(x,—y) ify<O.

Then from the properties of Ef obtained in the proof of Proposition 4.2 and from
Lemma 3.1 we know that wg € D'?(Z). By the local nature of minimal 2-weak
upper gradients, it follows that with g the minimal 2-weak upper gradient of Ef,
we have that go(z,y) = g(x,y) when y > 0 and go(x,y) = g(x, —y) when y < 0 is
the minimal 2-weak upper gradient of wg in Z.

Now, consider ¢ := w — wy. Then Ty = 0 =T_¢. Note that p|z, € DV*(Z,)
and ¢|z_ € D%?(Z_). Hence from [7], elz € DY%(Z,) and p|— € DY(Z_). We
now show that the zero extension of @\Z to Z is in DY2(Z). Indeed, if g € L*(Zy)
is an upper gradient of 90|Z and « is a non-constant compact rectifiable curve in Z
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with end points denoted x and y, then if both x,y € Z_, we have that <p|z(y) =
0= @|Z(az) and so the upper gradient inequality is satisfied by the pair @\Z, g with
respect to v. Hence, without loss of generality, we may assume that x € Z,. If ~ lies
entirely in Z, then again the above pair satisfies the upper gradient inequality with
respect to «v. If v intersects both Z, and Z_, then by breaking ~ into two subcurves
if necessary, we may assume that y € Z_. Now let 3 be the largest subcurve of v
beginning at = and lying entirely in Z,, and let z € X x {0} be the end-point of
8. Then the closure of the path 8 has z as its terminal point, and this compact
path, also denoted 3, lies entirely in Z,. Therefore the pair 90|Z, g satisfies the
upper gradient inequality with respect to §. Since ¢|7(2) = ¢4(2) =0 = ¢+ (y),
with g, the zero-extension of g to Z, it also follows that ¢, g, satisfy the upper
gradient inequality on the subcurve of v left-over from 5. Hence ¢4, g+ satisfy the
upper gradient inequality on ~ itself. It follows from the arbitrariness of + that
g+ € L*(Z) is an upper gradient of ¢, that is, p, € DV2(Z). A similar argument
gives that ¢_ € DV2(Z). Therefore ¢ = ¢, + ¢_ lies in DV?(Z). Finally it follows
that w = ¢ +wg € DY?(Z), completing the proof. O

5 Existence and uniqueness of Cheeger-Harmonic Ex-
tensions

Given a bounded domain  C X, let us denote
Uog=2,UZ_U(Q x{0}).

Given a function f on X, we want to consider the Cheeger harmonic solutions to
the Dirichlet problem in Ug with boundary values f on 0Uqg = (X \ Q) x {0}. That
is, we want to find a function u € D1?(Ug) such that

Aqu=0on Uqg with Tu= f on (X \ Q) x {0}. (5.1)

Here, A, is the infinitesimal generator on Z associated with the Cheeger differential
structure constructed in Subsection 3.2 above. Observe that the first condition
above is equivalent to knowing that whenever h € DY?(Uq) with compact support
in the domain Ugq, then as pq(Z \ Ug) = 0 and by Lemma 4.3, we have

€2 (u, h) = / (Dat(2.9), Dah(z,9)) 0.y dpta(2,5) = 0. (5.2)
Uq

Here D, is the tensor product of the Cheeger differential form Dyx on X and the
Euclidean differential form on R, see Remark 3.10 above.

Observe that a function u that satisfies (5.1) as above for all compactly supported
h € DY2(Uq) also is a minimizer of the Cheeger energy in the following sense: for
each v € DV2(Z) such that v = u outside a compact subset of Ug, we have

EZ (u,u) < EZ(v,v). (5.3)

Remark 5.1. Combining the construction of the Cheeger differential structure D,
from Subsection 3.2 and Lemma 3.11 tell us that a Cheeger harmonic function «
in U is a quasiminimizer in the sense of [27], and so is necessarily locally Holder
continuous on U, and if it is non-negative, then satisfies a Harnack inequality also.
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Theorem 5.2. Suppose that Q C X is a bounded domain with px(X \ Q) > 0.
Then, there exists a linear extension operator H : BS’Q(X) — DY2(Z) such that
ug = H f is the unique Cheeger harmonic function in Ug with Tu = f on 0Uq for
every f € Bg7Q(X). Moreover ||H f|loc < || fllooc whenever f is bounded.

Proof. Fix [ € Bg,Q(X ). Let us consider the minimization problem

Epin = inf £Z(v,v), (5.4)
veA

where the class of admissible functions A consists of functions u € D1?(Z) such
that Tu = f on OUqg. We know that the infimum above is finite as we can extend
symmetrically the extension F f given by Proposition 4.2 to Z_, see also Lemma 4.3.
Let {ug}r be a minimizing sequence for (5.4). Let us start by considering the case
|f] <1 at every point. In this case, we can assume without loss of generality that
also |ug| < 1 everywhere as truncation to interval [—1,1] can only decrease the
energy &, (ug, uk).
Next we prove that

5aZ(uk—ul,uk—ul)—>0 as  k,l — oo.

Let uy; = %(uk +1;). Notice that uy ; satisfies also the boundary condition T'uy; = f
as Tup = Tu; = f. By the triangle inequality,

EZ (wppyuny) < 3 (EZ (wky ur) + EZ (w,wy)) -

Thus we can conclude that EGZ(ukyl,uM) — Emin as k,l — oco. Now it follows by
the parallelogram identity that
lim Eaz(uk — Up, U — ul) = lim (QSaZ(uk, uk) + QSaZ(ul,ul) — 45a(ukyl,uk7l)) = 0.
k,l—o0 k,l—o00
By assumption, px (X \€) > 0. Hence for sufficiently large balls B C Z centered
at a point in © x {0} we have ux (BN (X \Q)) > 0. If X is unbounded, we can in
addition consider a ball B C Z centered at X x {0} and with large enough radius so
that ux (BNQ x {0}) < 2ux(BNX x {0}). Either way, we see that for sufficiently

large balls B we have from Lemma 3.3 that Capy(B N {ug —u; = 0}) > Cp for some
Cp > 0 that is independent of k,I. Therefore by (2.3), we have

/ |(ug, — w) P < Cp / |Doug — Dowg|*dpig — 0 as k,1 — oo.
B B

As the above inequality holds for all large enough balls, this implies that there exists
a limiting function uy € D'?(Z) such that u, — us in L} (Z). This limit is obtained
as follows. For each ball B C Z centered at a point in (z,0) € Z with a fixed choice
of z € 2, we have uy, — uy in NV?(B), and as up, — Ef € N&’2(§ﬂ(ZiUQ x{0})), it
follows from the Banach space property of N?(BNZy) that uy—Ef € NY2(BNZy).
As this happens for all balls B, it follows that pointwise px-a.e. we have Tuy = f
as given by (2.6).

As {EZ (uy,us)} converges to the minimum and Tuy, = f on OUq, the function
uy is the unique global minimizer of (5.4). To see the uniqueness of the minimizer,
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suppose that v € D12(Z) is also a solution. Then, as u = v = f on OUq, it follows
that £Z (uy,us) = EZ(v,v). Therefore,

EZ(us —v,uy —v) = 287 (ug, up) — 287 (ug,v) = 262 (up,up —v) = 0,

the latter equality following from the Euler-Lagrange formulation that equate mini-
mization of the energy £ with Definition 2.6. It follows from the Poincaré inequality
that uy — v is a constant on Z. Since Tuy = Tv = f on X \ {2 and the 2-capacity
of X \ Q is positive (see Lemma 3.3), it follows that us = v, that is, the solution is
unique.

We set Hf = uy. As a minimizer of (5.4), us is a Cheeger harmonic function in
the sense that it satisfies (5.2) in Ug. For unbounded and nonnegative f, we define
the extension operator as

Hf =Y Hf,
k=0

where fr = max{min{f — k,1},0}. Observe that

oo
EL(Hf Hf) =) 5 (H fi, Hfr).

k=0
Then for general f € BZ’Q(X), we set Ef = Eft — Ef~, where f* and f~ are
the positive and negative parts of f. As linear combinations of Cheeger harmonic
functions are also Cheeger harmonic, this construction leads to Cheeger harmonic
extensions of f, which are the unique global minimizers of the energy (5.4). Note
that

ELH(HI Hf) =€ (HIY HfT) + X (Hf ™ Hf).

O]

Proposition 5.3. The extension given by Theorem 5.2 is symmetric, namely we
have u(x,y) = u(z, —y) for every (z,y) € Z.

Proof. Let u be a minimizer of (5.4). Let us define

i(e,y) = 5 (u(,y) + u(z, ~y)

As u(z, —y) has the same trace as u(z,y) on X \ Q, we have Tu = f(z) for almost
every € X\ and thus u satisfies the trace condition for the minimization problem.
By the inner product structure of the energy, we see that

ga(av ﬁ) S %(ga(u(x7y)?u(x7 y)) + ga(u(x7 —y),u(a:, _y))) = Sa(“’? u)

and the equality holds only if D,u = D,u pg-almost everywhere, which implies that
u = u and thus u is symmetric. ]
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6 Cheeger Harmonic Solution in Uy C Z

Theorem 6.1. Suppose f € B2972(X) N L%(X) such that f is a solution to the
Dirichlet problem (—Ax)?f =0 on Q. Define the function @ by i(x,0) = f(x) and
w(z,y) = o f(x, ly|) when y # 0, where I, f is defined in (2.15). Then u is Cheeger
harmonic in Ug.

Proof. Sinceu € DY2(Z,) by Proposition 2.14 and as  is obtained by reflection with
the same trace, then @ € Nllo’f(Z ). Fix a compactly supported Lipschitz function h
in D2(Ug). Let € > 0 small enough such that {|y| < ¢} Nsupp(h) CC Q x R. By
Lemma 3.11 and integration by parts, we have

/ (Dau(,y), Dah(,y)) (2,y) dlta = / (Dxt, Dxh) + (Oyt, Oyh)djiq
UQ UQ

/ —(Axii, h) + (9, i, O, h)dpta — / ~(Axii, h) + (0,1, yh)djta
Uq Uan{ly|>¢}

+ / (A, h) + (D1, yh)dptg = T+ J.
Uo{lyl<e}
A straightforward computation shows that
- | (D) + (D0, 0,1y dp
Uan{ly|>e}
~ a ~ a
-/ ~(Axh) = (50, + 8y)h)dua + 1910, u b dpiq
Uan{ly|>e} Yy dUan{lyl>})
2 [ [y1°0,u b djux.
(QxR)N{y=¢}

Thanks to [3, Lemma 3.1] we have

201
lim 27 1(0)

Jim, _m /); yaayuqb d/LX = 59(f7 ¢),

that vanishes by assumption, for each ¢ € L%(X)N Bg2 (X). The claim then follows
for Lipschitz h since dominated convergence gives h(-,y) — h(-,0) in LQ(X)ﬂBgQ(X)
as y — 0, and since the argument in [3, Lemma 3.1] shows that y®dyu is uniformly
bounded in the dual of L? N B2972. Therefore lim._,qg I = 0. Moreover, by the proof
of [3, Lemma 3.1], Ax@ and @, are locally integrable in Z \ {t = 0}, then we have
lim.,oJ =0. O

7 Proof of the Main Theorems

We now collect tools from earlier in the paper to prove the main theorems.

Proof of Theorem 1.1. Let f € Bg’Q(X) such that E(f, f) is finite, and set s to be
the collection of all functions h € BgQ(X) such that h = f px-a.e. in X \ Q. Then
Ky is a convex subset of BSQ(X ). Moreover, if (f)r is a sequence from Ky such

38



that fi, — foo in L?(2), then the extension of f., by f to X \ €, also denoted fuo,
satisfies Eo(f, f) < liminfy, E(fx, fx). It follows that fo, € Ky provided the limit
inferior is finite. Let

I:= inf{é’g(h, h) :he ]Cf}

If I = 0, then necessarily f is constant on X \ , and then the extension of f to
2 by that constant yields the desired solution. Hence without loss of generality we
may assume that I > 0.

As I < &(f, [), it follows that I is finite. Let hy € Ky be a corresponding
minimizing sequence. Without loss of generality we may assume that Eg(hg, hy) <
21. Tt follows that Ey(hy— f, hp—f) < 6I1+E(f, f) < co. Then as hy—f = 0on X \Q
and so belongs to L?(X) as well, by Proposition 2.11 we know that the sequence
(hx—f) is bounded in the Besov seminorm as well; ||hk’_f||233 LX) < C6I4+&(f, f))-

As [ € B3 5(X), it follows now that [[hi[[%e o < C(61+Eo(f,.1) + 1% .
2,2 2,2
For each positive integer k consider the function vy on X x X given by v (z, w) =

hi(x) — hg(w). Then, equipping X x X by the measure v given by

1

dl/(CE, w) = d(CL‘, U])QHHX(B(SU, dx (l‘, U}))) d,UfX (x) dMX (U)),

we see that vy € L?(X x X,v) is a bounded sequence. Hence there is a function
Voo € L*(X x X, v) such that (a convex combination of) v — v in L?(X x X, v).
By passing to a subsequence if necessary, we may also assume that this convergence
is v-almost everywhere as well (and hence, px X px-almost everywhere as well).
Note that if both z,w € X \ Q, then v (z,w) = f(x) — f(w). If z € Q and
w € X \ Q such that veo(x, w) = limy vg(x, w), then voo (2, w) = limg hx(x) — f(w),
and so we set hoo to be the function on X given by hoo(z) = f(z) when x € X \ Q
and hoo () = voo(z,w) + f(w) with w € X \ Q as chosen above. With the aid of
Fubini’s theorem, we know that for px-almost every x € Q we can find w € X \ Q
such that v (x, w) = limg vg(z, w). Thus he is well-defined. Moreover, the function
X X X 3 (z,w) = hoo(x) — hoo(w) is the function v, and so he € Bng(X)7 with
hoo = f px-a.e. in X \ Q; that is, hoo € K. The above argument also shows that
hy — heo in L7, (X) (and indeed, hj, — hoo — 0 in L?(X) as  is bounded). Finally,
by the lower semicontinuity and the bilinearity of £, we see that

1< E9(hooy hoc) < limin (i, he) = 1,

and so hs is the desired solution. ]

Proof of Theorem 1.2. Let f be as in the statement. Then T1l,f = f on X where
II,f is as in (2.15). We will denote the reflection of II,f along X by setting
I, f(x,—y) := U, f(x,y) for y > 0. Then, by Theorem 6.1, we know that II,f
is Cheeger harmonic in Ug and therefore is a quasiminimizer in the sense of [27].
Hence 11, f is locally Hélder continuous on Ug and hence necessarily also on € x {0}.
As TTl, f = f, it follows that f is locally Hélder continuous on §2. O

Now we are ready to prove the final main theorem of the paper, Theorem 1.3.
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Proof of Theorem 1.3. We know from Theorem 1.1 that given f € 3372()() NL%(X)
that there is a function fy € Bga(X) N L?(X) such that fo = f in X \ Q and fp is
a solution to the problem (1.2). So let f simply denote such a solution.

Consider H f, the solution to the Dirichlet problem on Uy with boundary data
f, as constructed in Theorem 5.2, and the function II,f on Z as in Theorem 6.1
above. Then both Hf and II,f are Cheeger 2-harmonic in Uqy with trace f on
U = (X \ ) x {0}, and so by the uniqueness of such solution as shown in the
proof of Theorem 5.2, we obtain that II,f = H f, and so H f is the unique solution
to the Dirichlet problem studied.

The maximum principle follows immediately if esssup,,cx\of(w) = oo, and so
we may assume without loss of generality that this supremum is finite. Setting

M = esssup,,e x\o.f (W),

the Markov property of & implies that Ey(min{f, M}, min{f, M}) < E(f, f) with
min{f, M} = f px-a.e. on X \ Q; thus min{f, M} is a solution. By the uniqueness
of the solution, it follows that min{f, M} = f on X, thus proving the maximum

principle. The strong maximum principle follows from the analogous principle for
Hf in Ug upon noting that (X \ Q) x {0} = 9Uq, see [27]. O

The three main theorems together demonstrate the existence, uniqueness, and
regularity of the solution to the Dirichlet problem related to the fractional Laplacian
on X.
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