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Abstract

We present the current state of models for the z∼ 3 carbon monoxide (CO) line intensity signal targeted by the CO
Mapping Array Project (COMAP) Pathfinder in the context of its early science results. Our fiducial model, relating
dark matter halo properties to CO luminosities, informs parameter priors with empirical models of the galaxy–halo
connection and previous CO (1–0) observations. The Pathfinder early science data spanning wavenumbers
k= 0.051–0.62Mpc−1 represent the first direct 3D constraint on the clustering component of the CO (1–0) power
spectrum. Our 95% upper limit on the redshift-space clustering amplitude Aclust  70 μK2 greatly improves on the
indirect upper limit of 420 μK2 reported from the CO Power Spectrum Survey (COPSS) measurement at
k∼ 1Mpc−1. The COMAP limit excludes a subset of models from previous literature and constrains interpretation
of the COPSS results, demonstrating the complementary nature of COMAP and interferometric CO surveys. Using
line bias expectations from our priors, we also constrain the squared mean line intensity–bias product, � §Tb 2 
50 μK2, and the cosmic molecular gas density, ρH2< 2.5× 108MeMpc−3 (95% upper limits). Based on early
instrument performance and our current CO signal estimates, we forecast that the 5 yr Pathfinder campaign will
detect the CO power spectrum with overall signal-to-noise ratio of 9–17. Between then and now, we also expect to
detect the CO–galaxy cross-spectrum using overlapping galaxy survey data, enabling enhanced inferences of
cosmic star formation and galaxy evolution history.

Unified Astronomy Thesaurus concepts: CO line emission (262); Cosmological evolution (336); High-redshift
galaxies (734); Molecular gas (1073); Radio astronomy (1338)

1. Introduction

Line intensity mapping (LIM) surveys propose to map 3D
fluctuations in integrated redshifted spectral line emission across
large cosmological volumes (see reviews by Kovetz et al.
2017, 2019). These survey designs generally focus on statistical
measurements of the line emitters as a whole, including faint
populations of galaxies that cannot be detected in isolation but

may be inferred in aggregate. Investigating what measurements
and inferences this perspective enables, previous literature has
studied the potential of high-redshift LIM with carbon monoxide
(CO) lines for over a decade (see, e.g., Righi et al. 2008; Visbal &
Loeb 2010; Lidz et al. 2011; Visbal et al. 2011; Pullen et al. 2013;
Li et al. 2016; Padmanabhan 2018; Moradinezhad Dizgah &
Keating 2019; Sun et al. 2019; Yang et al. 2021, 2022).
The history of direct power spectrum measurements of CO

intensity is somewhat shorter, as surveys like the CO Power
Spectrum Survey (COPSS; Keating et al. 2016) and the
Millimeter-wave Intensity Mapping Experiment (mmIME; Keat-
ing et al. 2020a) have only begun to publish results relatively
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recently. Both of these surveys leverage community instruments
to make interferometric measurements of the CO line intensity
field over fields of ∼10–100 arcmin2 (∼10−3–10−2 deg2), with
both claiming measurements of CO power slightly beyond a 2σ
level of significance. In addition to the CO auto-spectrum
measurements from COPSS and mmIME, Keenan et al. (2022)
demonstrated the feasibility of cross-correlation between COPSS
data and galaxy surveys, placing an upper limit on the CO–galaxy
cross-spectrum. However, neither COPSS nor mmIME probes
sufficiently large scales to constrain CO fluctuations shaped by
clustering, instead measuring the shot noise chiefly expected to
arise from the stochastic bright end of the luminosity func-
tion (LF).

Results from the first observing season (Y1) of the CO
Mapping Array Project (COMAP) Pathfinder (Cleary et al.
2022), the first instrument specifically designed for single-dish
CO LIM, provide the first direct constraints on the clustering
component of the high-redshift CO line intensity power
spectrum. COMAP Pathfinder observations at 26–34 GHz
measure CO (1–0) (rest frequency 115.27 GHz) at
z= 2.4–3.4 in three fields of 4 deg2, allowing characterization
of larger transverse scales than with previous interferometric
LIM surveys. Other papers associated with these results17

describe the instrument (Lamb et al. 2022), data processing and
mapmaking procedures (Foss et al. 2022), and power spectrum
methodology and results (Ihle et al. 2022). This paper aims to
convert these measurements into astrophysical inferences and
consider forecasts for the remainder of the initial 5 yr
Pathfinder campaign, with a separate paper by Breysse et al.
(2022a) considering potential realizations of COMAP beyond
the Pathfinder.

LIM surveys like COMAP tend to assume approximate
isotropy in the spatial structure of line emission across the
survey volume and so report the spherically averaged power
spectrum across comoving wavenumber k. The clustering
component of this power spectrum, proportional to the first
moment of the LF, traces the large-scale structure underlying
the CO emitters and dominates at low k. The (independent)
shot-noise component, proportional to the second moment of
the LF, describes scale-independent fluctuations arising from
the Poisson statistics of line emitters and dominates at high k.
Due to how each component relates to the CO LF, shot-noise
measurements probe CO stochasticity and bright emitters, but
clustering measurements are less skewed toward the bright end
of the LF, meaning they will be more sensitive to the properties
of faint emitters. We expect COMAP Pathfinder results to be
significant in this context because our high-sensitivity instru-
mentation is purpose-built for CO LIM and enables access to
large angular scales unavailable to COPSS or mmIME, thus
allowing measurements of the power spectrum at clustering-
dominated ranges of k previously inaccessible to CO LIM
surveys.

While current COMAP Pathfinder measurements are con-
sistent with white noise and thus provide an upper limit for
the spherically averaged CO power spectrum P(k) at k∼
10−1 Mpc−1, several years remain in the observing campaign,
during which we anticipate a detection based on previous
models in the literature. Furthermore, members of the COMAP
collaboration have worked on updating our own fiducial CO
models and expectations for LF and molecular gas density

constraints at the conclusion of the COMAP Pathfinder survey.
In this context this paper aims to answer questions about the
COMAP Pathfinder campaign following Y1 and early science
verification:

1. What inferences do our early science verification data
enable about the z∼ 3 CO (1–0) power spectrum and
molecular gas abundance?

2. Given early science sensitivities and updated z∼ 3
models, what are our present expectations for constraints
on these same quantities, and others like the CO LF, at
the end of 5 yr of COMAP Pathfinder observations?

We organize the paper as follows. In Section 2 we outline
our fiducial model for CO emission at z∼ 3, chiefly in
comparison to the model of Li et al. (2016) and to
observational results. Then, in Section 3 we consider implica-
tions of the current COMAP Pathfinder P(k) limit in relation to
other models and observational results in the literature. Finally,
in Section 4 we outline simulated constraints of our new CO
model based on expected 5 yr results from the COMAP
Pathfinder, before outlining overall conclusions in Section 5.
Unless otherwise stated, we assume base-10 logarithms and a

ΛCDM cosmology with parameters Ωm= 0.286, ΩΛ= 0.714,
Ωb= 0.047, H0= 100 h km s−1Mpc−1 with h= 0.7, σ8= 0.82,
and ns= 0.96, to maintain consistency with previous COMAP
simulations (Li et al. 2016; Ihle et al. 2019). The cosmology is also
broadly consistent with 9 yr WMAP results (Hinshaw et al. 2013).
Distances carry an implicit h−1 dependence throughout, which
propagates through masses (all based on virial halo masses,
proportional to h−1) and volume densities (∝ h3).

2. Devising a Model for CO at Redshift 3

As we discussed in Section 1, substantial astrophysical
literature over the past decade has formulated models for the
line emission fluctuations probed by CO LIM, some of which
we will consider later in this paper in relation to COMAP
Pathfinder observations. While a detailed examination of these
prior models is not within the scope of the present work, we
distinguish two general approaches to dark-matter-halo-based
models of CO fluctuations, as follows:

1. Indirect models of the halo–CO connection via inter-
mediate properties: These models connect the mass
distribution of dark matter (DM) halos to a different
property like star formation rate (SFR) or infrared
luminosity (usually as a proxy for SFR), often but not
necessarily through simulations or abundance matching.
This intermediate property then relates to CO luminosity
via simulations or fits to data. This group includes the
models of Pullen et al. (2013), which make use of an
empirical relation from Wang et al. (2010) between CO
luminosity and bolometric far-infrared luminosity, and
the model of Li et al. (2016), which instead uses a CO–
SFR relation derived in part from empirical correlations
described by the review of Carilli & Walter (2013). (This
group therefore also includes the modification of this last
model by Keating et al. 2020a, which replaces the Carilli
& Walter 2013 relation with results from Kamenetzky
et al. 2016).

2. Direct models of the halo–CO connection, motivated by
observed CO emitter abundances: The recent emergence
of direct constraints on the high-redshift CO LF now

17 Beyond CO LIM, see also early results from continuum observations
composing the COMAP Galactic Plane Survey (Rennie et al. 2022).
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enables direct abundance matching of such measurements
to the halo mass distribution to obtain a halo model for
CO emission. Padmanabhan (2018) first undertook
formulation of a model of this kind applicable at z∼ 3
(using data compiled across a wide redshift range), and
the present work now aims to follow this approach also
(albeit only for CO (1–0) at z∼ 3).

Previous forecasting efforts for COMAP have used the
fiducial model of Li et al. (2016). Since then, we have gained
new insight into CO (1–0) emitters at high redshift through two
important surveys: the CO Luminosity Density at High
Redshift survey (COLDz; Riechers et al. 2019), which provides
the strongest constraints on the CO (1–0) LF at z= 2–3 to date;
and COPSS (Keating et al. 2016), which made a tentative
detection of shot-noise power from small-scale CO fluctua-
tions. Other surveys such as the aforementioned mmIME, the
ALMA SPECtroscopic Survey (ASPECS) in the Hubble Ultra
Deep Field, and the Plateau de Bure High-z Blue-Sequence
Survey 2 (PHIBBS2) lend insight into emission in higher-J CO
lines at these redshifts (Decarli et al. 2020; Keating et al. 2020a;
Lenkić et al. 2020).

Here we present a new fiducial model that takes into account
the COPSS and COLDz measurements—as well as priors from
empirical models of the halo mass–SFR relation and the SFR–CO
luminosity relation already used in Li et al. (2016)—and uses a
double power-law parameterization modified from Padmanabhan
(2018) (removing redshift dependence18). The new parameteriza-
tion models the halo mass–CO luminosity relation with greater
flexibility and directness compared to Li et al. (2016).

We first provide an overview of the parameterization in
Section 2.1 and then present priors on the model parameters in
Section 2.2. An additional aspect of our model is a basic treatment
of line broadening, as described in Section 2.3, which is highly
approximate but acceptable when considering the sensitivity
expected especially from our early data. Only after laying this
groundwork can we discuss our procedure for inferring parameter
constraints from COMAP Pathfinder measurements in Section 4,
through Markov Chain Monte Carlo (MCMC) runs using our
fiducial parameterization and priors to inform forward models of
one- and two-point statistics.

2.1. Fiducial Parameterization of the Halo–CO Connection

The double power-law parameterization of the halo mass–CO
luminosity relation L(Mh) approximates the composition of a series
of scaling relations connecting halo mass Mh to CO luminosity L
or LCO similar to the series considered by Li et al. (2016).

1. As in Li et al. (2016), we consider a single power law
relating IR luminosity and CO luminosity:

B C� a �L Llog log , 1IR CO ( )
where for CO (1–0)

� q
a� �L

L
L

4.9 10 K km s pc . 2CO 5 CO 1 2 ( )
:

This form of scaling relation is commonly fitted to
observational data in the literature (see, e.g., the reviews

of Solomon & Vanden Bout 2005; Carilli &Walter 2013).
Li et al. (2016) found values of α anywhere between 1.00
and 1.37 from the high-redshift CO studies available at
the time of that work.

2. We also relate IR luminosity to SFR as in Li et al. (2016):

⎜ ⎟⎛⎝ ⎞⎠E� q
�

�

M
L
L

SFR
yr

10 , 3
1 MF

10 IR ( )
: :

for some coefficient δMF whose value depends on the initial
mass function (IMF). This is set to 1 in Li et al. (2016), but
we refer the reader to reviews by Calzetti (2013), Casey
et al. (2014), and Madau & Dickinson (2014) for more
information about the IMF dependence of this SFR
calibration in the style of Kennicutt (1998).

3. The UniverseMachine (UM) framework of Behroozi et al.
(2019) models the average SFR for a star-forming galaxy
hosted in a halo with maximum circular velocity at peak
halo mass vMpeak as

⎜ ⎟

⎡⎣ ⎛⎝ ⎞⎠⎤⎦⎥
�

H
E

� §
�

�

� �

B C�

v

M v v

v

SFR

yr
1

exp
log
2

, 4

MSF

1

2

2

peak

UM UM

( )

( )

:

where

�
�

v
v

V km s
. 5

M

1
peak

[ ]
( )

(Note that we have added “UM” subscripts to α and β from
Behroozi et al. 2019, denoting that these are UM
parameters, to avoid confusion with α and β from Li
et al. 2016.) This is a double power law with a Gaussian
component added to it. However, here we assume that the
effect of the Gaussian component is negligible (i.e., γ≈ 0)
and consider only the double power-law component. The
above equations are for the star-forming galaxy population
rather than the quenched population, but according to the
model of Behroozi et al. (2019), the latter is a small enough
portion of galaxies at the redshifts we probe that we do not
consider it for this exercise.

4. Behroozi et al. (2019) also provide a relation (although
approximate) between peak halo mass (which for these
redshifts is essentially the same as halo mass) and vMpeak:⎡⎣⎢ ⎤⎦⎥� �

�
v M

M
M a

200 km s , 6M h
h1

200 km s

0.3

peak
1

( ) ( )
( )

( )

where a= 1/(1+ z) is the scale factor at redshift z and

�
q

�� �
�M

M
a a

1.64 10
0.378 0.378

. 7200 km s

12

0.142 1.79
1

( ) ( )
( ):

Across all of these relations, we can in principle list the
independent parameters {α, β, δMF, ò, αUM, βUM, V}. However,
many of these are degenerate in the context of CO LIM data, and
for our analyses it makes more sense to deal with combinations of
these parameters, in a simplified reparameterization.
If we make the assumption that α is close to unity, or at least

B 1� and B 1� —which seems a justifiable one, given that the
prior on this parameter in Li et al. (2016) was α= 1.17± 0.37
—then we can collapse all of the above scaling relations into a

18 Whereas Padmanabhan (2018) sought to model CO over a broad redshift
range of z ∼ 0–3, we concentrate on a narrower range where redshift evolution
is expected to be much less significant. Therefore, a redshift-dependent
parameterization would complicate the model for little benefit.
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single L’CO(Mh) relation (which then exactly corresponds to the
intrinsic LCO via Equation (2)) with four free parameters:

a
�

�
w

��

L M C
M M M M

C
m mK km s pc

. 8h

h
A

h
B A B

CO
1 2

( )
( ) ( )

( )

Additionally, we assume that there is some lognormal scatter σ
(in units of dex) about this relation, which is taken to be the
(linear) mean at fixed halo mass.

Note also that α does not need to be exactly 1, i.e., the CO–
IR or CO–SFR relation does not need to be exactly linear, for
Equation (8) to be a reasonable approximation to (even if not
an exact description of) the true composition of
Equations (1)–(7). With α= 1 the true composition will clearly
deviate somewhat from our simplification, but principally
around Mh=M and not so much for Mh = M or Mh ? M. In
any case, our simplification is flexible enough to reflect highly
nonlinear trends of CO emission against other properties. This
is important because simulations and observational analyses
continue to explore the complex environmental factors and
physical processes that drive CO emissivity (or lack thereof)
relative to H2 content in molecular clouds and galaxies and thus
determine the physical interpretation of CO LIM observations
(Li et al. 2018; Gong et al. 2020; Inoguchi et al. 2020; Keating
et al. 2020b; Madden et al. 2020; Seifried et al. 2020; Breysse
et al. 2022b).

2.2. Priors from Previous Models and Observations

We want to formulate a set of priors for our model
parameters for two reasons. The first is that they serve as a
range of fiducial expectations for forecasting the CO signal at
this relatively speculative time. The other is that they will serve
as the ground level for Bayesian inferences from COMAP data.

The details of these priors are somewhat ancillary to the
primary results of this work, and so they are discussed largely
in Appendix A. However, we present a broad overview in
Figure 1. In short, we begin with one of three possible sets of
initial priors on our CO model parameters (“flat,” “UM,”
“P18”) and then condition these priors on either the COLDz LF
constraints alone or both the COLDz constraints and the
COPSS P(k) measurement. These posterior distributions,
obtained via MCMC, then act as data-driven priors for

COMAP and can be conditioned on COMAP data at some
later date to yield updated posterior distributions.
The data-driven priors can also be used to generate analytic

estimates for the real-space P(k) at z∼ 2.4, the central redshift
for the COLDz observations. The lim package19 can generate
P(k) estimates for every sample of each MCMC. We use a
minimum halo mass of 109Me for CO emission in these
calculations, but as our models strongly favor a steep
superlinear faint-end power law for L(Mh) (i.e., A<−1),
shifting the minimum halo mass up to 1010Me has minimal
effect on our predictions, including for P(k). We therefore use
the higher minimum mass for the remainder of this work, as it
matches the value used in our previous fiducial model devised
by Li et al. (2016) and as the cosmological simulations we use
for simulated COMAP inferences in Section 4.2 will only
resolve halos with mass ∼1010Me (reproducing correct
statistics for halos with Mh> 2.5× 1010Me).
We plot the 68% credibility intervals in Figure 2 alongside

both the model of Li et al. (2016), which previously acted as
the fiducial model for COMAP simulations, and observational
LIM results from COPSS and mmIME. The COPSS result is in
some tension (≈2σ–3σ) with our other priors, as are the
mmIME estimates (≈1σ–2σ). One proposition by Keating et al.
(2020a) was that clustering could contribute significantly to the
COPSS measurement and thus the best estimate for the shot-
noise power spectrum should be adjusted down to
2.0 + 1.1

−1.2 × 103 h−3 μK2Mpc3. We discuss the balance of
clustering versus shot noise for the CO power spectrum further
in Section 3.2, in the context of current COMAP constraints.
There is one caveat related to this tension that we should

consider about our data-driven priors. At present, surveys like
COLDz principally constrain CO emitter abundances around or
above the knee of the LF and do not meaningfully constrain the
faint-end slope of the LF. The COLDz data prefer neither a
positive faint-end slope that would suggest fewer faint CO
emitters nor a negative one that would suggest more faint
emitters. Splitting the difference necessarily results in a highly
tempered estimate of the total abundance of CO emitters and
thus a highly tempered estimate of the total CO power
spectrum.

Figure 1. Simplified, annotated graphical representation of the derivation of our model priors for the z ∼ 3 CO (1–0) L(Mh) relation, which is considered in much
greater detail throughout Appendix A.

19 https://github.com/pcbreysse/lim/tree/pcbreysse
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This tempered nature affects not only comparisons of our
data-driven priors with observational results but also compar-
isons with previous models informing some of our priors. The
best-fit model of Padmanabhan (2018), for instance, also uses
observational data to drive an abundance-matched L(Mh)
model. At z∼ 3 the principal driver is the COPSS data from
Keating et al. (2016), but in the form of constraints on the
Schechter parameterization of the CO LF. The prior on the
faint-end slope that Keating et al. (2016) used is loose but
asymmetric and does prefer negative values, and their overall
estimate of the LF knee lies higher in both abundance and
luminosity than the COLDz constraints. Thus, these data drive
the original model P(k) of Padmanabhan (2018) orders of
magnitude above our P18+COLDz model P(k), which the
COLDz data temper significantly.

One tempting resolution of the tension between our COLDz-
driven priors and the COPSS and mmIME results, then, is in
interpretation of results from CO line searches like COLDz as a
kind of lower bound when considering quantities that involve
the faint end of the LF, including the CO power spectrum. We
find this idea mirrored in the interpretation of ASPECS data by
Uzgil et al. (2019), who quoted a lower limit on the mean total
CO line temperature based on the individual line detections
from that survey. For ASPECS CO (2–1) detections, Uzgil
et al. (2019) were able to use CO–galaxy cross statistics with
external optically selected spectroscopic redshifts to constrain
the faint-end slope of the z∼ 1 CO LF. However, they elected
not to claim similar constraints for CO (3–2) at z∼ 2.5 owing
to potential unreliability of such constraints given the
percentage of ASPECS detections without matching optical
counterparts. Therefore, any clustering amplitude constraint
from direct detections depends strongly on the selection
characteristics. Since CO LIM surveys trade this dependence
away for the price of potential systematics and contamination,
the discrepancy between COLDz and COPSS could be
considered a natural result of these caveats.

It is, however, possible that the resolution of any tension
specifically involving the shot-noise-dominated measurement
of COPSS actually lies in a lower-abundance faint end of the
CO LF. If reweighted based on the COPSS measurement, the
COLDz LF Schechter parameter posterior would actually
weakly prefer larger positive values of the faint-end log-slope
of the LF. The Schechter function as used by Riechers et al.
(2019) models the CO emitter number density per log-
luminosity bin as proportional to a power law Lα

LF times an
exponential cutoff r �L Lexp( )* . Then, the shot noise is
proportional to the average integrated squared luminosity of the
emitters, which is roughly proportional to Γ(αLF+ 2). This
function reaches a local minimum at αLF≈−0.54 but will be
greater for lower or higher values of αLF. We can make sense
of this physically: a CO LF with fewer faint emitters and more
emitters near or above the knee—e.g., from low-mass halos
hosting low-metallicity systems with high CO dissociation
rates—leads to enhanced contrast of CO line intensity
fluctuations at small scales and thus a greater shot-noise
amplitude of the CO power spectrum. Without a clustering
measurement like COMAP, independent of both direct-
detection surveys like COLDz and shot-noise LIM surveys
like COPSS, we have limited ability to bound the faint end of
the CO LF from either below or above.
Ultimately, we drive our fiducial UM+COLDz+COPSS

estimate with the best and most relevant observational data
available, but this model is conservative by nature of the
COLDz data (which hold far higher total statistical weight than
the COPSS data). In future forecasting and forward models, we
should be entirely open to the possibility that faint CO emitters
are far more abundant—and thus that the integrated cosmic
average CO intensity is considerably higher—than direct CO
line searches suggest at the time of writing.
For now, reverting to the COMAP central redshift of z∼ 2.8,

we can identify specific parameter values to approximately
match the median P(k) and f(L’) values for each set of priors
(as shown in Figure 2 and Appendix A). This assumes that the
CO signal is relatively insensitive to cosmology and redshift
(within the COMAP survey range), which is true when
compared to our model uncertainties. We show the parameter
point estimates corresponding to each data-driven prior in
Table 1.

2.3. Incorporating Line Broadening

Not only are CO emitters not point sources, but their extent
in a data cube does not correspond to their extent in physical or
comoving space. Some of this is due to instrumental resolution,
but some of this is due to observations being in redshift space
rather than in real space. One key effect to consider are the

Figure 2. Predictions for the real-space P(k) of the CO (1–0) line intensity field
at z ∼ 2–3. Alongside our data-driven priors and their 68% credibility intervals
(solid lines and shaded areas bounded by dashed–dotted lines), we also show
predictions from Li et al. (2016) and the TNG300_2 model of B. Baumschlager
et al. (2022, in preparation; used by Silva et al. (2021) for forecasting
COMAP–HETDEX synergies), as well as results from COPSS (Keating
et al. 2016) and mmIME (Keating et al. 2020a).

Table 1
CO Model Point Estimates Based on Data-driven Priors

Point Estimates for:

Data-driven Prior A B Clog log M
M: σ

“flat+COLDz” −3.7 7.0 11.1 12.5 0.36
“UM+COLDz” −2.75 0.05 10.61 12.3 0.42
“UM+COLDz+COPSS” −2.85 −0.42 10.63 12.3 0.42
“P18+COLDz” −2.4 −0.5 10.45 12.21 0.36

Note. Values are determined at z ∼ 2.8 to match the median P(k) and LF values
from each data-driven prior. We indicate our fiducial choice in boldface.
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peculiar velocities of the gas within each galaxy—due both to
overall galactic rotation and to turbulent gas motion separate
from this rotation—which results in Doppler broadening of the
CO line emission.

Chung et al. (2021) provide some methods to account for
line broadening, providing an empirical line width model for
CO (1–0) under the assumption that CO emitters are rotation-
dominated, mostly disk-like sources. The inclination angle i of
each emitterʼs axis of rotation relative to the observer line of
sight is assumed to be random and independent, with a uniform
distribution of cosiä (0,1). Using this model, we set the
FWHM of the CO line profile for a host halo of virial mass Mh
to the circular velocity of the halo at the median inclination
angle of i= π/3. In this work, we use either numerical
calculations based on an analytic model or approximate N-body
simulations using the peak patch method (Stein et al. 2019) that
we consider further in Section 4.2. In both cases, the halo
maximum circular velocity is unavailable and we use the virial
velocity vvir instead. Chung et al. (2021) preferred the former
but compared using one versus the other and found the choice
to not affect results significantly.

The CO line FWHM estimated from the host haloʼs virial
velocity and randomized inclination is
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Here Δc is the spherical overdensity within the virial radius of
the halo, relative to the critical density of our cosmology. The
value used by Chung et al. (2021) is 180, whereas 200 is also
common (being historically considered canonical for a
cosmology with critical matter density—see White 2001, 2002).
This difference in Δc is of minimal concern, as the resulting
difference in v(Mh) is only a few percent.

When a forecast of only the spherically averaged P(k) is
required, a single Gaussian filter with an effective velocity
scale veff is sufficient to describe the smearing of the total CO
line intensity cube. This comes at the cost of some accuracy but
will bring significantly improved computational speed in any
contexts where the approximation is applicable. Including
adjustments for random inclinations, the appropriate effective
velocity given by Equation (46) of Chung et al. (2021) is
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where ¨� § wx dM dn dM xh h( ) .
As Chung et al. (2021) make clear, stark shortcomings in

approximating the effect of line broadening with only veff exist
in the context of projections made in the present work for
future analyses, which will deal not only with P(k) but also
with the voxel intensity distribution (VID). Therefore, in mocks
of the CO line intensity field using approximate N-body
simulations, we bin halos by virial velocity and broaden the CO

emission from each bin by its median velocity. We use the two-
tier approach outlined in Chung et al. (2021), which ignores
line broadening for halos below a certain mass whose line
profiles are not possible to resolve with the COMAP Pathfinder
science channelization of 32MHz (equivalent to ≈320 km s−1

in velocity space for 30 GHz observations). To recap the
procedure in full:

1. Divide the halos into a low-mass subset with
Mh< 1011Me and a high-mass subset with
Mh> 1011Me. The cut point is equivalent to vvir≈ 107
km s−1, so the low-mass subset includes all halos whose
CO line widths should span less than one-third of a
COMAP science voxel.

2. Generate a CO cube from the low-mass subset without
applying any Gaussian filters.

3. Divide the high-mass subset into 16 equally spaced linear
bins in virial velocity.

4. For each bin, generate a CO cube with a Gaussian filter
applied to approximate line broadening. The median
virial velocity across all halos within the bin sets the
Gaussian width. This results in 16 CO cubes, one for each
velocity bin.

5. Sum all 17 CO cubes, including the low-mass CO cube,
for the final simulated product.

Simulations by Chung et al. (2021) show that this approach
keeps P(k) within 10% of the reference simulation (using 64
bins in halo circular velocity) and the VID approximately
within Poisson error of the reference simulation. The increase
in time for the CO cube computation is around a factor of 30,
but the computation is still sufficiently fast when considering
the other steps involved in simulations such as power spectrum
evaluation. Thus, this will be our approach to simulating line
broadening for anything more complicated than simple P(k)
forecasts.
Note that we did not apply this correction above when

constraining our priors with observational results. First, the
COLDz data set used is of distributions of discrete emitters,
and our COLDz-based likelihood does not need models of any
line profiles. Second, the UM+COLDz+COPSS calculation
needs in principle to correct for the effect of line broadening on
the CO (1–0) power spectrum, especially as it will attenuate the
apparent power spectrum less for wavenumbers where
COMAP measures P(k) compared to COPSS. However, even
for COPSS the effect at k∼ 1 h Mpc−1 is typically ∼30% and
thus is subdominant to the overall uncertainty in the ∼2σ
COPSS P(k) result. Therefore, we err on the conservative side
and do not correct for line broadening in devising our priors.

3. Implications of COMAP Early Science Power Spectrum
Measurements

The present state of COMAP observations does not yet allow
for the kinds of analyses that we forecast in Section 4.
However, the P(k) result20 obtained by Ihle et al. (2022)

20 Strictly speaking, as Ihle et al. (2022) note in their Section 3.1, the result is
based on a pseudo-power-spectrum measurement and may have some residual
mode-mixing bias. However, their Figure 1 also shows that this mode-mixing
bias likely is a small effect (5%–30%) that enhances the pseudo-spectrum
relative to the true signal. The measurement obtained from this pseudo-
spectrum result should thus still be a valid, if possibly conservative, upper limit
on the true CO power spectrum.
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already has constraining power that strongly complements the
COPSS result. We do note that after the original analysis of
Keating et al. (2016), which essentially assumed the measure-
ment to be entirely shot noise dominated, Keating et al. (2020a)
reanalyzed the COPSS power spectrum result as a combination
of clustering and shot-noise components, setting an upper limit
on clustering and revising down the best estimate for shot
noise. Nonetheless, the COPSS measurement still reflects a k-
range where the majority of the signal is shot noise, whereas
the majority of any potential power spectrum measurement in
the COMAP k-range would be from clustering.

Coadding constant-elevation scan (CES) data across all fields,
the all-scale measurement is P(k= 0.051–0.62Mpc−1)=
(−2.7± 1.7)× 104 μK2Mpc3. Asserting P(k)> 0 on top of this
measurement, we obtain a 95% upper limit of k P(k)< 5.1× 103

μK2Mpc2 at k= 0.24 Mpc−1, shown in Figure 3.
Note that the bulk of the present sensitivity derives

from Field 1 CES data, which alone yield P(k= 0.051–
0.62Mpc−1)= (−4.6± 2.2)× 104 μK2Mpc3, or a 95% upper
limit of k P(k)< 5.4× 103 μK2Mpc2 at k= 0.24 Mpc−1 when
requiring P(k)> 0.

The current COMAP constraint already excludes the
predictions of Padmanabhan (2018) (assuming a CO
emission duty cycle—i.e., the fraction of time that any
given galaxy is CO luminous—of 1) and Model B of Pullen
et al. (2013) at 95% confidence,21 and overall it constrains the
clustering component of the power spectrum better than the
COPSS reanalysis of Keating et al. (2020a) by roughly an order
of magnitude. We first consider the model exclusions in
Section 3.1 before considering clustering constraints in more
detail in Section 3.2 and translating these into molecular gas
constraints in Section 3.3.

3.1. Excluded Models

Model B of Pullen et al. (2013) was in principle one of the
models already excluded by the COPSS measurement of
Keating et al. (2016), but we exclude it in the clustering regime,
whereas the COPSS results excluded it in the shot-noise regime
(k= 0.5–10 h Mpc−1). This is a meaningful distinction
particularly for this model, as Pullen et al. (2013) implement
a duty cycle fduty for CO-bright activity, with which the shot
noise scales inversely. Therefore, the constraint of Keating
et al. (2016) can only be on some combination of the halo
mass–CO luminosity scaling and fduty, encapsulating the shot-
noise amplitude. The correction required for Model B of Pullen
et al. (2013) to be made consistent with the COPSS
measurement could thus be either a different CO–SFR scaling
from what Pullen et al. (2013) used—which was a fit to local
and high-redshift galaxies by Wang et al. (2010)—or a
different value of fduty.
In a typical halo model, the clustering amplitude scales

directly with fduty. However, Model B of Pullen et al. (2013)
derives the cosmic average CO temperature � §T from using the
Wang et al. (2010) CO–SFR relation to directly scale the
integrated SFR density obtained via Schechter fits to the SFR
function tabulated by Smit et al. (2012). As Pullen et al. (2013)
assume that the duty cycle for CO-bright activity matches the
duty cycle for star formation activity, fduty does not modify � §T
for Model B of Pullen et al. (2013) and thus should not modify
the lower-k power spectrum values that we constrain.
Our results thus suggest that the Wang et al. (2010) CO–SFR

relation is not globally applicable to galaxies at z∼ 3, in the
sense that it cannot be used to connect the SFR functions of
Smit et al. (2012) to CO luminosity at this redshift range.
Indeed, while the Wang et al. (2010) relation suggests
SFR∼ LCO

1.67, this is much steeper than the general correlation
at high redshift inferred from data reviewed by Carilli & Walter
(2013), which includes some data not available at the time of
Wang et al. (2010).
Also of interest is our exclusion of the model of Padmanabhan

(2018) with fduty= 1, which explicitly folded the Keating et al.
(2016) result into its derivation. In comparison to other models,

Figure 3. COMAP Pathfinder early science constraint (pink) on the redshift-space CO (1–0) power spectrum at z ∼ 3, alongside model predictions from this work
(UM+COLDz+COPSS) and those recalculated based on L(Mh) relations from Padmanabhan (2018), Pullen et al. (2013), and Li et al. (2016), as well as a variation on
the latter from Keating et al. (2020a). We also show interpretations of the COPSS result both as a direct P(k) measurement (yellow error bars; Keating et al. 2016) and
as a constraint on clustering (triangles) and shot-noise amplitudes (dashed line; Keating et al. 2020a).

21 We also exclude but do not consider other models in the literature that are
based on outdated assumptions, which subsequent works often supersede. For
instance, COPSS data also excluded predictions from the model of Lidz et al.
(2011) (even in the pilot analysis done by Keating et al. 2015). However, the
Lidz et al. (2011) model had already been reformed at z ∼ 3 into Model A of
Pullen et al. (2013) with a revised halo mass–SFR scaling that was more
applicable at these redshifts.
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this model predicts a higher clustering amplitude relative to the
shot-noise amplitude. Without other significant data available to
drive the abundance matching carried out at z∼ 3 by Padma-
nabhan (2018), it was perfectly reasonable for the resulting model
to account for the COPSS result through a very high overall
power spectrum prediction—including a high clustering ampl-
itude—as opposed to additional parameterization of stochasticity
to further decouple the shot-noise and clustering amplitudes. This
once again highlights the value of having COMAP data to
separately constrain the power spectrum at lower k.

Note that Pullen et al. (2013) and Padmanabhan (2018) each
present an alternate model that we do not exclude. Model A of
Pullen et al. (2013) is based on a less empirical, more indirect
set of assumptions to connect halo and galaxy properties, and
more similar (both qualitatively and quantitatively) to our
fiducial models or that of Li et al. (2016). Meanwhile,
Padmanabhan (2018) shows P(k) curves for both fduty= 1 and
fduty= 0.1. We do not exclude the latter variation on this model
in principle, although Figure 3 shows that this variation then
predicts shot noise well below our UM+COLDz+COPSS
modelʼs expectation, as well as the COPSS measurement alone.
Padmanabhan (2018) also notes that fduty= 1 is somewhat
better supported in observational data. The tension between
these two extremes (and their implications for the ratio between
the clustering and shot-noise components of the power
spectrum) could be feasibly bridged by a mass-dependent
fduty that falls from 1 with higher mass, as is the case for the
empirical models of Yang et al. (2022).

3.2. Constraints on CO Power Spectrum Clustering and Shot-
noise Amplitudes

At this early stage of the Pathfinder campaign, COMAP data
will not yet place significant constraints on the parameters of
our L(Mh) model devised in Section 2. However, we show that
the upper limit does place meaningful constraints on the
integrated clustering and shot-noise amplitudes for the CO
power spectrum. Furthermore, by leveraging our model priors
from Section 2, we can obtain an upper limit on the mean
temperature � §T at z∼ 2.8 from our clustering amplitude
constraint, from which we derive limits on H2 mass density in
Section 3.3.

In real comoving space, we would model the power
spectrum as

� �P k A P k P . 11mclust shot( ) ( ) ( )

This is to say that the total P(k) is the sum of a clustering
component, the matter power spectrum Pm(k) scaled by a
clustering amplitude Aclust, and a shot-noise component Pshot.
This neglects any possible scale-dependent bias or one-halo
terms but is sufficient for our purposes.

We should then be able to consider likelihood contours and
constraints for Aclust and Pshot based on our observational data,
both in isolation and in combination with the COPSS P(k)
measurements from Keating et al. (2016). This mirrors the
COPSS reanalysis performed by Keating et al. (2020a).

For the real-space P(k), we would have Aclust=� §Tb 2, or the
square of the mean line temperature–bias product across the
LF:

¨� § rTb dM
dn

dM
L M b M , 12h

h
h h( ) ( ) ( )

with appropriate conversions applied to convert luminosity
density to brightness temperature. Without b(Mh) in the
integrand, the analogous integral would yield the mean CO
brightness temperature � §T ; the line luminosity-averaged bias is
then w � § � §b Tb T .
However, redshift-space distortions from the coherent infall

of galaxies into large-scale structure (Kaiser 1987; Hamil-
ton 1998) enhance the clustering component such that

� § x � �A Tb b b1 2 3 1 5clust
2 2( ) ( ) for small k (and

Ωm(z)≈ 1, which is the case at z∼ 3). Furthermore, as
explained in Section 2.3, line broadening introduces k-depen-
dent attenuation, largely of the shot noise. In the context of
P(k), the parameter veff described there is sufficient to
encapsulate the overall effect.
Given our limited knowledge of line bias and line broad-

ening for CO at high redshift, we consider two different ways
to present constraints on the power spectrum clustering and
shot-noise amplitudes.

1. In the first method we carry out a b-agnostic, veff-agnostic
calculation of constraints on Aclust and Pshot. We make no
assumptions about values of b, instead constraining the
overall observed amplitude Aclust that scales the matter
power spectrum. We also ignore line broadening
altogether and make no attempt to compensate for its
effect on our data. Thus, we assume that the shot-noise
component looks the same in real and redshift space
(before transfer functions, for which we do compensate).
This is closest to the analyses of Keating et al. (2020a)
and Keenan et al. (2022), neither of which correct CO
auto-spectra for line broadening or account for linear
redshift distortions.

2. In the second method we constrain � §Tb 2 and Pshot in a b-
informed22 and veff-informed analysis, incorporating line
broadening and expectations for line bias based on our
UM+COLDz priors. From our UM+COLDz MCMC
distribution, we obtain average values of b and veff across
these dimensions23 and define reasonable two-dimen-
sional polynomial fits to those average values, as
described in Appendix B. This allows us to directly
calculate P(k) including redshift-space distortions and
line broadening, which should be appropriate to fit
simultaneously to COPSS data and to the COMAP data
that have been corrected in (k∥, k⊥) space (before
spherical averaging) to account for beam, filtering, and
spectral effects.

We show results from both methods, using COMAP data
and/or COPSS data, in Table 2. We also illustrate the
COMAP–COPSS joint constraints graphically in Figure 4 for
the b- and veff-agnostic method and in Figure 5 for the b- and
veff-informed method.

22 Despite making assumptions around b, we do not attempt to directly
evaluate constraints in the 2D parameter space of � §T –Pshot. Such an approach
will involve a scaling of � § � � �A T b b2 3 1 5clust 2 2 to estimate the
clustering component of the power spectrum for a given value of � §T , whereas
our approach only involves scaling by � § x � �A Tb b b1 2 3 1 5clust

2 2( ) ( )
for a given value of � §Tb . Any unreliability in determining b will result in far
greater relative error in the former than in the latter for plausible values of b in
our models.
23 We derive these values from the UM+COLDz priors to avoid double-
counting any information from COPSS in our analysis, but the resulting fits
hold equally well for the UM+COLDz+COPSS MCMC samples.
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With the agnostic method, COMAP data by themselves
constrain Aclust 70 μK2 at 95% confidence, with or without
the COPSS data. For the COMAP–COPSS joint analysis, the
accompanying shot-noise constraint is � q�

�P 6.8 10shot 3.5
3.8 3

μK2Mpc3, around 78% of the total COPSS P(k) measurement.
Comparing this to the COPSS reanalysis by Keating et al.
(2020a), which yielded a best estimate of � q�

�P 2.0shot 1.2
1.1

N�h103 3 K 2 Mpc N� q�
�5.8 103

3.5
3.2 3 K2 Mpc3 (around 66%

of the total P(k) measurement), shows that the limit placed by
COMAP data on Aclust constrains how much of the COPSS
signal could be ascribed to measuring clustering versus
measuring shot noise.

We show COMAP–COPSS joint constraints from the
informed method in Figure 5; with this model the COMAP
data also drive a clustering constraint of N� §Tb 50 K2 1 with
or without COPSS data. The inferred actual Pshot value

24 of
Nq�

�1.2 100.6
0.7 4 K2 Mpc3 is significantly higher than from our

first method and suggests that line broadening attenuates the
COPSS measurement of shot noise by≈40%; this is entirely
consistent with the median expectation for the CO (1–0) P(k)
around k∼ 1 Mpc−1 from the simulations of Chung et al.
(2021). That said, the upward correction merely reflects
additional assumptions about line broadening rather than any
added direct information. As a result, outside of this particular
analysis we will not use this 40% difference to correct any
measurements or derived constraints from either Keating et al.
(2016) or Keating et al. (2020a) (e.g., as shown in Figures 6–9).

We also note a lack of sufficient sensitivity to further narrow
our data-driven priors, even considering the clustering ampl-
itude in isolation. Our upper limit for � §Tb 2 corresponds to 13
times the value for the UM+COLDz+COPSS point estimate
model, whereas the 68% credibility interval for � §Tb 2 for any of
our data-driven priors already spans less than an order of
magnitude, as Figure 2 suggests.

Our two analyses arrive at either an Aclust constraint or a
� §Tb 2 constraint, but the two constraints are consistent with
each other. Comparing the bottom panel of Figure 5 with the

estimate of b as a function of � §Tb 2 and Pshot in Appendix B, we
can see that the parameter space preferred by the data tends to
be associated with luminosity-averaged bias values of b∼ 3
(although specific points in that space, like our point estimate
models, may have even higher b). Then, the COMAP–COPSS
joint 95% upper limit from Table 2 of N� § �Tb 51 K2 should
translate to an upper limit on the redshift-space clustering
amplitude of x � § � � xA T b b2 3 1 5 63clust

2 2( ) μK2. This
is within 10% of the Aclust upper limit obtained from our
previous method, with differences likely arising from our
simplified treatment of line bias and signal distortions.
We are more conservative about b in deriving an upper limit

on � §T . For all of our priors, the sampled parameter sets all
result almost entirely in b> 2; a value of b= 2 would be under
the third percentile for “flat+COLDz” and under the first
percentile for the others. Most models in the literature also
favor superlinear L(Mh) relations at lower mass (with possible
exceptions being older models like those of Lidz et al. 2011
and Pullen et al. 2013, which had L∝Mh) and thus fairly high
values of b.
Combining the priors-based constraint of b> 2 with our first

methodʼs limit on � � § � �A T b b2 3 1 5clust
2 2( ), we would

obtain � § �T 3.5 μK. Combining b> 2 with our second
methodʼs limit of � § �Tb 512 μK2 yields essentially the same
limit (within 1%) of � § �T 3.6 μK. In either case, this result—
which the COMAP data primarily drive—is currently the best
LIM clustering constraint on the CO (1–0) � §T at z∼ 3,
outperforming by a factor of 3 the joint COPSS auto- and
COPSS–galaxy cross-spectra analysis result of N� § �T 10.9 K
from Keenan et al. (2022). We illustrate this improvement, as
well as the general history of constraints on � §Tb —either from
the CO auto-spectrum (via � §Tb 2) or from a CO–galaxy cross-
spectrum—in Figure 6.

3.3. Derived Constraints on Molecular Gas Abundance

The constraint on � §T directly translates into a constraint on
the cosmic H2 mass density ρH2. The conversion αCO between
H2 mass (noting that here we do not deal with a gas mass
density that includes heavier elements or atomic hydrogen) and
CO luminosity is typically quoted with H2 mass in intrinsic
units of Me and CO luminosity in observer units of
K km s−1 pc2. Then, at redshift z, given αCO and the Hubble

Table 2
Constraints on the CO Clustering and Shot-noise Amplitudes and on Derived Quantities

b- and veff-agnostic: b- and veff-informed: b- and veff-agnostic: b- and veff-informed:

Aclust Pshot � §Tb 2 Pshot � §T ρH2 � §T ρH2
Data (μK2) (103 μ K2 Mpc3) (μK2) (103 μ K2 Mpc3) (μK) (108 Me Mpc−3) (μK) (108 Me Mpc−3)

COPSSa <630 �
�5.7 3.6

4.2 <345 �
�12.1 6.4

7.5 <11. <7.4 <9.3 <6.4
COMAP Y1 <66 <19 <49 <24 <3.5 <2.4 <3.5 <2.5
COMAP Y1+COPSS <69 �

�6.8 3.5
3.8 <51 �

�11.9 6.1
6.8 <3.5 <2.5 <3.6 <2.5

Notes. We use the terms “b- and veff-agnostic/informed” to denote one of two methods used to infer and present constraints on the power spectrum component
amplitudes, as discussed in Section 3.2. Bounds on the derived quantities � §T and ρH2 depend on a priors-based assumption of b > 2 and other conversions discussed
in Sections 3.2 and 3.3. Upper limits are 95% confidence; bounded intervals are 68% confidence.
a The Aclust constraint differs somewhat in our reanalysis from the reanalysis of Keating et al. (2020a), which found a 95% upper limit of 420 μK2. We ascribe the
discrepancy to differences in assumed cosmology, including in parameters not enumerated by Keating et al. (2020a) that determine Pm(k). Our COPSS-based Pshot

estimate uncorrected for line broadening, which does not depend on such parameters, corresponds to Nq�
� �h2.0 101.2

1.4 3 3 K2 Mpc3, and is entirely consistent with the
Keating et al. (2020a) estimate of N�

� �h2000 1200
1100 3 K2 Mpc3.

24 Unlike with the agnostic method, this value does not change significantly
with the incorporation of COMAP data. The incorporation of line broadening
into the informed method likely accounts for this fact. The COMAP data
exclude very high values of Pshot that would be consistent with COPSS data on
account of attenuation from line broadening at COPSS wavenumbers, but not
with the COMAP data at lower k. This exclusion suppresses the inferred Pshot
and cancels out the increase in inferred Pshot from clustering amplitude limits
(which was the sole effect of COMAP data on COPSS interpretation with the
agnostic method).
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parameter H(z),

S
B

�
� §
�
T H z

z1
. 13H2

CO
2

( )
( )

( )

At the COMAP central redshift of z≈ 2.8, our upper limit of
� § �T 3.6 μK thus translates to an upper limit of
ρH2< 2.5× 108Me Mpc−3 given αCO= 3.6Me (K km s−1

�pc2 1) , which we use for easy comparison with other works that
use the same conversion, such as Decarli et al. (2020), Lenkić
et al. (2020), and Riechers et al. (2019). We show our upper
limit alongside these other works in Figure 7.

Since the COMAP upper limit for � §Tb 2 was less stringent
than our data-driven (COLDz-based) priors for the clustering
power spectrum, we do not expect our upper limit on ρH2 to be
more constraining than our priors either. Indeed, the 90%
interval for ρH2 for our UM+COLDz+COPSS priors is given
by S ��

�
�Mlog Mpc 7.58H2

3
0.25
0.23[ ( )]: , slightly higher than the

COLDz stand-alone calculation from Riechers et al. (2019)
owing to both UM and COPSS favoring a higher abundance of

molecular gas, respectively, through preference for a steep
faint-end LF slope and through simply a higher measurement
as shown in Figure 7. Therefore, the 95th percentile value of
ρH2= 9.5× 107Me Mpc−3 from our fiducial priors sits at less
than one-half of the COMAP upper limit.
On the other hand, the upper limit is still notable in relation

to the other constraints shown in Figure 7. For one, we obtained
this limit across a much wider area—on the order of square
degrees—compared to the other surveys, which all operate
across patches of ∼ square arcminutes. The small volumes of
these surveys can result in substantial cosmic variance and
systematic biases not necessarily currently accounted for by
their analyses, although the COPSS survey design (which spans
multiple fields distributed widely across the sky, vs. ASPECS
and COLDz spanning one or two fields) should be less
susceptible to these effects (Keenan et al. 2020).
Since the upper limit is within a factor of between two and

three of the upper edge of our priors, the final COMAP
Pathfinder measurement should indeed have constraining
power beyond our priors, which we explore in Section 4.2.
By making use of up to 69 times more science-quality
integration time (which would correspond to a map noise level
lower by more than 8 times) than even the Field 1 CES-only

Figure 4. Top: likelihood contours (largest panel) and marginalized probability
distributions (smaller panels) for the clustering and shot-noise amplitudes of the
CO power spectrum, based on different data sets. The solid and dashed 2D
contours respectively represent Δχ2 = {1, 4} relative to the minimum χ2

obtained in the parameter space, corresponding to 1σ and 2σ for 2D Gaussians.
Bottom: likelihood distribution conditioned jointly on COMAP and COPSS P
(k) measurements, with the corresponding contours reproduced from the top
panel and marginalized constraints on each of Aclust and Pshot shown.

Figure 5. Same as Figure 4, but with strong assumptions around line bias and
line broadening as discussed in the main text. These assumptions also allow us
to claim a constraint on � §Tb 2 itself rather than the redshift-space clustering
amplitude Aclust as considered near the start of Section 3.2.
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results (which dominate our coadded CES-only sensitivity),
5 yr results from the COMAP Pathfinder should be on par with
the other results shown in Figure 7 and should act as an
independent check on those measurements of z∼ (2–3)ρH2. We

will discuss the expected 5 yr constraint on ρH2 in more
quantitative detail later in this work (Section 4).
As the present COMAP constraint and future expected

constraints derive from directly measuring � §Tb as opposed to
reconstructing � §T from individual detections or shot-noise
measurements, they will serve the community as a strongly
complementary probe of cosmic molecular gas density at z∼ 3.
In particular, we note that the results of Keating et al. (2020a)
depend strongly on models of the multiple overlapping CO
lines encompassed by ALMA observing frequencies.
Incidentally, our upper limit also compares favorably to the

ALMACAL upper limits of Klitsch et al. (2019) derived for
z∼ 0–2, from a blind search for CO absorption lines against
background ALMA calibrators. The survey design for
ALMACAL enables> 1500 hr of integration time spanning a
wide sky area—unusual for a community instrument and
enabled only by the use of calibrator source observations.
However, the ALMACAL approach cannot extend beyond
z∼ 2 owing to the nature of ALMA calibrators, the majority of
which appear to lie below z∼ 1.5 with a small tail of the
redshift distribution stretching out to z∼ 3 (Bonato et al. 2018).
Thus, while molecular gas surveys not limited by cosmic
variance are possible with ALMA through absorption-line
searches, these will not be able to survey the same redshifts as
LIM or emission-line searches.

4. Expectations for COMAP Pathfinder Future Science
Results

As Foss et al. (2022) note in their Section 4.2, future
observing seasons should improve the rate at which we acquire
science-quality integration time through a combination of
improvements in hardware, observing efficiency, and analysis.
This implies that by the end of Year 5 of the Pathfinder
campaign (Y5), sensitivity relative to the current Y1 power
spectrum results of Ihle et al. (2022) will improve not by a
factor of 5 but by as much as a factor of 69 over the Field 1 Y1
result (which, as noted above, accounts for much of the current
sensitivity). Of interest is how this final Pathfinder sensitivity
will enable exclusion or detection not only of our fiducial UM
+COLDz+COPSS model but also of other models previously
considered in the literature.
We first briefly discuss the expected raw detection sensitivity

in Section 4.1 and then simulate how this sensitivity will enable
inferences about z∼ 3 CO in Section 4.2. Finally, in
Section 4.3 we touch on possible science gains between now
and Y5 results through cross-correlation with the Hobby-
Eberly Telescope Dark Energy eXperiment (HETDEX; Hill
et al. 2008, 2021; Gebhardt et al. 2021).

4.1. Current Predictions for Detection Significance

We show current and expected Pathfinder sensitivities (with
the latter based on the aforementioned improvements forecast
by Foss et al. 2022) in Figure 8, alongside several models of the
CO power spectrum. As our current sensitivity already
excludes some of the models shown, as already considered in
Section 3.1, we will not make signal-to-noise ratio (S/N)
forecasts for those models.
We expect Y5 COMAP Pathfinder results to yield confident

detections across multiple k-bins of other models yet to be
excluded, including our own fiducial model, which would be
detectable with an all-k S/N of 9 (excluding sample variance).

Figure 6. � §Tb constraints from previous observational analyses—the broad-
band cross-correlation of Pullen et al. (2013), the auto-spectrum of Keating
et al. (2016), and the 3D cross-correlation of Keenan et al. (2022)—alongside
our current upper limit. We also show projections for future results based on
COMAP auto- and CO–galaxy cross-spectra in subsequent years
(see Section 4.3).

Figure 7. Current COMAP constraint on ρH2 (thick bar with downward arrow)
in relation to past CO-based results from ASPECS (Decarli et al. 2020),
PHIBBS2 (Lenkić et al. 2020), COLDz (Riechers et al. 2019, from which we
show results based on either all line candidates or only those that have
confirmatory independent spectroscopic measurements), COPSS (Keating
et al. 2016), mmIME (Keating et al. 2020a), and ALMACAL (Klitsch
et al. 2019). All results use αCO = 3.6 Me (K km s−1 pc−2)−1 except COPSS,
which uses a conversion of αCO = 4.3 Me (K km s−1 pc−2)−1.
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This level of sensitivity will allow COMAP data to
discriminate clearly between several of the models shown.

Molecular gas constraints. In Section 4.2 we rigorously
consider how this detection, combined with characterization of
the VID, will enable inference of model parameter constraints and
of the CO LF. Before we do this, however, we consider a quick
Fisher forecast of expected constraints on � §T and thus on ρH2.

In addition to our fiducial model, which, as we noted toward
the end of Section 2.2, is a conservative estimate by the very
nature of data-driven priors based on direct-detection measure-
ments, we also consider the signal estimate derived from the
empirical CO model of Keating et al. (2020a). This model,
which we label “Li et al. (2016)–Keating et al. (2020a)” to
distinguish it from the COPSS-based shot-noise estimate also

calculated by Keating et al. (2020a), is also one of the primary
models that Breysse et al. (2022a) use for COMAP forecasts
beyond the Pathfinder. The model borrows the general
approach of Li et al. (2016), which composes the simulation-
and data-driven halo mass–SFR connection from Behroozi
et al. (2013a, 2013b) with an empirical IR–CO luminosity fit
but uses newer (albeit exclusively local) IR–CO correlation fits
from Kamenetzky et al. (2016). The predicted CO (1–0) � §T at
the COMAP central redshift of z= 2.8 is 1.3 μK, which is
several times higher than our fiducial COLDz-driven con-
servative prediction of 0.5 μK, due to significant differences in
the faint end of the L(Mh) relation and thus the faint-end slope
of the CO LF. Under this model, a Y5 power spectrum analysis
would reject the null hypothesis at an all-k S/N of 17.

Figure 8. Top panel: the same models and COPSS interpretations from Figure 3 shown in relation to our Y5 Pathfinder sensitivity forecast (blue shaded area). The
legend also indicates the expected S/N with which we would reject the null hypothesis (i.e., excluding sample variance from the calculation). Bottom panel: S/N per
k-bin of width % xklog Mpc 0.16[ ( )] for each P(k) prediction shown in the top panel, accounting for attenuation from line widths in the presence of a beam with
FWHM of a4.5 on sky.

Figure 9. Forecast constraints on ρH2 for COMAP Y5 power spectrum analysis, alongside the same constraints from Figure 7. We show forecasts for both the fiducial
model in this work and a more optimistic model from Breysse et al. (2022a), which is more consistent with current LIM measurements. For the latter we also show a
forecast constraint with stronger line bias priors, better mirroring highly informed analyses like that of Keating et al. (2020a).
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We run a Fisher analysis across the parameters
� §T b P v, , ,shot eff{ }, imposing loose Gaussian priors around
the central line bias and veff values with width σ[b]= 1 and
σ[veff]= 120 km s−1 (mostly to keep both away from negative
values). The applicable central parameter values for our fiducial
model are {0.52 μK, 4.0, 1.9× 103 μK2Mpc3, 330 km s−1},
and those for the Li et al. (2016)–Keating et al. (2020a) model
are {1.3 μK, 2.7, 9.7× 102 μK2Mpc3, 210 km s−1}.

The forecast suggests that the primary parameter being
constrained in this exercise is � §T , with expectations of
0.52± 0.14 μK for the conservative fiducial model and
1.3± 0.4μK for the more optimistic Li et al. (2016)–Keating
et al. (2020a) model. Through the same conversion as we used in
Section 3.3, these � §T constraints respectively translate into ρH2
constraints of (3.6± 0.9)× 107Me Mpc−3 and (9.0± 2.7)×
107Me Mpc−3, as shown in Figure 9.

However, our priors around the CO model are fairly loose,
whereas some real-world analyses like those of Keating et al.
(2020a) or some Fisher analyses like those of Breysse et al.
(2022a) make stronger assumptions about the shape of the L(Mh)
relation—which then completely determines at least the line bias
—and constrain only the overall normalization of L(Mh). In our
Fisher forecastʼs parameter space this would be equivalent to
imposing very narrow priors on b. If we keep the same prior width
for veff but narrow the width for the bias prior to σ[b]= 0.1, we
would obtain constraints around the Li et al. (2016)–Keating et al.
(2020a) model of N� § � oT 1.3 0.07 K( ) and ρH2=
(9.0± 0.5)× ;107Me Mpc−3. We show the latter also in
Figure 9.

Finally, as these forecasts use the CO power spectrum alone,
additional information from the VID and even from cross-
correlations would further improve these constraints.

4.2. Simulated Inferences

In Section 2 we developed a new parameter set to describe
the halo–CO connection, estimated a set of priors for these
parameters, and discussed an accurate method to take into
account the effect of CO line widths. Now also equipped with
predictions for Y5 sensitivities, we can go on to the question of
how we could use our model methods to infer constraints from
the COMAP experiment.

Following Ihle et al. (2019), but using the model developed
in Section 2, we run an MCMC inference from simulated data
to forecast constraints on astrophysical observables like the LF,
f(L), as well as posterior distributions of our parameters from
Section 2, R T� A B C M M, , log , log ,{ ( ) }: . This inference
uses both the CO P(k) and the VID in a joint analysis that
accounts for covariance between all observables, as first
considered by Ihle et al. (2019).

We focus here on the results of the simulated MCMC
inference but provide further details on the MCMC setup,
including the exact priors and survey parameters assumed, in
Appendix C. Broadly speaking, the noise level assumed
corresponds to Y5 sensitivity projections already discussed in
Section 4.1, and the signal simulation uses the fiducial point
estimate model (UM+COLDz+COPSS) defined in Table 1.
The results shown here are from one MCMC run (i.e., one
signal and noise realization) and will change somewhat from
realization to realization.

Figure 10 shows the posterior distribution of all the
individual model parameters resulting from one MCMC
simulated inference run. Comparing the posterior (black

curves) to the prior (green dashed curves), we see modest but
clear shifts and tightening of the distributions. The simulated
COMAP data constrain the power-law slopes, with 95% limits
of A<−2.1 and A>−0.78, bounding L(Mh) from above in
both cases. The data also tighten the probability distributions
projected in the σ– M Mlog( ): and in the σ– Clog planes. This
would appear to chiefly reflect information from the VID on the
high-luminosity end of the LF, as the anticorrelation of σ with
both M Mlog( ): and Clog largely affects predicted abun-
dances of CO emitters beyond the knee of the LF. Overall, the
comparison between posterior and prior distributions shows
that even when including COLDz and COPSS detections in the
prior, COMAP improves the constraints on the model.
The LF constraints, in Figure 11, show that even though the

improvement of the parameter constraints appeared modest, the
LF is significantly more constrained using COMAP compared
to the prior (based on COLDz and COPSS), especially at the
high-luminosity end. This in turn will correspond to signifi-
cantly improved measurements of integrated and derived
quantities like the previously discussed ρH2.

4.3. HETDEX Cross-correlation Expectations

We have considered prospects for cross-correlation between
CO intensity maps from COMAP and Lyα emitter (LAE) data
from HETDEX in other works by Chung et al. (2019) and Silva
et al. (2021). However, Chung et al. (2019) presented cross-
spectrum forecasts well before we could characterize real-world
performance of the COMAP Pathfinder instrument and data

Figure 10. Forecasted posterior distributions for a single realization of the
COMAP 5 yr experiment, given the UM+COLDz+COPSS model parameters
from Table 1. Blue points in cross hairs show the model point estimates used
for the simulated input signal. Black curves outline the posterior distributions,
while the green dashed lines correspond to the (Gaussian) priors used for the
MCMC. The two curves of each color correspond to 68% and 95% credibility
regions, respectively. The numbers on top of each column correspond to the
68% credibility interval for each parameter.
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pipeline, and Silva et al. (2021) consider a very detailed LAE
model but solely in the context of voxel-level analyses.

Detailed models of the CO–LAE cross-spectrum are beyond
the principal scope of our early science papers, which concern
themselves with detection and interpretation of CO intensity
mapping observations by themselves. However, we note that,
based on our fiducial CO model and current expectations of
LAE bias and number density, we expect to reach an all-k S/N
of 7 on the CO–LAE cross-spectrum even with only Year 3
(Y3) data in hand for only Field 1 (whereas we will need all
data through Y5 to achieve a similar S/N for the CO auto-
spectrum). Fisher forecasts (in the style of, e.g., Breysse &
Alexandroff 2019) suggest that even with relaxed priors on CO
bias and line broadening compared to our assumptions from
earlier, this Y3 single-field cross-correlation detection should
allow for a constraint of � § � oTb 2.1 0.4CO —a≈ 5σ result.
This contrasts with an upper limit of N� § �Tb 5 KCO with only
the CO auto-P(k) in the same field, or a marginal 2σ result of
� § � oTb 2.1 1.0CO coadding auto-P(k) measurements across
all three fields.

The constraints from cross- and auto-P(k) would respectively
improve to � § � oTb 2.1 0.2CO and � § � oTb 2.1 0.5CO with
the full three-field Y5 data and completely overlapping
HETDEX LAE survey coverage in hand. That said, our
forecasts suggest that HETDEX data would enable strong
constraints on the CO clustering amplitude in advance of Y5, as
we illustrate graphically in Figure 6 alongside current observa-
tional constraints. We refer the reader to Appendix D for
further details on these simple forecasts.

Furthermore, as previous intensity mapping works have
shown (Switzer et al. 2013; Keenan et al. 2022), cross-
correlation constraints show strong robustness against systema-
tics present in intensity mapping data. Whether this may relax
our data selection requirements in the context of cross-
correlation analyses will be the subject of future work, in
which we also hope to mirror the more detailed LAE model of
Silva et al. (2021) in larger cosmological simulations like the
peak patch simulations used for Section 4.2.

5. Conclusions

This paper synthesizes model updates and early COMAP
Pathfinder data to answer the following key questions:

1. What inferences do our early science verification data
enable about the z∼ 3 CO (1–0) power spectrum and
molecular gas abundance? Our current result of
� §Tb 502 1 μK2 already excludes certain models directly
in the clustering regime and places a much stronger upper
limit on the clustering amplitude of the CO power
spectrum than COPSS. In addition, our upper limit is
consistent with and readily complements existing con-
straints on ρH2 at z∼ 3.

2. Given early science sensitivities and updated z∼ 3
models, what are our present expectations for constraints
on these same quantities, and others like the CO LF, at
the end of 5 yr of COMAP Pathfinder observations? We
expect a detection of the z∼ 3 CO power spectrum to
enable clear discrimination between different models
from existing literature that predict different degrees of
contribution of faint emitters to the total P(k). For our
conservative fiducial data-driven model we forecast an
all-scale S/N of 9. Such a firm detection would also
enable significant constraining power on the CO LF
beyond our priors that conventional direct-detection
surveys have not been able to offer, as well as a
measurement of cosmic molecular gas abundance that
will be a strong independent check on results from other
surveys.

These promising early results are possible owing to the
quality of the COMAP Pathfinder data at the present time,
which are entirely consistent with uncorrelated white noise
with any systematics successfully suppressed below white
noise through data cuts. With further integration time we fully
expect the COMAP Pathfinder to detect an excess power
spectrum over white noise. The key question is whether this
excess will be uncharacterized contamination or we will be able
to attribute it to the CO signal we are targeting, which
Pathfinder Y5 sensitivities should be sufficient to detect and
even distinguish between many currently viable CO models as
shown in Section 4. We can only be confident in the
interpretation of such an excess through continued technical
improvements, not only in mapmaking and power spectrum
derivation but also in forward models of the signal.
With future work we also hope to present significant

improvements not only in confidence of interpretation of the
COMAP data but also in qualitative range of possible
constraints through cross-correlation with external data sets,
through both simple power spectrum cross-correlation and
voxel-level analyses that will provide high information content
around redshift evolution of CO emission and molecular gas
content (Silva et al. 2021).

Figure 11. Constraints on the LF from the same single realization of the
COMAP 5 yr experiment as used for Figure 10. The orange shaded area and
solid curve represent the MCMC 90% credibility interval and median,
respectively. We also show 90% intervals given by the COLDz constraints of
Riechers et al. (2019) at z ∼ 2.4 (shaded area bounded by dotted curves) and by
the UM+COLDz+COPSS data-driven prior when applied to our z ∼ 2.8
simulations (shaded area bounded by dashed–dotted curves). The green dashed
line corresponds to the ensemble mean LF of the UM+COLDz+COPSS model
producing the input signal.
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Appendix A
Details of CO Model Prior Formulation

Throughout this appendix, we examine potential ways to
inform our CO model priors. First, we consider what
information we can incorporate from the model papers of Li
et al. (2016) and Behroozi et al. (2019); then, we consider
z∼ 2–3 CO (1–0) observations in the past several years and
how they can further refine our priors.

Note that for this section only we use a slightly different
cosmology for consistency with Behroozi et al. (2019), which
uses the cosmology of Planck Collaboration et al. (2016), such
that Ωm= 0.307, ΩΛ= 0.693, Ωb= 0.047, h= 0.678, σ8= 0.823,
and ns= 0.96. Differences in cosmological quantities like H(z)
and comoving distance are around or less than 1% at COMAP
redshifts, and while the higher Ωm will likely result in a ∼10%
difference in predicted halo abundances versus our fiducial
cosmology, this is a much smaller relative uncertainty than many
of our other model uncertainties, including the uncertainties
surrounding some observational constraints.

A.1. Initial Prior Setup from Previous Models

The new parameters {A, B, C, M} in the parameterization of
Section 2.1 are expressible in terms of the parameters used in
the scaling relations that have gone into this functional form
(again, under the approximation of α≈ 1 or at least B 1� and
B 1� ):

B B�A 0.3 ; A1UM ( )
C B�B 0.3 ; A2UM ( )

�E C B� � � �Clog 10 log log ; A3MF( ) ( )
� ��M M M Vlog log 10 3 log 200 . A4200 km s 1( ) ( ) ( ) ( ):

Then, we can propagate through the above equations the priors
on α, β, and δMF from Li et al. (2016)—α= 1.17± 0.37,
β= 0.21± 3.74, and E � olog 0.0 0.5MF —and the 68%
interval around the best-fit values of the other parameters from
Behroozi et al. (2019). (We used the best-fit model from the
Early Data Release; we do not consider the changes between
this and the official Data Release 1 large enough to recalculate
our priors.) The model of Behroozi et al. (2019) is redshift
dependent, but here we fix z= 2.4, to match the median
redshift of the COLDz survey. There should be relatively little
evolution in CO abundances and thus the power spectrum
between z= 2.4 and the COMAP central redshift of z= 2.8
(certainly little more than a factor of 2 or so, less than the
current level of uncertainty in models of the signal).
The resulting initial priors on {A, B, C, M} are

� � oA 1.66 2.33, A5( )
� oB 0.04 1.26, A6( )
� oClog 10.25 5.29, A7( )

� oM Mlog 12.41 1.77. A8( ) ( ):

The central values for these priors do not change significantly
across the COMAP redshift range, at least compared to the
widths of the priors. We also set an initial prior of
σ= 0.4± 0.2 (dex), which takes the central value from the
0.37 dex total scatter in the Li et al. (2016) fiducial model and
assumes a slightly broader prior than that model would have
prescribed.
We consider several alternate sets of initial priors on the

model parameters, depending on how confident we think we
can be in various pieces of information in the literature. Thus
we have, as in Table 3,

1. a conservative set of “flat,” uninformative priors;
2. an informed set of priors (used for the fiducial model)

deriving from empirical models of the galaxy–halo
connection as described above;

15

The Astrophysical Journal, 933:186 (25pp), 2022 July 10 Chung et al.



3. and an extrapolation-heavy set of priors that derive from
calculating the best-fit parameters and errors of the
Padmanabhan (2018) model at z= 2.4 (“P18”), which
builds in a range of z= 0–3 data including LF constraints
from COPSS.

The names of these initial priors act as prefixes for our data-
driven priors, as they represent information unconditioned on
observational data.

A.2. Observational Constraints on High-redshift CO (1–0)

As reviewed by Carilli & Walter (2013), CO observations at
high redshift in general are not especially novel, with hundreds
of detections at z 1. However, a complication is that many of
these detections—certainly the “main sequence” or “normal”
star-forming galaxies surveyed by Daddi et al. (2010) and
Tacconi et al. (2010)—are in CO (2–1) or CO (3–2) (if not
higher-J CO lines), whereas we want to specifically consider
CO (1–0) emission. In any case, we have already folded
information from all the detections reviewed by Carilli &
Walter (2013) owing to the fact that their values for α and β are
one of four results incorporated into the Li et al. (2016) priors
on these parameters.

While the CO LF was not constrained beyond z= 0 at the
time of the Carilli & Walter (2013) review, several major
projects have taken place to directly measure the CO LF at
redshifts that COMAP will survey. We consider each of these
and our rationale for incorporating or not incorporating them
into our priors.

ASPECS.—As a molecular line scan survey, ASPECS
searches for CO line emitters in a deep interferometric data
cube without external preselection. The latest iteration is a
Large Programme (LP) on ALMA (González-López et al.
2019) covering 4.6 arcmin2—roughly five times the area of its
pilot precursor (Walter et al. 2016)—and the observations in
ALMA Band 3 (84–115 GHz) cover CO (3–2) emission at
z∼ 2.0–3.1, as well as lower-J (or higher-J) CO lines at lower
(or higher) redshift.

While ASPECS LP does constrain the CO LF at COMAP
redshifts, we choose not to incorporate these results into our
priors for the simple reason that the observations at COMAP
redshifts are in CO (3–2) and not CO (1–0). Initial inferred CO
(1–0) LF estimates presented by Decarli et al. (2019) relied on
specific assumptions about CO line excitation, including a line
luminosity ratio of a a � o� �L L 0.42 0.07CO 3 2 CO 1 0( ) ( ) taken
from Daddi et al. (2015), which averaged line ratios from three
near-IR-selected “normal” star-forming galaxies at z= 1.5.
While the uncertainties around this ratio were incorporated into
the inference of the CO (1–0) LF, in hindsight the quoted
uncertainties are severe underestimates of the probable error of
the nominal value with respect to the global ratio at z∼ 2.5. Of
the four CO (3–2) detections from González-López et al.
(2019), three were observed robustly in CO (1–0) in Very

Large Array (VLA) data by Riechers et al. (2020), and the line
ratios were found to be closer to 0.8–1.1. Further work by
Boogaard et al. (2020) yielded CO excitation models that
favored an average line luminosity ratio of 0.80± 0.14—
almost twice the original fiducial value used—that was then
used for updated LF constraints by Decarli et al. (2020). The
revised value resulted in estimates of luminosity densities and
thus molecular gas abundances at roughly half of what was
presented by Decarli et al. (2019).
Such significant changes in the presentation of the ASPECS

LP results in the span of 2 yr strongly demonstrate both the
uncertainty and possible variance in CO excitation across the
population of high-redshift galaxies being surveyed. Due to this
large uncertainty, we forgo using inferred constraints on
z∼ 2–3 CO (1–0) from ASPECS.
COLDz.—The CO Luminosity Density at High-z (COLDz)

survey (Pavesi et al. 2018) is also a molecular line survey, but it
is in the COSMOS and GOODS-N fields and uses Ka-band
VLA observations at z= 2.0–2.9, altogether covering almost
60 arcmin2. The measurement is more directly applicable to our
context, as it measures CO (1–0) line emission rather than a
higher-J CO line. While the survey only identifies four secure
(independently confirmed) line candidates across both fields at
z∼ 2–3, the LF calculation also incorporates a catalog of line
candidates that have not been independently confirmed, many
of which do not have a spatially coincident counterpart in
optical or near-infrared imagery.
The possibility of spurious line detections should in principle

only discourage interpreting each line candidate individually
(which Pavesi et al. 2018 explicitly do when presenting their
nonsecure line candidates). However, the understanding of
what line candidates should be considered “reliable” and which
should not continues to evolve. For instance, in the case of
ASPECS, between the pilot and large surveys, the requirement
on the fidelity of a source (essentially the probability that the
source is a genuine line detection rather than a noise peak) to be
considered for analysis evolved from 60% to 90%. However, of
the eight sources (across all CO lines and redshifts) identified
by the pilot survey (Walter et al. 2016) in the overlapping area
between the pilot and large surveys, only the four sources with
identified optical or near-IR counterparts had above 90%
fidelity (simply because having a counterpart meant that the
fidelity was 100%). The other four sources had no counterparts,
had below 90% fidelity, and were not recovered by the large
survey. Therefore, whether 90% fidelity is a sufficient threshold
to exclude spurious detections remains an open question.
Given the complexities in understanding which sources

identified by a molecular line scan like ASPECS or COLDz are
spurious, this might discourage using even statistical LF
constraints from these surveys. However, it is worth noting that
even if the ASPECS-Pilot analysis incorporated spurious
sources as a significant fraction of its statistical sample, its
z∼ 2.6 CO (3–2) LF measurement (Decarli et al. 2016) is

Table 3
Initial Parameter Priors for the CO (1–0) Model

Prior Prefix Initial Priors on:

A B Clog M Mlog( ): σ

“flat” - �18, 9( ) - �18, 9( ) - 5, 15( ) - 10, 15( ) - 0, 1( )
“UM” & �1.66, 2.33( ) & 0.04, 1.26( ) & 10.25, 5.29( ) & 12.41, 1.77( ) & 0.4, 0.2( )
“P18” & �2.29, 0.52( ) & �0.57, 0.36( ) & 10.59, 0.70( ) & 11.79, 0.64( ) & 0.4, 0.2( )
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actually largely consistent with the ASPECS LP
measurement (Decarli et al. 2019). Therefore, as purity (along
with completeness and other various sources of error and
uncertainty) is given due accounting in these analyses, we treat
the COLDz measurement of the LF (Riechers et al. 2019) as a
reliable one, even if not all of the individual sources in the
statistical sample are individually reliable.

COPSS.—The work of Keating et al. (2016) represents the
first attempt at a dedicated CO (1–0) LIM survey, targeting the
same redshifts as COMAP. Following an analysis of Sunyaev–
Zel’dovich Array (SZA) archival data (Keating et al. 2015), the
same interferometer carried out observations specifically
designed to measure the CO power spectrum at z∼ 3. The
result was a constraint of P(k)= (3.0± 1.3)× 103 h−3 μK2

Mpc3, or (8.7± 3.8)× 103 μK2 Mpc3, at k∼ 1 h Mpc−1=
0.7 Mpc−1. Theoretical models, including our own, suggest
that this should predominantly be a measurement of the shot-
noise component of the power spectrum.

Keating et al. (2020a) recently reinterpreted the COPSS
results to allow for the possibility that the clustering component
contributes to the COPSS P(k) value, reporting an estimate of

� q�
� �P h2.0 10shot 1.2

1.1 3 3 μK2 Mpc3. However, significant
modification of Pshot away from the original COPSS value
requires � §Tb 102 � μK2, which we consider to be unlikely
based on our models; we thus use the original constraint from
Keating et al. (2016), rather than the revised constraint from
Keating et al. (2020a).

mmIME.—The design of mmIME combines archival data
and LIM observations on community instruments across a wide
range of frequencies to probe CO line emission at high redshift,
with Keating et al. (2020a) announcing results from ALMA
observations. Using a combination of ASPECS data and
ALMA Compact Array observations, Keating et al. (2020a)
find a nonzero shot power, which they attribute to a
combination of CO lines from different redshifts. Based on a
CO model consistent with (although not constrained by) the
total shot power measured, they expect CO (2–1) at z∼ 1.3 and
CO (3–2) at z∼ 2.5 to contribute the bulk of this; using
assumed line luminosity ratios (again from Daddi et al. 2015),
the decomposition can be translated into an estimate of the CO
(1–0) shot-noise power spectrum at z∼ 2.5.

We do not incorporate this measurement into our priors
because, in addition to the complications reviewed previously
surrounding CO line ratios and excitation, the mmIME estimate
of CO at z∼ 2.5 relies on decomposing the total shot power
appropriately into the contributions from different CO lines.
Since Keating et al. (2020a) assume a specific model to do this,
the z∼ 2.5 CO (1–0) Pshot estimate could change significantly
depending on the model parameters; accounting for these
additional uncertainties is beyond the scope of this work.

PHIBBS2.—The principal design of PHIBBS2 (Freundlich
et al. 2019) is not as a molecular line scan survey, but as
targeted observations of CO (2–1), CO (3–2), and CO (6–5)
emission from z= 0.5–0.8, z= 1–1.6, and z= 2–3 “main
sequence” star-forming galaxies. However, Lenkić et al. (2020)
were able to identify serendipitous CO line emission from
secondary sources in 110 observations of primary PHIBBS2
targets and constrain the CO LF across z∼ 0.6–3.6.

As with ASPECS, the measurements at COMAP redshifts
are of CO (3–2) or higher-J CO lines. While we thus do not
incorporate PHIBBS2 results into our priors either, we note that
the ASPECS LP, COLDz, and PHIBBS2 results are all

reasonably consistent with each other—at worst in slight
tension—when translated to CO (1–0) LF constraints.

A.3. Data-driven Priors Constrained by Observational Results

To incorporate information from COLDz into our priors and
thus generate refined “flat/UM/P18+COLDz” priors for each
set of initial priors, we run an MCMC with initial priors on the
five parameters TA B C M M, , log , log ,{ ( ) }: as outlined
above. At each step of the MCMC, we convert halo masses
from a snapshot of the Bolshoi–Planck simulation (as used by
Behroozi et al. 2019) at a= 0.293560 into CO luminosities
given the sampled model parameters and calculate the resulting
CO LF. Then, to determine the likelihood, we fit a Schechter
function to the CO LF and compare the resulting Schechter
parameter values to the posterior distribution of Schechter
parameters from the COLDz approximate Bayesian computa-
tion (ABC). (In a minority of cases, the fitting procedure fails to
produce a reasonable result; we find that including or excluding
these cases does not significantly influence the posterior
distribution).
We also run an MCMC using UM priors that incorporates

the COPSS power spectrum measurement into the likelihood as
well. This is done by calculating the expected shot-noise power
spectrum from the LF as

⎡
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which is then compared to the COPSS measurement of
(3.0± 1.3)× 103 h−3 Mpc3 μK2. This UM+COLDz+COPSS
MCMC will provide our fiducial data-driven prior.
The posterior distribution of this MCMC should then

incorporate both our initial priors of Table 3 and the constraints
from COLDz and COPSS. Thus, this distribution (“UM
+COLDz+COPSS” in particular) should be a suitable prior
distribution for COMAP analysis, and one that provides a new
fiducial model for the CO (1–0) power spectrum at the
COMAP redshifts.
In all MCMCs, we do not force A< B while the chain is run,

but we do apply the prior for A to the smaller of the two and the
prior for B to the larger, and in analyzing the chain after
completion, we always take the smaller value of the two at each
sample to be A, and the larger to be B.
While the resulting posterior distributions are highly

complex with all kinds of degeneracies, we show them in
Figure 12. When using these as data-driven priors for COMAP
analysis, we approximate them as multivariate Gaussian
distributions based on the means and covariances.
Looking at the posterior distributions of the predicted LFs

plotted in Figure 13, we find that they are largely consistent
with COLDz constraints, which is exactly as expected.
However, one quirk is that the LFs from our MCMC runs
tend to have negative faint-end slope, whereas the COLDz
constraints do not favor either negative or positive faint-end
slope values. This is to be expected based on the fact that the
procedure of Riechers et al. (2019) makes no assumptions
about the CO emitters beyond the statistical sample from the
survey, whereas we have the implicit assumption of the halo
mass function, which approximately follows _ �dn dM Mh h

2 at
the low-mass end. Thus, at the faint end of the LF, we expect
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Figure 12. Parameter posterior (or data-driven prior) distributions from the MCMC combining our initial priors (dashed lines in marginalized posterior plots) with a
likelihood based on the COLDz ABC constraints. Contours represent 39% and 86% mass levels, corresponding to 1σ and 2σ levels for 2D Gaussians. The legend
indicates the colors for both initial and data-driven prior distribution curves. The dark-gray triangle in the A vs. B plot indicates the forbidden parameter space
where A > B.

Figure 13. Left: z ∼ 2.4 CO LF posterior distributions calculated from the MCMC results. We show 90% intervals for the MCMC (step plots indicated in legend), the
COLDz direct constraints (shaded rectangles), and the COLDz ABC constraints on a Schechter LF (black dashed, solid, and dashed–dotted showing 5th, 50th, and
95th percentiles, respectively). Right: 90% intervals from each of the MCMC results for the L(Mh) relation. For reference we also show L(Mh) relations from Chung
(2019)—which closely ties to the Li et al. (2016) model—as well as the TNG300_2 model from B. Baumschlager et al. (2022, in preparation).
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G a � a _L dn dM d L dM Llogh h
A1( ) ( ) ( ( ) ) , and A< 0 being

strongly favored means that a negative power-law slope at the
faint end is also strongly favored.

The posterior distributions of the model parameters can be
summarized as a posterior distribution of the L(Mh) relation, as
shown in the right panel of Figure 13. Our “flat+COLDz”
prior-likelihood combination does not meaningfully constrain
anything other than the turnabout scale, but the other data-
driven priors tend to additionally favor a relatively flat bright-
end slope and a faint-end power law in the Mh

2–Mh
6 range.

Appendix B
Average Values of Line Bias and Effective Line Width for

the UM+COLDz and UM+COLDz+COPSS MCMC
Posterior Distributions

We find that the behavior of b and veff with changing � §Tb
and Pshot is relatively smooth across the UM+COLDz MCMC
distribution. This allows us to devise the following fits:
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Residuals versus these fits are mostly confined to 10%–30%
relative error, against both the UM+COLDz and UM+COLDz
+COPSS samples. This level of error is sufficient for our
purposes given the large uncertainties associated with the
observational data. We plot these fits in Figure 14, although
note that the MCMC posterior samples only span parts of the
parameter space being plotted, largely toward lower values of
both Pshot and � §Tb .

Appendix C
Details of MCMC Inference Simulations

C.1. Survey Simulations

We use a simplified COMAP experimental setup with a
sensitivity corresponding roughly to the Y5 sensitivity
forecast previously mentioned in Section 4.1. The exper-
imental parameters are summarized in Table 4. We assume a
uniform noise distribution in three cosmological fields each
covering 4 deg2, with 256 frequency bins covering the full
26–34 GHz range. Following Ihle et al. (2019), we choose a pixel
size (4× 4 arcmin2) comparable to the instrumental beamwidth
of 4.5 arcmin (FWHM), which gives us a 30× 30 pixel grid for
each field.
Our signal simulations are based on mock DM halo catalogs

generated using the peak patch approach (Bond & Myers 1996;
Stein et al. 2019). We associate CO luminosities with each of
the DM halos using the model presented above. Luminosities
are converted to equivalent brightness temperature and then
separated by virial velocity before adding up the contributions
to each voxel in a high-resolution comoving grid. The maps
corresponding to the different virial velocity are convolved
with the appropriate Gaussian line width, as discussed above,
before they are added together and convolved with the angular

Figure 14. Polynomial fits of veff (left) and b (right) with respect to � §Tb 2 and Pshot, as detailed in the main text. Note the general trends of co-correlation of both
variables with Pshot, as well as anticorrelation of both with � §Tb 2.
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beam. Finally, we degrade the map to the low resolution used
for the main analysis.

We use 161 independent light cones, each covering
9.6 × 9.6 deg2, and divide them into smaller angular pieces
to correspond to the size of our cosmological fields. This way
we get a large number of semi-independent cosmological
realizations to use for generating covariance matrices.

C.2. Observables and Covariances

Ihle et al. (2019) showed that using a combination of the
power spectrum, P(k), and the VID, ( T( ), is a good way to
capture different parts of the information in a set of line
intensity maps in an efficient manner. We use the same
approach here.

The spherically averaged power spectrum, P(k), is calculated
from the (discrete) 3D Fourier components, fk, of the
temperature map
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where Pki is the estimated power spectrum in bin number i, Vvox

is the voxel volume, Nvox is the total number of voxels in the
map, and Nmodes is the number of Fourier components with
wavenumber |kj|≈ ki (i.e., in the bin corresponding to
wavenumber k= ki).

The most natural observable related to the VID, ( T( ), is the
temperature bin count
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where Bi is the number of voxels with a temperature in the ith
temperature bin.

We combine both observables into a data vector

�d P B, . C3i k ii( ) ( )

If all the components of di were independent, they would have
the following variance, which we denote as the independent
variance:

�P P NVar , C4k kind
2

modesi i( ) ( )

�B BVar . C5i iind( ) ( )
This assumes that the Fourier modes fk of the maps are
independent Gaussians and that the total number of voxels is
much larger than 〈Bi〉.
Since there typically are correlations between the different

elements of the data vector, we can take this into account using
a full covariance matrix

Y � d dCov , . C6ij i j( ) ( )
We now have all the ingredients we need to build up a

likelihood. We assume a Gaussian likelihood of the form (up to
a constant)
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where 〈d〉(θ) and ξ(θ) are the mean values and covariance
matrix of the observables di for specific parameters θ. Ns is the
number of simulations used to estimate 〈d〉, and the factor
Ns/Ns+ 1 takes into account the effect of the uncertainty in the
estimate of 〈d〉. We refer the reader to Ihle et al. (2019) for
further details on the mock DM catalogs, the simulation
procedure, and how the covariance matrices are estimated.

C.3. Mock MCMC Setup

The posterior distribution for our model parameters,
R T� A B C M M, , log , log ,{ ( ) }: , is given by Bayes’s theo-
rem,

R R RrP d P d P , C8( ∣ ) ( ∣ ) ( ) ( )
where P(θ) is the prior on the model parameters, θ. As a prior
we approximate the constraints derived in Section A.3 as a
multidimensional Gaussian distribution, for computational
efficiency. The prior parameters are given in Table 5.
To sample from the posterior distribution, we use the emcee

package (Foreman-Mackey et al. 2013) implementing an
affine-invariant ensemble MCMC with 60 walkers. As the
“data,” d, for the MCMC forecast we use a single (three-field)
cosmological realization of the UM+COLDz+COPSS point
estimate from Table 1, our default model. At each step in the
MCMC we estimate the mean observables, 〈d〉(θ), using 10
simulations in order to evaluate the posterior at the current
point in parameter space. We estimate the mean CO LF from
the 10 signal realizations each step in the MCMC and use this
as an estimate of the LF at this point in parameter space. This
way we obtain a large number of samples of the LF sampled
according to the posterior distribution of the model parameters,
giving us a simple way to get posterior constraints on the LF.
We use a burn-in period of 500 samples out of 5940 and treat

the subsequent samples as valid samples from the posterior. We
use the Gelman–Rubin and Geweke convergence diagnostics
as implemented by ChainConsumer (Hinton 2016), which
both suggest the MCMC converges. The Geweke statistic in
particular suggests that we could even shorten the burn-in
period considerably to the first 30 samples, but we do not
presume that these statistics have great sensitivity in identifying
chain convergence, although they may have great specificity.
Therefore, regardless of the convergence statistics, we take a
conservative approach and continue to treat the first 500
MCMC samples as the burn-in period.

Table 4
Simplified COMAP Experimental Parameters for MCMC Simulated Inference

Parameter Value

System temperature (K) 44
Number of feeds 19
Beam FWHM (arcmin) 4.5
Frequency band (GHz) 26–34
Channel width (MHz) 31.25
Number of fields 3
Field size (deg2) 4
Number of pixels per field 30 × 30
Noise per voxela (μK) 17.8

Note.
a This value corresponds to the Y5 sensitivity forecast discussed at the start of
Section 4.
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Appendix D
Details of COMAP–HETDEX Fisher Forecasts

The quantitative forecasts of Chung et al. (2019) for
COMAP–HETDEX cross-spectra are somewhat esoteric at
the present time for several reasons:

1. COMAP Pathfinder parameters such as field sizes and
observation efficiencies have substantially evolved.

2. The LAE model, while in principle matching LAE counts
in the literature, did not correctly account for Lyα
emission duty cycles of high-redshift galaxies, effectively
setting the LAE fraction to 100%. Thus, the model of
Chung et al. (2019) overestimates the mean CO
luminosity of LAE samples and thus overestimates the
cross shot noise, while also overestimating the LAE bias.

3. The forecast S/N values were never translated to
parameter constraints.

It is entirely out of scope for this paper to provide a full-fledged
Lyα emission model in order to forecast COMAP–HETDEX
cross-correlation analyses. We can, however, forecast the
observable auto- and cross-spectra without having to devise
such a model.

D.1. Observables and Parameters

Adapting Breysse & Alexandroff (2019), in real (comoving)
space we would have

� � § �P k Tb P k P ; D1mCO CO
2

shot,CO( ) ( ) ( )
� � �P k b P k n ; D2mLAE LAE

2
LAE

1( ) ( ) ¯ ( )
� � § �q qP k Tb b P k P . D3mCO LAE CO LAE shot,CO LAE( ) ( ) ( )

Normally forward models would link parameters like our
fiducial modelʼs {A, B, C, M, σ} to quantities like � §Tb CO and
Pshot. However, our approach for these simple forecasts will
focus on directly constraining the “derived” quantities, much as
we directly constrained � §Tb and Pshot with the early
science data.

Apart from the matter power spectrum Pm(k), five quantities
fully define the real-space power spectra: the CO clustering
amplitude � §Tb CO, the CO shot noise Pshot,CO, the LAE bias
bLAE, the LAE number density nLAE¯ , and finally the cross shot
noise Pshot,CO×LAE, which encodes the mean CO luminosity of
the LAE population:
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where CLT is the same as defined in Equation (A9).

We can define fiducial values easily for four of the five
quantities. For CO, given the UM+COLDz+COPSS point
model (which is our fiducial model) we have N� § �Tb 2 KCO
(with bCO= 4) and Pshot,CO= 1.9× 103 μK2Mpc3. For HET-
DEX, references in Gebhardt et al. (2021) suggest
bLAE= 1.8–2.2, so we can take a central value of 2. Taking
into account the fact that HETDEX sparsely samples most of its
survey footprint at 1/4.6-fill, Gebhardt et al. (2021) quote an
expected number density of � qn 1.1 10LAE

5¯ Gpc−3.
For the cross shot noise, we assume an LAE fraction and

give our best estimate for the mean CO luminosity for the LAE
population based on that assumption. Using various subsam-
ples of UV-selected galaxies and deep data from the Multi-Unit
Spectroscopic Explorer (MUSE), Kusakabe et al. (2020) found
the LAE fraction to range between 4% and 30%, rising weakly
with redshift and not evolving significantly with absolute rest-
frame UV magnitude. Based on the LAE fractions found in
their Table 1, we consider XLAE= 0.05 a reasonable LAE
fraction to assume.
Proceeding from this assumption that 5% of galaxies are

LAEs, with no significant dependence on UV luminosity—and
thus, one might assume, no significant dependence on SFR or
halo mass—we assume that 5% of DM halos host LAEs.
To reach a number density of � qn 1.1 10LAE

5¯ Gpc−3 with
1/4.6-fill, which is to say � qn 5 10LAE

5¯ Gpc−3 without
sparse sampling, the number density of halos that could ever
possibly host an LAE would have to be �n X 10LAE LAE

7¯
Gpc−3. This number density can be achieved by selecting all
DM halos with a halo mass above Mh> 9.3× 1010Me, a halo
population with an average halo bias of 2.2 roughly consistent
with the bLAE central expectation. For this population the
average CO luminosity is 4.9× 104 Le under our fiducial
model, which we multiply by CLT to obtain an estimate of
Pshot,CO×LAE= 51 μKMpc3.
However, the redshift-space observables are more compli-

cated than the real-space power spectra, as the CO intensity
field is subject to line broadening and large-scale redshift-space
distortions manifest in all observed clustering. As in the early
science analyses in the main text, here we are only concerned
with the simply spherically averaged monopole power
spectrum, so we approximate the effect of line broadening
with a single Gaussian filter with associated effective line width
veff. On top of these astrophysical redshift-space effects, we
must also consider the COMAP transfer function and the
VIRUS instrumental resolution.
Although the early science analysis in the main text uses

debiased sensitivities already corrected for the transfer func-
tion, for this section we compare the uncorrected signals
against raw sensitivities. We can approximate the transfer
function for COMAP CES data, in the space of the transverse
and line-of-sight wavevector components k⊥ and k∥, as a

Table 5
Mean and Covariance Matrix for Gaussianized UM+COLDz+COPSS Priors on Model Parameters

Covariance Matrix

Parameter Mean A B Clog log M
M: σ

A −3.71 2.26 0.0651 0.143 0.185 −0.0305
B 0.41 0.0651 1.03 0.207 0.0805 0.0239

Clog 10.8 0.143 0.207 0.251 0.17 −0.0227
log M

M:
12.5 0.185 0.0805 0.17 0.151 −0.0243

σ 0.371 −0.0305 0.0239 −0.0227 −0.0243 0.0228
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combination of sigmoid and Gaussian functions:
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We can combine this with an estimated noise power spectrum
of PN∼ 106 μK2Mpc3 for Field 1 CES data, as well as Fourier
mode counts expected from a 60× 60× 256 voxel grid spanning
2°× 2°× 8 GHz in angular and spatial extent (mirroring the
actual COMAP pixelization in all dimensions). The resulting
noise limit and transfer function are both within 1/3 of ground
truth across a majority of the range of k values. Scaling the
resulting noise limit (PN divided by the number of modes) down
by 69 to obtain our Y5 sensitivity estimate and applying the
approximate , and line broadening to the fiducial CO model
power spectrum, we obtain a forecast all-k S/N of 8 for the
uncorrected signal versus the raw sensitivity. This estimate is not
at all far from the value of 9 forecast in the main text comparing
the debiased noise limit against a line-broadened signal.

Working from Chung (2019), we can define the pseudo-
power auto- and cross-spectra as functions of (k⊥, k∥):
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Note that we define σeff in terms of veff:
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We may then average the pseudo-power spectra in
cylindrical k-space into k-bins, weighting by inverse variance,
to yield spherically averaged pseudo-signal spectra P kĩ ( ). For
the biased signals this is equivalent to simply weighting by the
mode count in each pair of k⊥- and k∥-bins, thus ending up with
a simple arithmetic average over some number of modes Nm(k)
for each k-bin. Since the field being autocorrelated or Fourier
transformed is entirely real, only half the Fourier modes are
independent; we count modes so that Nm(k) already includes
this halving.

D.2. Fisher Forecasts

For a Fisher analysis in the style of Breysse & Alexandroff
(2019), we first define the covariance matrix of the (distorted)
CO intensity and LAE overdensity fields:

⎡⎣⎢ ⎤⎦⎥�
� q

q
C k

P k P P k

P k P k
. D10ij

NCO CO LAE

CO LAE LAE
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Unlike Breysse & Alexandroff (2019), we should not divide PN

by any kind of window function, as we already fold applicable
transfer functions into P kĩ ( ).
To forecast constraints for parameters {xi}, we would obtain the

covariance of those parameters by inverting the Fisher matrix:
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Note that we discard the factor of 1/2 from Equation (13) of
Breysse & Alexandroff (2019), as we use Nm(k) to denote the
number of independent Fourier modes in each k-bin, whereas
Breysse & Alexandroff (2019) appear to write Equation (13)
under the assumption that Nm denotes twice this. Corroborating
this is the fact that Equation (12) of Chung et al. (2019) divides
by 2Nm(k)—using an equivalent definition of Nm(k) as in this
section—when calculating cross-spectrum variance, but
Equation (19) of Breysse & Alexandroff (2019) divides only
by N km ( ) when calculating cross-spectrum error.
We project constraints for six parameters: � §Tb CO (in units of

μK), βCO, pshot,CO≡Pshot,CO/(103μK2Mpc 3), veff (in units of
km s−1), bLAE, and pshot,CO×LAE≡Pshot,CO×LAE/(10

2μKMpc 3).
We do not attempt to project constraints on nLAE¯ , as the HETDEX
data by themselves will constrain this extremely finely. We also
note the addition of two parameters not in our real-space
parameter set: βCO, which must be defined separately from� §Tb CO
to fully describe redshift-space distortions; and veff, which we use
to describe line broadening. We base the central values for these
parameters on our fiducial model and thus obtain fiducial values
for all six parameters in our Fisher forecast:

N� § �Tb 2.1 K ; D12CO [ ] ( )
C � 0.24; D13CO ( )

�p 1.9; D14shot,CO ( )
� �v 330 km s ; D15eff

1[ ] ( )
�b 2; D16LAE ( )
�qp 0.51. D17shot,CO LAE ( )

We also continue to assume � q � �n 1.1 10 MpcLAE
4 3¯ to

calculate P kLAE˜ ( ).
Since a significant degeneracy exists between � §Tb CO and βCO,

and also between pshot,CO and veff, we impose Gaussian prior
distributions of βCO= 0.24± 0.15 and veff= 330± 165 (again, in
units of km s−1). These priors are conservative; the prior width on
veff is defined to keep veff> 0 in the vast majority of cases, while
the prior width on βCO derives from the main textʼs assertion that
bCO> 2.
We run Fisher analyses for two survey sensitivity scenarios:

1. Y3: We assume that, at minimum, by Y3 we will have a
(sparsely sampled) HETDEX LAE catalog that covers
Field 1, and that we will have accumulated 15 times the
integration time that we currently have in this field
(entirely consistent with our Y5 forecast). This means we
scale the estimated current PN= 106 μK2Mpc3 down by
a factor of 15 but assume we only have Fourier modes
available in this one field for cross-correlation. For the
CO auto-spectrum we consider sensitivities for both one
field and for all three fields, keeping PN the same but
tripling the number of modes available in the survey for
the latter case.
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2. Y5: We assume that we integrate deep enough to achieve
a noise power spectrum of 106/40= 2.5× 104 μK2Mpc3

in all fields and that a sparsely sampled HETDEX LAE
catalog covers all fields as well. This scenario is designed
such that the net auto-spectrum sensitivity gain of

�40 3 69 relative to the current Field 1 limit is
consistent with the improvement forecast for Y5 in the
main text.

The assumed HETDEX LAE data availability for Y3 and Y5
does not reflect potential proprietary periods for HETDEX data
before they are shared with either the general community or the
COMAP collaboration specifically. However, given the
expectation of full-fill sampling of the HETDEX zero-decl.
field (which overlaps with COMAP Field 1) and the current
estimated HETDEX survey completion date of 2024 quoted by
Gebhardt et al. (2021), we believe we have a reasonable guess
of how much data HETDEX would have available internally.

We show the resulting error ellipses in Figure 15. While we
only resolve some parameter degeneracies through priors, note
that we significantly reduce the degeneracy between � §Tb CO

and pshot,CO—which is to say that we can better disambiguate
CO clustering from CO shot noise—through cross-correlation.
The main parameter we would meaningfully constrain in the

Y3 scenarios is � §Tb CO, so we tabulate the constraining power
in Table 6 as the ratio between the central � §Tb CO value and the
Fisher forecast uncertainty T � §Tb CO[ ]. From Field 1 data alone
we expect T � § �Tb 0.445CO[ ] from a joint analysis of the CO
auto- and CO–LAE cross-spectra (the latter detected with an
all-k S/N of 7). This would be a significant improvement over
the early science result of N� § �Tb 51 KCO

2 (or � § �Tb CO
N7 K) and would still be better than an analysis of the Field 1

CO auto-spectrum by itself, which would only yield an upper
limit of � § �Tb 5CO μK. (Note that the priors on veff and line
bias applied in the Fisher forecasts are much looser than the
axiomatic assumptions applied in the main textʼs analysis, so
we should not expect this forecast upper limit to improve on the
early science result by a factor of x15 4.) Even if we
multiply the number of modes available by a factor of three to
simulate an auto-spectrum-based constraint that uses data from
all three COMAP fields, we forecast a marginal 2σ result, as
the predicted uncertainty is T � § �Tb 1.04CO[ ] .

Figure 15. 68% and 95% ellipses from the Fisher analyses described in the text for the Y3 one-field (left) and Y5 three-field (right) scenarios. Parameters are
dimensionless except � §Tb CO (in units of μK) and veff (in units of km s−1). Faint cyan ellipses show constraints expected from the CO auto-spectrum only, while the
solid magenta ellipses show joint constraints expected from CO and LAE data. We also show priors for βCO and veff (red dashed) applied in the Fisher analyses.

Table 6
Fisher Forecasts for Clustering Constraints from COMAP Auto- and COMAP–HETDEX Cross-spectra

T� § � §Tb TbCO CO[ ]
COMAP Y3 ×HET-

DEX LAE COMAP Y3 Auto COMAP Y3 Auto
COMAP Y5 ×HET-

DEX LAE COMAP Y5 Auto
Model � §Tb CO (One Field) (One Field) (Three Fields) (Three Fields) (Three Fields)

UM+COLDz+COPSS 2.1 μK 4.7 1.2 2.0 10. 4.6
Li+2016–Keat-

ing+2020
3.5 μK 8.0 3.7 6.1 13. 12.

Note. The model labels “UM+COLDz+COPSS” and “Li+2016–Keating+2020” respectively denote the fiducial model from this work (derived from the namesake
data-driven prior) and the Li et al. (2016)–Keating et al. (2020a) model, both discussed in the main text.

23

The Astrophysical Journal, 933:186 (25pp), 2022 July 10 Chung et al.



With Y5 data in hand, the CO–LAE cross-spectra detection
should continue to improve to an all-k S/N of 19, and the
uncertainty on the CO clustering amplitude from joint analysis
of auto- and cross-spectra should also improve by approxi-
mately a factor of 2 to T � § �Tb 0.209CO[ ] . The CO auto-
spectrum alone will now be securely detected, as we have
forecast previously in this work, and achieve T � § �Tb CO[ ]
0.455, on par with the Y3 Field 1 cross-correlation result.

We also repeat these analyses for the Li et al. (2016)–
Keating et al. (2020a) model that we considered in Section 4.1,
recalculating central values for all parameters except bLAE:

N� § �Tb 3.5 K ; D18CO [ ] ( )
C � 0.36; D19CO ( )

�p 0.97; D20shot,CO ( )
� �v 210 km s ; D21eff

1[ ] ( )
�qp 1.06. D22shot,CO LAE ( )

We continue to use Gaussian priors for β and veff with the same
widths, though the central values are changed. The stronger
auto-spectrum detection forecast for this model, as forecast
previously in Section 4.1, means that Y5 results are similar
between auto- and cross-spectrum analyses. However, cross-
correlation still provides a significant advantage in intermediate
stages of data acquisition, as we show in tabulations alongside
the fiducial predictions in Table 6. We also recall the point
raised toward the end of Section 4.3 about the advantages of
LIM–galaxy cross-correlation against systematics as discussed
by other works (e.g., Switzer et al. 2013; Keenan et al. 2022).

In all cases, HETDEX observations beyond sparse sampling
that fully fill in all COMAP patches would benefit S/N by
lowering HETDEX shot noise. The quantitative improvement
would depend on relative contribution of HETDEX shot noise
versus COMAP thermal noise to the uncertainties, but the
improvement predicted by Chung et al. (2019) was around 50%.

We do not detect the cross shot noise in any of the scenarios
considered above. However, even if the cross-spectrum yields
only an upper limit on the mean CO luminosity of LAEs, this
can be combined with voxel-level analyses as proposed by
Silva et al. (2021) and should still provide key insights into
galaxy and IGM properties at z∼ 3.
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