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Nonlinear Data-Driven Control via State-Dependent Representations
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Abstract— Recently, there has been renewed interest in data-
driven control, that is, the design of controllers directly from
observed data. In the case of linear time-invariant (LTI)
systems, several approaches have been proposed that lead to
tractable optimization problems. On the other hand, the case
of nonlinear dynamics is considerably less developed, with
existing approaches limited to at most rational dynamics and
requiring the solution to a computationally expensive Sum of
Squares (SoS) optimization. Since SoS problems typically scale
combinatorially with the size of the problem, these approaches
are limited to relatively low order systems. In this paper, we
propose an alternative, based on the use of state-dependent
representations. This idea allows for synthesizing data-driven
controllers by solving at each time step an on-line optimization
problem whose complexity is comparable to the LTI case. Fur-
ther, the proposed approach is not limited to rational dynamics.
The main result of the paper shows that the feasibility of
this on-line optimization problem guarantees that the proposed
controller renders the origin a globally asymptotically stable
equilibrium point of the closed-loop system. These results are
illustrated with some simple examples. The paper concludes by
briefly discussing the prospects for adding performance criteria.

I. INTRODUCTION

Data-driven control (DDC), as a rapidly developing field,
has attracted increasing attention in recent years. Compared
with model-based control (MBC), it has the advantage that
full knowledge of the model is not required. Rather, the
controller is obtained directly from the data, avoiding issues
such as inaccurate modeling or the high cost of Sysld. Some
early work towards DDC includes [1], [2], [3]. These meth-
ods assume a reference transfer function for the closed-loop
system. Then the parameter is tuned to minimize the error
between the reference and true signal. Later research focuses
on state-space based design. Work along these lines includes,
but is not limited to, [4], [5], [6], [7], [8] for linear systems,
and [9], [10], [11], [12] for nonlinear systems. Of particular
interest is [4], which establishes the equivalence between
DDC and MBC for noise-free LTI systems. On the other
hand, handling noisy measurements requires considering a
data-driven robust design.

The design of guaranteed robust data-driven controllers,
even for linear systems, is a relatively new research area. In
classical robust control, uncertainty descriptions are either
available or assumed and validated via model (in)validation.
On the other hand, these descriptions are not available
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in the data-driven case, necessitating the use of a set-
membership approach. In simple words, the noisy data-driven
case requires designing a controller that stabilizes all possible
systems compatible with the noisy measurements and some
priors (the consistency set). To the best of our knowledge,
the earliest work pursuing this approach is [13] where the
designed controller can stabilize all systems with noise
constrained by an ¢, bound. Further work in the /., norm
bounded scenario includes [14], where exploiting duality led
to the data-driven quadratic stabilization of a continuous
system. Recently, [15] proposed a non-conservative method
for the data-driven robust design problem with finite horizon
{5 bounded noise, based on a novel matrix S-lemma. Robust
stability is achieved by using this lemma to establish a con-
nection between two quadratic matrix inequalities (QMIs):
one defined by the noisy measurements, and the second
defined by the stability requirement. If the former set is a
subset of the latter set, the controller is guaranteed to stabilize
all plants in the consistency set.

Data-driven control of nonlinear systems is considerably
less developed. An approach guaranteed to generate robust
nonlinear controllers was proposed in [12]. While successful,
at the present time this approach is limited to rational dy-
namics. Further, since it requires the solution to a computa-
tionally expensive SoS optimization, it is limited to relatively
low order systems. An alternative approach was proposed in
[11], but since it is also based on SoS optimization, it suffers
from the same scaling problems.

To address these difficulties, in this paper we propose a
new approach to address the nonlinear data-driven control
(NLDDC) problem. This approach, based on combining the
S-lemma based framework developed in [15] with state-
dependent representations [16], allows for synthesizing data-
driven controllers by solving at each time step an on-line
optimization problem whose complexity is comparable to the
LTT case. Our main result shows that the resulting controllers
are guaranteed to render the origin a globally asymptotically
stable equilibrium point, as long as a given linear matrix
inequality (LMI) remains feasible along the trajectory. The
advantages of the proposed approach over existing tech-
niques are two-fold: (i) its computational complexity and
scaling are comparable to those of linear data-driven control,
and (ii) it is not limited to rational nonlinearities.

The remainder of the paper is organized as follows:
Section II covers the notation and background knowledge re-
quired to make the paper self—contained. Section III presents
the main result of the paper: an on-line optimization-based
algorithm for finding robust data-driven controllers for non-
linear systems, along with the supporting theoretical results.
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Section IV illustrates the efficiency of the proposed method
with three different systems. Finally, section V concludes the
paper and provides directions for further research.

II. PRELIMINARIES
A. Notation

We use the standard linear algebra notations. R and R™
denote the real numbers and the real n-dimensional vector
space, respectively. x € R™ is a vector and X € R™*"
is a matrix. X > 0 indicates a positive semi-definite (PSD)
matrix. 7r(X) is the trace of the matrix. ker(X) is the kernel
of the matrix. Kron(X,Y) denotes the Kronecker product
of two matrices. I,, is the n X n identity matrix (n may be
omitted when clear from the context) and O is the zero matrix
of suitable size.

B. State-Dependent Representations

In [16], Cloutier et. al. proposed to stabilize continuous
time nonlinear systems through the use of State-Dependent
Riccati Equations (SDRE). The main idea here was to recast
the nonlinear dynamics into a linear-like form by using
state-dependent representations and design a controller using
the (pointwise in the state) Riccati equations associated
with these representations. Existence of these representations
and the properties of the associated SDRE controllers are
discussed for instance in [17]. Motivated by these results,
in this paper we will use discrete time state-dependent
representations, e.g. given the nonlinear system

X1 = f(xx) + g(xx)ug (1
we will represent it by
Xp41 = A(xp)xk + B(xg)up (2

where
f(xx) = Alxp)xr  g(xx) = B(xx) 3)

Example.

2
_ L1 TrE1 1
i = [ﬁfk,lxk,z +l‘k,2] * [ 1 0} e

| Tk 0 Tk,1 1
- Lfk,z 1} et { 1 0} uk
This formulation will be key in using linear DDC control
tools to synthesize controllers for nonlinear systems.

“4)

C. Matrix S-lemma

For ease of reference, we restate Theorem 13 from [15]:

Theorem 1. Let M, N € ROHROX04E) pe symmetric
matrices, partitioned as

assume that
a. there exists some matrix Z € R™*F satisfying

P o

b. M22 < 0, N22 = 0 and kel‘(N22> - ker(ng)
Then we have

11" (1
{Z} M {Z} =0 forallZ € Sy 8)
if and only if there exist scalars 7 > 0 and n > 0 such that
B nl 0
M-z [0 ) ©)

This theorem plays a central role in establishing the con-
nection between the noisy measurements and the stabilizing
controller.

D. Problem Statement

The goal of this paper is to solve a robust NLDDC
problem. Formally, the problem of interest is

Problem 1. Consider a system

Xpq1 = f(xx) + g(xp)ug + wy (10)

with unknown dynamics f.g and (5 bounded noise wi.
Given the measurements Xy, U, a bound € on the energy
of the noise and a priori structural information on f,g,
find a state-feedback controller vy, = Kyxy that renders
the origin a globally asymptotically stable equilibrium point
of the closed-loop system.

III. MAIN RESULTS

In this section, we reformulate Problem 1 as a convex
optimization problem over LMIs. The key idea is to first
represent the nonlinear dynamics in a state-dependent form
and proceed as if the system is “linear”, by solving, at each
time k, a “frozen” quadratic regulation problem of the form:

o0
min Z x! Qx; +u! Ry,
i=k
st xi41 = A(xp)x; + B(xg)u;

Y

12)

where Q € R"*" = 0,R € R™*™ - ( are state and control
weights. That is, at each time k we obtain a state-dependent
representation, and then “freeze” these dynamics and proceed
by treating the system as LTI. The goal is to obtain, at each
time k, a robust data-driven controller that solves the problem
above for all “linear” systems in the consistency set. To this
effect, we use eq. (9) in [8], to rewrite Problem (11)-(12) as
(for simplicity, we omit x, i.e. A(xy) = Ag)

M My, My, N Ny Np ) min Tr(QYy) + Tr(RLy) :
M{, My, N, Ny st Yi — (Ap + BrKy) Yy (Ap + BiKy)" —1-0
Define a set L, - KiY K[ =0 13
T . . .
. I 1 Motivated by [15] we will solve a robust version of (13)
- nxk
Sy = {Z €R ‘ {Zw N {Z} = O} ©) by minimizing an upper bound for all possible “linear”
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systems. To this effect, we define two sets: S7, the set of
all systems compatible with the noisy measurements, and
S, the set of all systems that can be stabilized by a given
state-feedback controller. Finally, we apply Theorem 1 to
enforce the inclusion S7 C S5. To begin with, we make two
assumptions on the a-priori information.

Assumption 1. There exist known basis functions F €
R X1 G € R"*™ that span f,g.
With this assumption, it is not hard to see that (10) can

be rewritten as

Xpr1 = aF(xk.) + ,BG(xk.)uk. + Wy (14)

where a € R"*"f, 3 € R"*"s are the (unknown) coef-
ficients of f,g and ny,n, the corresponding size of basis
functions. For example, (4) can be parameterized as

01 0]]| “k2
T 0 :cxkg’cl " (15)
k1Tk,2

We now have a QMI related to the measurements. The
next step is to get an expression similar to (20) where
a, 3 are bounded by the QMI representing all the systems
stabilized by the state-feedback controller u; = Kgxi. We
consider now the state-dependent representations F(xj) =
A(xp)xk, G(x1) = B(xx) where A € R™/*™. In terms of
these matrices (14) can be restated as

Xp41 = aA(xk)xk + ﬁB(xk)uk + W (22)

To stabilize this system, we solve (13) with the
additional constraint that the control Lyapunov function
V(xg) = x}Y(xx) 'x), must be decreasing along the
trajectories, leading to (for simplicity, we omit X):

min Tr(QY}) + Tr(RLy)
st. Yi — (@A + BBK) Yi(aAy + BBKg)" =10
L. - K. YKl >0

Viei—Ve >0
(23)
It is not hard to see that the first inequality in (23) is

01 10 1 .
[1 0 0 0] Kron(I [«Tkj ok equlvaleTnt t0
Next we excite the system for T time steps and collect I Y1 0 0 I
: . . a’ 0 —ALYRA]  —ALY,K[B] a’| =0
samples of the states and inputs in matrix form 37 0 -BiK.YiA] -BuKYKIB] ] | g7
X = [Xo . XT] 1 (24)
U=[u...up_1] (16) Defining Hy = K Y to eliminate the bilinear term, we
have the equivalent expression
and define the matrices T
I Y -1 0 0 I
X+ = [Xl . XT] aT |: 0 7AkYk,Af 7A;€HEBF£ :| aT )
X = [F(X()) - F(XTfl)] (17 ,8T 0 -ByH.A] -ByH,Y, 'HIB] BT
U = [G(Xo)uO . G(XT_l)uT_l] (25)
W_= [wo... Wr_1] The set S5 that contains all the systems stabilized by the
- - state-feedback controller u; = HkYglxk is given by:
Clearly (14) satisfies: )
Sy = {a, B | (25) holds} (26)
Xt =aX + U +W._ (18) . . .
The inclusion S7 C S5 can be enforced now using Theorem
Finally, we introduce an assumption on the noise 1. However, before proceeding, we need to verify that the
Assumbtion 2 hypotheses of the theorem hold. Assumption a is trivially
p : satisfied. To check assumption b, we first define
T
I P, P I r ‘
> M M
[WT} Lba o) | W] 7O Y T
| Mo ' Mo
for known matrices ®11 = ‘I’lTl, D15 and Pyy = <I>2TQ < 0. - ‘
£ ® 1 d Yeol, ° °
In particular, if ®15 = 0 and ®92 = —1I, (19) reduces to T T T T T T T TS T T T T T TG T T
W W < &, that is simply a bound on the covariance - 0 | —ArYiAy —ArYiK; By,
of the noise. o0 -BiK,Y, AT -B.K,Y.K{BT
By substitution of W_ in (18), we have 27)
T T and
I I X5 P P I X4 I |
| o —X [;Tl @12} 0 -X| |af|=0 o | NuiNe
gr| o —u |7z T2l —U| |7 Ny ' N
(20) - ‘ T rg
Define S; as the set of possible system parameters compat- Xy r Xy (28)
: e P P11 Pip | |-
ible with the measurements =0 -X ’ 0 -X
. P B .
S; = {a, 8 | (20) holds} Q1) o —U |t " 0 -U.
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Thus
T

Ay Ay
since Y > 0. Similarly:

o T

X X

Noy = — _U:_ D2 {U} =0 (30)

holds since ®45 < 0. Finally, We note that

~ 1T

ker(Ns3) :ker< %’ )
- (31)

ker(Ny) = ker (1 + X, ®52) %} T)

Hence ker(N33) C ker(Np3). Thus all the hypotheses of
Theorem 1 are satisfied. Directly application of the theorem
to (20) and (25) yields that S; C S, if and only if

Yk—I—’OkI 0 0
0 — ALY AT —AHIBT
0 -ByH:A] -B,H,Y,'HIB}
I Xl g a1 X+ T

-7 |0 —X_ {1; 12] 0 —-X | >0
0o —u | % ®2lly gy

’ (32)
Now we are ready to state the main theorem of the paper.

Theorem 2. Problem 1 is solvable if there exist matrices
Y, >~ 0,Hy,Lyx and scalars 7, > 0,m, > 0 satisfying
(33)-(35) below. Then the state-dependent feedback gain
K, = Hlezl renders the origin an asymptotically stable
equilibrium point of (10).

kaIfT]kI 0 0 0
0 ~AY AT —AHTBT 0
0 —BkaAz 0 Bk:Hk
0 0 H!BZ Y.
I X, 1 x,.]"
. 0 —X7 @11 @12 0 —X7 -0
Tklo —U||®L, ®5| |0 -U| =
0 0 0 0
(33)
L, Hg
B e
kal Xg
{xk Y,| 70 (35)

Proof. The equivalence between (33) and (32) follows from
applying a Schur complement to (33). Similarly, (34)-(35)
follows from applying Schur complements to the last two
inequalities in (23). Finally, (35) guarantees that V(x) =
x{Y,lek is a Lyapunov function for the closed-loop sys-
tem. O
Motivated by the result above we propose the following
on-line optimization based robust data—driven control law:

Algorithm 1 Online NLDDC
1: Excite the system for % time steps and collect initial data
matrices X, U
2: Decide basis functions F, G, performance matrices
Q, R, Initial value of the Lyapunov function Vj and the
noise bound e

3: repeat

4: Form data matrices X (k), X_(k), U_(k)

5: Solve min Tr(QYy) + Tr(RLg) s.t. (33)-(35)
6: Apply the controller u; = Kjxy,

7: Compute Vi = fo,:,lxk

8: k = k+1

9: until

10: The system trajectories converge

IV. ILLUSTRATIVE EXAMPLES

In this section, we illustrate the potential of the proposed
approach with several examples with sinusoidal, rational and
exponential dynamics. In all cases, we set Q = I, R =T and
Vo = 1000. The noise bound € is computed from the largest
eigenvalue of WfWi‘F andweset @11 = el, P15 =0, Pyy =
—I, that is we bound the noise covariance, i.e. ), [[Wg[l2 <
€. The initial state and input obey the normal distribution.
The noise obey Gaussian distribution with standard deviation
o = 0.01. All discrete time models are obtained from a
discretization of continuous time systems using the forward
Euler method xj41 = xi + Tcx + wy, with T, = 0.1. We
run all the simulations in MATLAB [18] and the optimization
problem is solved using YALMIP [19] with the MOSEK [20]
SDP solver.

Example 1. Inverted pendulum with friction

i1+ Texy 2

0
Xb+1 = Tpo+ Tesinag — Tc$k72:| t [TC] Uk + Wk

The goal here is to find a control action that stabilizes
the pendulum in the upright position [0, 0]. Note that since
the dynamics are not rational, this case cannot be addressed
by the approaches in [12], [21]. We excited the system
for 20 time steps, i.e. k = 20 and chose the basis F =
[z1,79,sin(x1)]T, G = 1. Applying Algorithm 1, leads to
the trajectories shown in Figures 1-2

1.2

1

0.8

0.6 -

04+

State
0

. .
0 50 100 150
Timestamp

Fig. 1. System Trajectories
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0.04 T T T T T T

0.035 b

[0}
2 o 4
>
0.015 b
0.01 | b
0.005 b
0
0 20 40 60 80 100 120
Timestamp
Fig. 2. Lyapunov Function Vi
Example 2. Simple rational dynamics
Tk,1 1
T+ Lo T2
Xp+1 = T M g+ wy,

Ti,2 + Tewp 1

This system is open-loop unstable. Choosing k& = 20 and

the basis F = [z, 79, li—;%]T, G = ﬁ leads to
2
15} \ —X 1
—_—
- - k=20
—

State

0 50 100 150
Timestamp

Fig. 3. System Trajectories

0.7 T T T T T T

0.6 1

Value
o o
w =
. .

0.2H 1

0 20 40 60 80 100 120
Timestamp

Fig. 4. Lyapunov Function Vj

Example 3. Cart and spring model [22]

T+ Texy 2

X 1 = _
M T o — TR0 e mhagy 4+ Toloay, o

0
M

We modified the original system in order to make it open-
loop unstable. The parameters are M = 1,ky = 0.33,h =

1.1. Again, we set k& = 20 and choose the basis F =
[x1,X2,e *1x1]7, G = 1. Running Algorithm 1, we have

8
7 —_— 4
6 —X
5 -=-k=20/]
4 J
L3 i
8
h 2 1
1 J
0
“ J
2 J
3 ‘ .
100 150
Timestamp
Fig. 5. System Trajectories
25 T T T T T T
20 B
15 b
(]
=
[
>
10+ g
sk J
0 :
0 20 40 60 80 100 120
Timestamp
Fig. 6. Lyapunov Function V},

In the remainder of this section, we comment on three
issues: equivalent state-dependent realizations, the effect of
noise, and the effect of the choice of basis.

Remark 1. It is not hard to see that state-dependent rep-
resentations are not unique. Indeed, given Ay, any Ak =
A +Ey, such that Exxy, = 0 is also a valid representation.
For instance, (4) can also be parameterized as

| TE 0 TEp1 1
Xk‘+1 - |: O 1 +xk,1:| Xk + |: 1 0:| Ug (36)

For the given examples, we ran our algorithm with different
representations and empirically observed no noticeable effect
on the stabilization of the system.

Remark 2. The amount of noise the system can tolerate
depends on the quality of the data. In general, the more
samples we have, the larger noise we can tolerate since
the uncertainty decreases (equivalently, the consistency set
is smaller). For Example 1, if we increase the noise to
o = 0.05, then we need 80 samples to stabilize the sys-
tem, i.e. k = 80. On the other hand, o = 0.1, requires
k = 400 samples. However, in the case of an open-loop
unstable system, the trajectories rapidly explode, preventing
the collection of enough samples. For example in Example
2, 3, with T, = 0.1, we cannot collect enough samples before
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the trajectory explodes. In principle, this can be mitigated
by faster sampling. However, if the model originates from
the forward Euler discretization X1 = X + T.Xx + Wy, a
smaller T results in a larger relative noise level, which may
require, once again, using a long horizon.

Remark 3. Effect of the dictionary choice. In all the simula-
tions, we used a dictionary containing only the required basis
functions. Using an overcomplete dictionary may lead to
parameter matrices o, (3 with additional elements, which in
turn, may require collecting more data to obtain comparable
sized consistency sets. Let us consider using a large basis
F = [21,79,22 2179, sin(z1), x15in(21)]T, G = 1 for
Example 1. In this case, finding a stabilizing controller
requires setting k = 70.

V. CONCLUSION

This paper proposes an on-line optimization-based method
for synthesizing robust nonlinear data-driven controllers
guaranteed to stabilize all plants in the consistency set.
It differs from existing approaches in that is not limited
to rational nonlinearities, and, more importantly, it does
not require solving a computationally expensive SoS op-
timization. Rather, the computational complexity at each
time step is comparable to that of designing a data-driven
controller for a linear system of comparable dimensions.
Our main theoretical results show that, as long as 3 LMIs
feasible along the trajectory, the proposed control law is
guaranteed to render the origin an asymptotically stable
equilibrium point for all plants in the consistency set. These
results were illustrated with several simple examples two
of which involve non-rational dynamics and hence cannot
be addressed with existing methods. An issue that was not
addressed in this paper is the effect of the choice of state-
dependent parameterizations. As noted in Remark 1, all
such parameterizations corresponding to a given nonlinear
dynamics can be described in terms of a free state-dependent
matrix Ej such that Exx; = 0. In principle, this could
be accommodated by replacing A with Ay + Ej in (33)
and adding the linear constraint E;x; = 0. However, this
will lead to terms of the form EngEk, so that (33) is no
longer an LMI. The resulting inequality can still be solved
using polynomial optimization ideas, but this will result
in a poorly scaling, computationally expensive algorithm,
defeating the purpose of the paper. Research is currently
underway seeking parameterizations that do not substantially
increase computational complexity. A second issue that has
not been addressed in this paper is performance. Note that
even though an equivalent LQR problem is solved at each
step, in principle no claim can be made relating the Lyapunov
function V(x;) = x1Y !(x)xx to the actual closed-
loop Hsa cost for the nonlinear system. We believe that
this situation can be partially alleviated by considering a
robust version of the receding horizon approach pursued in
[23], where the Lyapunov function obtained from the state-
dependent representations is only used as a terminal cost.
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