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Abstract. Linear matrix inequalities (LMIs) are ubiquitous in modern control theory, as well
as in a variety of other fields in science and engineering. Their analytic centers, i.e. the maximum
determinant elements of the feasible set spanned by these LMIs, are the solution of many well-known
problems in statistics, communications, geometry, and control and can be approximated to arbitrary
precision by semidefinite programs (SDPs). The quality of these approximations is measured with
respect to the difference in log-determinant of both the exact and the approximate solutions to these
SDPs, a quantity that follows directly from the duality theory of semidefinite programming. However,
in many applications the relevant parameters are functions of the entries of the LMI argument X.
In these cases it is of interest to develop metrics that quantify the quality of approximate solutions
based on the error of these parameters, something that the log-determinant error fails to capture
due to the nonlinear interaction of all the matrix entries. In this work we develop upper bounds on
the Frobenius norm error between suboptimal solutions X ; and the exact optimizer X of maximum
determinant problems, a metric that provides a direct translation to the entrywise error of X and
thus to the relevant parameters of the application. We show that these bounds can be expressed
through the use of the Lambert function W (x), i.e., the solution of the equation W(x)ew(z) =z, and
derive novel bounds for one of its branches to generate efficient closed-form bounds on the Euclidean
distance to the LMI analytic center. Finally, we test the quality of these bounds numerically in the
context of interior point methods termination criteria.
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1. Introduction. Since their popularization in the 1990s, linear matrix inequal-
ties (LMIs) have become an essential tool for the study of many problems in con-
trol theory (e.g., Ho and H., synthesis, robust stability analysis). Further, their
wide applicability to problems involving matrix spectra together with the develop-
ment of efficient numerical methods to solve convex optimization problems [19, 20]
have made LMIs and semidefinite programming ubiquitous in science and engineer-
ing [2, 8, 26, 29]. A particular problem involving LMIs is that of computing the
analytic center of a set of LMIs, i.e., the maximum determinant matrix inside the
feasible set spanned by those LMIs. This problem, also known as the maximum
determinant (mazdet) problem, has applications in a variety of fields like statistics,
geometry, communications, and control (see [27] for a thorough review of the appli-
cations of maxdet). The maxdet problem can be stated as

(1.1) max | X| st.XeD, X >0,
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where D is a convex set and X > 0 indicates that X is positive semidefinite (PSD),
and to avoid the degenerate case we assume that there exists one X € D for which
X > 0. This problem is often cast as the equivalent problem

(1.2) n%n —log (| X|) st.XeD,X >0

that is more tractable due to the convexity, smoothness, and self-concordance of the
—log (] X|) function in the cone of PSD matrices [9]. Problems of the form (1.2) can be
numerically solved using semidefinite programming algorithms such as interior point
methods, which can solve (1.2) up to any accuracy e, as measured by the optimality

gap:
(1.3) e > log (| X.|) — log (| X;[) > 0,

where X, is the exact optimizer of (1.2) and Xy is a feasible solution to the same
problem. Bounds of the form (1.3) on the suboptimality of the cost function are
usually easy to obtain, through self-concordance of the cost function or using duality
[9] (in fact, standard interior point solvers routinely compute this bound to decide
their termination).

However, in a large number of applications the parameters of interest either de-
pend on entries of the matrix variable X or are entries of X themselves. For instance,
set-theoretic estimation and control methods seek to find sets that satisfy suitable
properties [6]. While usually convex, these sets are generally hard to characterize and
thus, in many instances, are approximated either by ellipsoids of the form z7 Xz < 1
or the intersection of such ellipsoids. In the context of worst case estimation, the goal
here is to use noisy measurement to find the minimum volume ellipsoid known to con-
tain the state of a system [22], which can be posed as a maxdet problem of the form
(1.2) [26]. In the context of robust control analysis and synthesis, the goal is to esti-
mate the largest ellipsoid that can be steered to the origin by bounded controls in the
presence of bounded uncertainty and disturbances [8, 17]. A related problem, arising
in the context of peak minimization, is to use bounded controls to minimize the size of
an ellipsoid known to contain the set of all reachable states from the origin, when the
system is driven by a bounded-energy perturbation (see Chapter 6 in [8]). In these
cases, the quantities of interest—bounds on the worst case estimation error, whether
or not the given points are inside the region of attraction of the origin or whether
the reachable set intersects an “unsafe” region—are related to the geometry of these
ellipsoids, rather than merely their volume. Thus, bounds on the log-determinant of
the form (1.3) are poor metrics, since the volume of the ellipsoid corresponding to
a feasible solution Xy could be close to the optimal volume, while X itself is not
close to X,. On the other hand, the metric || X, — X||%, captures the difference
between the geometry of the ellipsoids. Hence, for these applications, it provides a
more accurate termination criteria than the usual optimality gap.

In this work we combine the easily accessible bound e from (1.3) with the inter-
pretability of the Frobenius norm bounds to provide a bound of the form:

(14) 17 = Xl < 11715 1‘)
' e I e
Asymptotically, this bound behaves like || Xf||3 €2/ as € — 0, tightening the bound

on the Frobenius norm as the optimality gap (1.3) decreases. The bound is developed
by analyzing the properties of the optimizers of (1.2) together with the derivation of a
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novel bound on the principal branch of the Lambert function Wy(x), i.e., the solution
of the equation Wy(z)e"o(®) = 2, for which no closed form is available. In section 2
we analyze problem (1.2) and derive bounds on the Frobenius norm || X — X.||% as a
function of the log-determinant bound e and the Lambert function W (z). In section
3 we present the novel bound on Wy(x) and in section 4 we provide the proof for the
proposed bound (1.4). In section 5 we test the quality of the bound in a numerical
setting and present conclusions and future work in section 6.

2. Bound derivation. In this section we derive the bounds on the Frobenius
norm presented in (1.4). A general form of such bounds is given by

(2.1) 1% = X4lI% < 11X7113 9(e)-

We start the derivation by defining the matrix R = X;l/QX}/Q. We note that X, is
positive definite and thus invertible by assumption due to the definition of the set D.
Furthermore, assuming finitiness of € we get that Xy is also strictly positive definite
and thus invertible too. This definition leads to

1/2-—1/2 —1/2 y1/2 1/2 — — 1/2
(22) (Xp-X)=X2X; 2 (X, - X)X, V2XP = X2 (1 - RRTT) X2

We can use the inequality ||AB||% < ||A||3||B||% for symmetric matrices to bound
the Frobenius norm by

(2.3)
1/2 _ — 1/2 1/2 _ _ 1/2
1X5 = X3 = IX;2 (1 - RTRTT) X213 < IX1311 (1 - RTURTT) X213
1/2 _ _
< [IX2IIN - RTRTT|3
= |1X3 1 - RT'RT2.

Combining (2.1) and (2.3), we define g(e) as the largest squared Frobenius norm
|[I — R7'R~T||% that a matrix R can have, given a set of constraints on R which
we describe below. For simplicity, we will define these constraints on the symmetric
matrix @ instead of R, a matrix we define as () = X*_l/Q(Xf fX*)X*_l/2 =RRT 1.
Denoting by o; the singular values of R, the eigenvalues X of Q are given by \; = 02 —1.
The eigenvalues of (I — R~'R~T), whose Frobenius norm we aim to bound, can also
be written in terms of A, as they take the form 1 — % = IJ’:;\ Next we define the
characteristics of the optimization problem that allows us to derive the structure of

g(€) as a function of the eigenvalues \;.

2.1. Upper bound g(€) as an optimization problem. The structure of the
maxdet problem provides an additional constraint on the trace of the matrix @,
described in the following lemma.

LEMMA 2.1. The matriz Q satisfies Tr (Q) < 0.

Proof. Consider the function F'(t) = —log(| X« —t(X,—Xy)|) and its minimization
on the interval 0 < ¢ < 1. This problem is equivalent to (1.2) restricted to the line
segment between X, and X; and so the optimum must lie at ¢ = 0, from which it
follows that its gradient at ¢ = 0 must be nonnegative, i.e., F'(0) > 0. Expressing
F(t) with respect to @ we have that

(24)  F(t)=-log(I+tQ|) ~log(IX.]) = F'(t)=-Te((I +tQ)7'Q).

Evaluating the negative gradient at ¢ = 0 leads to —F’(0) = Tr(Q) < 0 which
completes the proof. 0
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Noting that the trace of a symmetric matrix is equivalent to the sum of its eigenvalues,
the nonpositivity of the trace of @ allows us to derive a bound for the eigenvalues \;
of the form

€ > log (| X.|) —log (|X¢|) = —log (|1 + Q) = Tr (Q) — log (|1 + Q)

N
(2:5) => A —log(1+X).

We can pose the bound g(e) on the Frobenius norm || — R~'R~T||% = Zl(1i>\)2

as an optimization problem, where we aim to find the maximum Frobenius norm
|[I — R~'R~T||% given the eigenvalue constraints presented above:

(2.6)
2 N N
9(e) = max Z( A ) sty A —log(1+A) <e, Y A\ <0, A > —1Vi.

1+

We can decouple the variables \; on the logarithmic constraint by including auxiliary
variables 7;:

N N
(2.7) d Xi—log(l+A)<e <<= N-log(l+X)=m7, » m<e

7 7

The variables A; can be isolated in the following way:

Ai —log(1+ X)) =7,
1=\ —|—10g(1 + /\z) =—1—-m,
(2.8) e—l—/\i(_l _ /\Z) — _6—(1-|-7'i)7

o= W <767(1+”)) _1,

where in the last step we have used the the product logarithm function W (z) satisfying
W(x)ew(z) = z. In the next section we explore the properties of this function and
present two theorems that will allow us to characterize the solution of the optimization
problem (2.6).

3. Bounds on the Lambert function. The Lambert function W(x), also
known as the product logarithm function, is the function defined by

(3.1) W (z)e® =z

and when defined over the reals, its domain is © > —e~! [12]. In the range —e 1l <
x < 0, W(x) can take two different values, defined by the two branches of the function
Wo(x) and W_q(z), shown in Figure 1(a). The former, also known as the principal
branch, satisfies Wy(z) > —1, while the latter satisfies W_;(z) < —1, meeting at
the branching point z = —e~1, where Wy(—e~!) = W_;(—e~!) = —1. The range of
W (z) for x > 0 belongs to the principal branch.

The Lambert function has wide application in many science and engineering dis-
ciplines, including physics and astrophysics [13, 21, 24, 28|, control theory for the
stability analysis of time delayed systems [11, 23, 30, 31, 32, 33], electronics [3], and
biochemistry [14], to name a few. While there is no analytic closed form for W(x),
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Fi1G. 1. (a) The two branches of the Lambert function over the real values: Wo(zx) in blue solid
line and W_1(z) in red dashed line. (b) Detail on the Wy(z) branch over the negative range, in blue
solid line, and the upper and lower bounds proposed in this work, in red dashed line.

accurate approximations have been developed, some of which presenting remarkable
low relative error (< 10716) [4, 5, 7] through the use of complex formulas and/or iter-
ative schemes. Simpler and more interpretable bounds were later developed for W_;
in [1, 10], and for the positive portion of Wy [18]. Next we develop similar bounds
for the negative domain of Wy, as seen in Figure 1(b), a region of the Lambert func-
tion for which, to the best of our knowledge, no simple bounds have been previously
proposed.
We begin the derivation by presenting the following bounds.

LEMMA 3.1. The function z —log(1 + x) is bounded as follows for —1 < x < 0:
(3.2) —log (1+2%) <z —log(l+z) < —log (1 —2?).

Proof. For the left-hand side, we introduce the function (z) = x — log (1 + z) +
log(1+2?). Nonnegativity of I(z) in the range —1 < x < 0 is equivalent to satisfaction
of the lower bound in (3.2). The derivative of I(x) is given by

1 322 x(1+xz)°

(3.3) l/(z):1*1+x+1+x3:(1+x)(1+x3)

which is negative for —1 < < 0. As [(0) = 0, I(z) is nonnegative in the proposed
range, which completes the proof. Similarly, for the right-hand side bound of (3.2),
we have that if u(z) = x —log (1 + z) + log(1 — 2?) is nonpositive in —1 < z < 0 then
the bound holds. Its derivative is given by

1 2x -z

(3.4) U/(x):1_1+x_1—x2:(1—a:)
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which is positive in —1 < 2 < 0 and thus u(z) is increasing in that range. Combining
this with u(0) = 0 certifies that w(x) is nonpositive in the desired range and finishes
the proof. ]

We are now ready to present the proposed bound on Wj.

THEOREM 3.2. In the range —e™! < x < 0 the function Wy(x) is bounded as
follows:

(3.5) Ver+1—1<Wy(z) < Vexr+1-—1.

Proof. Applying the change of variables Wy(z) = —1 — 7 to (3.1) and inverting
signs we get

(3.6) 1+m)e 7 = -
Applying the logarithm to both sides and changing signs again results in
(3.7 T—log(l+4 1) = —log(—z) — 1.

As Wy(z) satisfies —1 < Wy(x) < 0 in the interval —e~! < z < 0, we have that
—1 < 7 <0 and thus we can use the bounds from (3.2) to get

—log (1 + 7’3) < —log(—z) — 1< —log (1 — 7'2) ,
(3.8) > —ex—1>-17
Wo(z) +1)° <ex+1< (Wolx)+1)°.
Applying cubic and square roots, respectively, and subtracting 1 leads to the inequal-
ities in (3.5). ad
In settings like (2.8), the Lambert function is expressed in the form
(3.9) y—log(l+y)=u
which is equivalent to (3.1) for z = —e~'"% and y = —1 — W (). In that case the
bounds (3.5) reduce to the form:
(3.10) Vi—e v —1<Wy(—e 7)) < V1 —e v —1.
We introduce a final inequality relating the values of both branches Wy(z) and W_; ()
for negative values of x:
THEOREM 3.3. For any x € [—e™1,0), the following inequality holds:
WQ(J?) +1 > W_l(ﬂf) +1
—Wo(z) = Woi(z)

Proof. We start with the change of variables Wy(z) = —1—ocand W_; = -1 —171
with o € (—1,0] and 7 € [0, 00) by construction. By definition of the Lambert function
we have that

(3.11)

(3.12) o—log(l4+o0)=7—log(l+7)=—-1-log(—x).

Inequality (3.11) can also be written with respect to o and 7, leading to

—0 T 1 1 T
> — —-1-—-<-+41 = —0>

3.13 .
( ) 140 1471 o T — 1427
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Now define v (1) = 175, and f(7) = v (1) — 7 —log (1 + v (7)) +log (1 + 7). We have

that f(7)|r=0 = 0 and its derivative its given by

—472

(3.14) Ao <0

Being nonincreasing and crossing 0 at 7 = 0, we can conclude that f(7) < 0 for 7 > 0.
This establishes that:

(3.15) v(t)—log(1+v(r))<7t—log(1+7)=0—1log(l+o0).

The function y — log(1 + y) is decreasing for negative y, which leads to o < v (1) and

-
1 —0 > — = .

(3.16) o> -v(r) T+ or

Due to this result, the chain of inequalities in (3.13) holds, and thus (3.11) also holds,

finishing the proof. 0

4. Final bound. At this point we return to the optimization problem (2.6).
Combining the structure of its constraints and Theorem 3.3 we show that its optimiz-
ers are nonpositive.

LEMMA 4.1. The optimizers A} in problem (2.6) are nonpositive.

Proof. We start the proof with problem (2.6) and introduce the variables 7; and
the parameterization of \; using the Lambert function presented in (2.8):

v\ 2
_ i W (—e— (T
g(e)fr/\rﬁ)f Z(1+)\i> st. A =-W(—e ) —1,
N N
A > —1, Z)\ZSO, ZTZ‘SG.

Given 7;, A; can take only one of two values, given by the two branches of the Lambert
function, i.e., either \; = —Wy(—e~(+7)) —1 or \; = —W_;(—e~(1*7)) — 1. Due
to the range of each branch of the Lambert function, the former implies that \; <0
while the latter implies A\; > 0. Assume by contradiction that the optimal ); is non-
negative and thus \; = —W_;(—e~(+7)) — 1. Then switching \; to the principal
branch \; — /A\l = —WO(—e_(H”)) — 1 would result in an equal or larger objective,
since from Theorem 3.3 we have that:

R 2
(42) Ai B <W0(x)+1)2 - (W_l(x)+1>2 B ( i )2
' 1+ A Wo(x) —\ W) 1+X)
We check that ); is also a feasible solution to (4.1) by analyzing the two constraints
affecting \;. Regarding the constraint va Ai <0, the fact that A\; > \; means that
the sum over all A cannot increase by moving A; to the principal branch and thus the

constraint will be preserved. For the second constraint A; > —1, we note that 7; is
nonnegative by construction due to the range of the function 7; = A\; —log(1+X;), and

i

(4.1)

also bounded above due to the last constraint va 7; < €. As a result the argument
of the Lambert function is strictly negative, i.e., —e~(47) < 0, which results in
i = —Wo(—e= (7)) — 1 > —1. 0
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From the last lemma we can reduce problem (2.6) to the following form:

A\ 2 N .
(4.3) g(e) = n;z?x ; <1 n )\i> s.t. ;)\i —log(1+ X)) <e, 0>\ Vi,

where we have used the nonpositivity of the optimizer to transform the trace constraint
into an elementwise one, and the finitiness of € to remove the lower bound on each \;.
From this new formulation, the global optimizer of (4.3) can be found in closed form,
as shown in the next lemma.

LEMMA 4.2. The optimizer X* to problem 4.3 is of the form
(4.4) X = {—Wo(—e~1*9) —1,0,0...,0}.

Proof. We start the proof analyzing the KKT conditions of (4.3). For brevity,
define f(A) = Zz(lig\)z and h(\) = va A; —log(1 4+ X;) — e. Denote by « the
dual variable associated with the constraint h(A) < 0 and S; the one associated with
each constraint A; < 0. Then the stationarity and complementary slackness KKT

conditions for (4.3) can be expressed as

_oF L, Ok
oxr Mo

(4.5) +8; =0, A B;=0, forali, ah(A")=0

Due to complementary slackness, all strictly negative \; will satisfy 5; = 0 and their
stationarity condition simplifies to

of o on + B = A s+ a =0 = (1+X)a=1
1+ A7)

@6 =5 T n “Trx

This result has two implications: first it implies that a > 0, which by complementary
slackness implies that h(A*) = 0. Second, as the dual variable «a does not depend
on i, all strictly negative A} must share the same value. Assume there the first n
eigenvalues A are strictly negative and share the value A} = A\*, and the remaining
N —n are 0. Then the objective f(A) and constraint A(A*) = 0 simplify to

)\*

1+A) . h(A) =h(\) =n (A —log(l+ ")) —e=0.

(47 13 = 10 =n

Finding the value of A* is then equivalent to finding the value of n. Solving for n in
h(A) and using this value in f(A) leads to

o € AN
(48) FA) = M —log(1 + \*) (1+)\*> '

The value of \* will be the one that maximizes the above expression while satisfying
h(A*) = 0 for an integer value of n between 1 and N (we ignore the possibility of
n = 0 as it only applies to the trivial case e = 0). To find the value of n, we analyze
the derivative of f(A*) on the interval —1 < A\* < 0:

A*[2(AF = log(1+ A%)) — (A*)?]
(14 A% (A —log(1 4+ )2

The denominator is strictly positive on the interval and the numerator has the same
sign as A*, since, as shown by the Taylor series of A* — log(1 4+ \*),

(4.9) F) = e
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DL
k
(4.10) A—log(l+ ) = Eﬁ (-1 g for —1<A<O.

k=2

Thus f(A*) is a decreasing function on the interval —1 < A* < 0. In order to maximize
f(A*), the value of A* will be the smallest possible while still satisfying the constraint
h(A*) = 0 for an integer value of n between 1 and N. Expressing this constraint as

(4.11) A —log(1+\") = =
n

and noting that A* —log(1+\*) is also a decreasing function on the interval of interest,
the most negative \* corresponds to the smallest n, i.e. n = 1. Finally, isolating the
value of \* through the Lambert function,

(4.12) PN = —Wo(—e ) — 1, XN =0 fori>1,

yields the optimal solution and finishes the proof. 0

Using the optimizer for problem (4.3) obtained in Lemma 4.2 we can derive the
bound presented in (1.4).

THEOREM 4.3. Let X, be the optimizer of (1.2) and Xy a feasible solution for
(1.2), respectively. If the optimality gap of these solutions satisfies

(4.13) e > log (| X.|) — log (|Xf]) > 0

then the Frobenius norm of their difference is bounded as

31 _ o—¢ 2
(4.14) 1Xs = X¢lIF < [1X/113 (W)
1—V1—e¢

Proof. The proof follows directly from combining the inequalities in (2.3) and the
solution of the optimization problem (2.6), leading to

_ A2
1Xy — X3 < IXABI@Q+ D) QI < |Xf|§( )

14+ A%
(4.15) 2
=ty (Lol 4L
- fll2 _WO(_e—l—e) ’
Finally, applying the bounds developed in Theorem 3.2 and (3.10) leads to
JT—e< \°
(1.16) 1 - 1 < 1618 (A=) :

5. Numerical application. As an example application, we apply the bounds
derived in Theorem 3.2 in the context of interior point method solvers. More explic-
itly, we will study the use of termination criteria based on the normalized Euclidean
distance between the optimizer X, of (1.1) and a suboptimal solution X, instead
of the standard criteria based on the optimality gap € of the objective function. As
discussed in the introduction, in many applications the parameters of interest are en-
tries of X or functions of those entries. Hence, these novel termination criteria can be
directly related to the entrywise discrepancies between X, and Xy and thus provide
a way to terminate the algorithm based on the suboptimality of these parameters.
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From Theorem 4.3 we have that the normalized Euclidean distance is bounded as

1 Xe = Xyllp _ | VI—e
[ Xpll2 T [1=YT—ec¢

Due to the self-concordance of the log-determinant, interior point methods can provide
bounds on € for the suboptimal solutions X, but without knowledge of X, (which
by definition is never available) cannot generally provide bounds on the Euclidean
distance between Xy and X,. Bounds of the form (5.1) are then of interest, as they
allow one to connect || X, — X¢||r to the optimality bound e provided by the interior
point algorithm.

As a test bed, we study this termination criterion on the minimum volume ellip-
soid covering problem, an instance of the maxdet problem. This problem is defined
as follows: given a set Y = {y1,...,ym} of M vectors y; € R™ denoting points in an
N-dimensional space, the minimum volume ellipsoid covering problem tries to find the
minimum volume ellipsoid that contains all those points [27]. Describing the ellipsoid
as € = {y|||Xy +bl]2 < 1} for X € SY, the volume of the ellipsoid ¢ is propor-
tional to | X ~!|. Minimizing |X ~!| (or equivalently its logarithm) is equivalent to the
maximization of | X|, from which follows that the minimum volume ellipsoid covering
problem is an instance of the more general maxdet problem (1.1) and is defined as

(5.1)

(5.2) X, =argmin —log(|X[) st [[Xy—blZ<1 Vyel.
X>0,b

To test the quality of the bound (5.1), we generate a set of points ) and numerically
solve (5.2) using the MATLAB package CVX [15, 16] and the solver SDPT3 [25]. We
first solve (5.2) using the best tolerance available in CVX, i.e., § ~ 1.5x 1078, and take
the result of that numerical optimization to be the global optimum X,. Afterwards,
we solve (5.2) using a set of higher tolerances ranging from § = 1 to § = 1078, leading
to suboptimal solutions which we label as X ;. For each suboptimal optimizer X, we
compute the normalized Euclidean distance as in (5.1) and the upper bound g¢(e) from
the optimality bound e = log(|X.|) —log(|X¢|). The set ) is generated by sampling
M = 100 points from an N-dimensional standard normal distribution with N = 50.

Figure 2 shows, in blue, the normalized Euclidean distance of each suboptimal
solution X as a function of their optimality bound e, as well as the value provided
by the upper bound g(¢), in red. While the bound seems to diverge for large values
of €, it converges to the the limit behavior g(€) ~ /e as ¢ — 0. Despite being a
conservative bound, the bound can be used to terminate the optimization procedure
(or, conversely, to add further steps to refine the solution) by comparing it to a desired
Frobenius norm value, providing a guaranteed normalized error between X and X,
at the end of the optimization algorithm.

6. Future work and conclusions. In this work we have developed tractable
bounds on the Frobenius norm of the error between feasible suboptimal solutions
to the maxdet problem (1.2) and its global optimizer. By combining the tradi-
tional bounds on the log-determinant (1.3) provided by duality theory and the in-
terpretabiltiy of the Frobenius norm, these bounds provide a way to study the quality
of approximations to the analytic center of an LMI set with respect to the elements of
the LMI argument, which are usually the parameters of interest for many applications.

The derivation of these bounds has been done through analysis of the KKT con-
ditions of the maxdet problem as well as through the development of novel bounds
on the Lambert function Wy(z). In future work we will explore the extension of
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F1G. 2. Normalized error bound || X« — X¢||r/||Xf||l2 of suboptimal solutions Xy computed at
different tolerances 1 > & > 1078 versus their optimality bound € = log (| X«|) — log (| Xf|), in blue,
and the proposed upper bound (5.1) in red. The proposed bound grows unbounded for large €, but
converges to g(e) = /e for small €, providing a simple estimate of the normalized error from the
optimality bound e.

the bounds derived in section 3 to expressions dependant on the norm of the opti-
mizer || X,||3 as well as metrics beyond the Frobenius norm, like the geometry-aware
Jensen-Bregman LogDet divergence.

Acknowledgment. The authors are indebted to the anonymous reviewers for
the many suggestions to improve the proofs in the original manuscript.

REFERENCES

[1] F. ALZAHRANI AND A. SALEM, Sharp bounds for the Lambert W function, Integral Transforms
Spec. Funct., 29 (2018), pp. 971-978, https://doi.org/10.1080/10652469.2018.1528247.

[2] M. F. ANjos AND J. B. LASSERRE, Handbook on Semidefinite, Conic and Polynomial Opti-
mization, Int. Ser. Oper. Res. Manag. Sci. 166, Springer, New York, 2011.

[3] T. C. BANWELL, Bipolar transistor circuit analysis using the Lambert W-function, IEEE Trans.
Circuits Syst. I. Fundam. Theory Appl., 47 (2000), pp. 1621-1633, https://doi.org/10.1109/
81.895330.

[4] D. A. BARRY, P. J. CULLIGAN-HENSLEY, AND S. J. BARRY, Real values of the W-function, ACM
Trans. Math. Software, 21 (1995), pp. 161-171, https://doi.org/10.1145/203082.203084.

[5] D. A. BARRY, J. Y. PARLANGE, L. L1, H. PROMMER, C. J. CUNNINGHAM, AND F. STAGNITTI,
Analytical approzimations for real values of the Lambert W-function, Math. Comput. Sim-
ulation, 53 (2000), pp. 95-103, https://doi.org/10.1016/s0378-4754(00)00172-5.

[6] F. BLANCHINI AND S. MIANI, Set-Theoretic Methods in Control, Birkhauser Basel, Basel, 2007.

[7] J. P. Boyp, Global approzimations to the principal real-valued branch of the Lambert W-
function, Appl. Math. Lett., 11 (1998), pp. 27-31, https://doi.org/10.1016,/S0893-9659(98)
00097-4.

[8] S. Boyp, L. EL GHAoUl, E. FERON, AND V. BALAKRISHNAN, Linear Matriz Inequalities in
System and Control Theory, STAM Stud. Appl. Math. 15, STAM, Philadelphia, 1994.

[9] S. BoyD AND L. VANDENBERGHE, Convezr Optimization, Cambridge University Press, Cam-
bridge, 2004.

[10] I. CHATZIGEORGIOU, Bounds on the Lambert function and their application to the outage analy-
sis of user cooperation, IEEE Comm. Lett., 17 (2013), pp. 1505-1508.

[11] Y. Q. CHEN AND K. L. MOORE, Analytical stability bound for delayed second-order systems with
repeating poles using Lambert function W, Automatica J. IFAC, 38 (2002), pp. 891-895,
https://doi.org/10.1016 /S0005-1098(01)00264-3.

[12] R. M. CorLEss, G. H. GonNNET, D. E. HARE, D. J. JEFFREY, AND D. E. KNuTH, On the
Lambert W function, Adv. Comput. Math., 5 (1996), pp. 329-359, https://doi.org/10.
1007 /b£02124750.

© 2022 Biel Roig-Solvas and Mario Sznaier


https://doi.org/10.1080/10652469.2018.1528247
https://doi.org/10.1109/81.895330
https://doi.org/10.1109/81.895330
https://doi.org/10.1145/203082.203084
https://doi.org/10.1016/s0378-4754(00)00172-5
https://doi.org/10.1016/S0893-9659(98)00097-4
https://doi.org/10.1016/S0893-9659(98)00097-4
https://doi.org/10.1016/S0005-1098(01)00264-3
https://doi.org/10.1007/bf02124750
https://doi.org/10.1007/bf02124750

Downloaded 08/16/22 to 155.33.31.132 . Redistribution subject to SIAM license or copyright; see https://epubs.siam.org/terms-privacy

(13]
[14]

[15]

[16]
(17]
18]

[19]

(30]

(31]

32]

(33]

EUCLIDEAN DISTANCE BOUNDS FOR LMI ANALYTIC CENTERS 731

S. R. CRANMER, New views of the solar wind with the Lambert W function, Amer. J. Phys.,
72 (2004), pp. 1397-1403, https://doi.org/10.1119/1.1775242.

M. GOLICNIK, On the Lambert W function and its utility in biochemical kinetics, Biochem.
Eng. J., 63 (2012), pp. 116-123, https://doi.org/10.1016/j.bej.2012.01.010.

M. GRANT AND S. BoyYD, Graph implementations for nonsmooth convex programs, in Recent
Advances in Learning and Control, V. Blondel, S. Boyd, and H. Kimura, eds., Lect. Notes
Control Inf. Sci. 371, Springer, London, 2008, pp. 95-110.

M. GRANT AND S. Boyp, CVX: MATLAB Software for Disciplined Conver Programming,
Version 2.1. http://cvxr.com/cvx, (2014).

D. HENRION AND S. TARBOURIECH, LMI relazations for robust stability of linear systems with
saturating controls, Automatica J. IFAC, 35 (1999), pp. 1599-1604.

A. HOORFAR AND M. HASSANI, Inequalities on the Lambert W function and hyperpower func-
tion, J. Inequal. Pure Appl. Math., 9 (2008), pp. 1-5.

N. KARMARKAR, A new polynomial-time algorithm for linear programming, in Proceedings of
the Sixteenth Annual ACM Symposium on Theory of Computing, ACM, New York, 1984,
pp. 302-311.

Y. NESTEROV AND A.S. NEMIROVSKII, Interior-point polynomial algorithms in convexr program-
ming, SIAM Stud. Appl. Math. 13, Siam, Philadelphia, 1994.

E. W. PACKEL AND D. S. YUEN, Projectile motion with resistance and the Lambert W function,
College Math. J., 35 (2004), pp. 337-350, https://doi.org/10.2307/4146843.

F. SCHWEPPE, Recursive state estimation: Unknown but bounded errors and system inputs,
IEEE Trans. Automat. Control, 13 (1968), pp. 2228, https://doi.org/10.1109/TAC.1968.
1098790.

H. SHINOZAKI AND T. MORI, Robust stability analysis of linear time-delay systems by Lambert
W function: Some extreme point results, Automatica J. IFAC, 42 (2006), pp. 1791-1799,
https://doi.org/10.1016/j.automatica.2006.05.008.

S. M. STEWART, On certain inequalities involving the Lambert W function, J. Inequal. Pure
Appl. Math., 10 (2009), pp. 6-9.

K.-C. Ton, M. J. Topp, aND R. H. TUTUNCU, Sdpt3—a MATLAB software package for
semidefinite programming, version 1.3, Optim. Methods softw., 11 (1999), pp. 545-581.

L. VANDENBERGHE AND S. BoYD, Semidefinite programming, SIAM Rev., 38 (1996), pp. 49-95.

L. VANDENBERGHE, S. BoyD, AND S.-P. Wu, Determinant maximization with linear matriz
inequality constraints, SIAM J. Matrix Anal. Appl., 19 (1998), pp. 499-533.

R. D. H. WARBURTON AND J. WANG, Analysis of asymptotic projectile motion with air
resistance using the Lambert W function, Amer. J. Phys., 72 (2004), pp. 1404-1407,
https://doi.org/10.1119/1.1767104.

H. WoLkowicz, R. SAIGAL, L. VANDENBERGHE, AND R. VANDENBERGHE, Handbook of Semi-
definite Programming: Theory, Algorithms, and Applications, Int. Ser. Oper. Res. Manag.
Sci. 27, Springer Boston, 2000.

S. Y1, P. W. NELsON, AND A. G. ULsoy, Analysis and control of time delayed systems via
the Lambert W function, IFAC Proc. Vol., 40 (2008), pp. 13414-13419, https://doi.org/10.
3182/20080706-5-KR-1001.02272.

S. Y1, P. W. NELSON, AND A. G. ULsov, Eigenvalue assignment via the Lambert w function
for control of time-delay systems, J. Vib. Control, 16 (2010), pp. 961-982, https://doi.org/
10.1177/1077546309341102.

S. Y1, P. W. NELSON, AND A. G. ULsoY, Time-Delay Systems: Analysis and Control Using the
Lambert W Function, World Scientific, Singapore, 2010, https://doi.org/10.1142/7759.

S. Y1 aNnD A. G. ULsoy, Solution of a system of linear delay differential equations using
the matriz Lambert function, in Proceedings of the American Control Conference, IEEE,
Piscataway, NJ, 2006, pp. 2433—2438, https://doi.org/10.1109/acc.2006.1656585.

© 2022 Biel Roig-Solvas and Mario Sznaier


https://doi.org/10.1119/1.1775242
https://doi.org/10.1016/j.bej.2012.01.010
http://cvxr.com/cvx
https://doi.org/10.2307/4146843
https://doi.org/10.1109/TAC.1968.1098790
https://doi.org/10.1109/TAC.1968.1098790
https://doi.org/10.1016/j.automatica.2006.05.008
https://doi.org/10.1119/1.1767104
https://doi.org/10.3182/20080706-5-KR-1001.02272
https://doi.org/10.3182/20080706-5-KR-1001.02272
https://doi.org/10.1177/1077546309341102
https://doi.org/10.1177/1077546309341102
https://doi.org/10.1142/7759
https://doi.org/10.1109/acc.2006.1656585

	Introduction
	Bound derivation
	Upper bound g() as an optimization problem

	Bounds on the Lambert function
	Final bound
	Numerical application
	Future work and conclusions
	References

