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ABSTRACT

This work proposes a novel framework for visual tracking based on the integration of an iterative
particle filter, a deep convolutional neural network, and a correlation filter. The iterative particle filter
enables the particles to correct themselves and converge to the correct target position. We employ
a novel strategy to assess the likelihood of the particles after the iterations by applying K-means
clustering. Our approach ensures a consistent support for the posterior distribution. Thus, we do
not need to perform resampling at every video frame, improving the utilization of prior distribution
information. Experimental results on two different benchmark datasets show that our tracker performs

favorably against state-of-the-art methods.

© 2022 Elsevier Ltd. All rights reserved.

1. Introduction

Visual tracking is a challenging computer vision problem in
which the size and location of a specific target are provided in
the first video frame, and the target is then followed in subse-
quent frames by estimating its size and position. What makes
the problem particularly challenging is the fact that the ap-
pearance of the target may change significantly in scenarios
such as those involving partial occlusion or deformation. The
introduction of deep convolutional neural networks (CNNs)
(Krizhevsky et al., 2012; Simonyan and Zisserman, 2015) to
extract target features for visual tracking was a turning point
in the design of tracking algorithms (Wang and Yeung, 2013;
Hong et al., 2015). These convolutional features, in conjunc-
tion with correlation filters such as those proposed in (Dai et al.,
2019b; Zhang et al., 2018a; Qi et al., 2016; Ma et al., 2015a;
Mozhdehi and Medeiros, 2017; Fu et al., 2020; Raju et al.,
2021), significantly improve tracking performance in compar-
ison with traditional correlation filters based on hand-crafted
features (Zhang et al., 2014; Zhong et al., 2014; Hare et al.,
2011; Kalal et al., 2012). The methods described in (Mozhdehi
and Medeiros, 2017) and (Zhang et al., 2017) were the first ap-
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proaches to demonstrate the effectiveness of employing particle
filters in conjunction with correlation-convolution trackers. In
these methods, particle filters are used to sample several image
patches, which are then processed by a CNN. The weight of
each sample is calculated by applying a correlation filter to the
convolutional features.

In this paper, we propose a deep convolutional correlation
iterative particle filter (D2CIP) tracker. D2CIP is an exten-
sion of our previous visual trackers (Mozhdehi and Medeiros,
2017; Mozhdehi et al., 2018b,a; Mozhdehi and Medeiros,
2020), which represent a new class of tracking algorithms that
integrate Sequential Monte Carlo strategies with correlation-
convolution techniques. Our proposed tracker uses multiple
particles as the inputs to a CNN (Simonyan and Zisserman,
2015) and then applies the correlation filter used in the ECO
tracker (Danelljan et al., 2017a) to generate the correlation map
of each particle. As Fig. 1 illustrates, trackers based on corre-
lation filters attempt to determine the new position of the target
by analyzing the displacement between the center of the corre-
lation map, which corresponds to the previous target position,
and the new peak in the map. More specifically, the correlation
between the target model generated at previous frames and con-
volutional features extracted from the current frame are used to
determine the new target position. Larger displacements be-
tween the previous target position and the peak of the corre-
lation map lead to a degradation in the quality of the corre-
lation map, since the corresponding convolutional features are
less similar to the target model. Our proposed method differs



Fig. 1. Example of a correlation map of a given frame with respect to the
previous target position.

from previous approaches in that it decreases this distance for
each particle through an iterative procedure. At each iteration,
the particles approach the target location and an improved cor-
relation map is computed. To our knowledge, iterative particle
filters have not been used in conjunction with CNNs and corre-
lation filters before.

The second major contribution of our work is a novel target
state estimation strategy. In our previous particle-correlation
trackers (Mozhdehi and Medeiros, 2017; Zhang et al., 2017;
Mozhdehi et al., 2018b,a; Mozhdehi and Medeiros, 2020) and
similar state-of-the-art methods (Zhang et al., 2018b; Yuan
et al., 2019), assessing the likelihood of the particles is chal-
lenging because many particles may be in close proximity to
one another. In the framework proposed in this paper, the par-
ticles converge to a few locations after a series of iterations.
Thus, we propose a novel method based on particle clustering
and convergence consistency to evaluate the final particle loca-
tions. This novel method enables our proposed tracker to over-
come challenges associated with multi-modal likelihood dis-
tributions. Additionally, existing particle-correlation trackers
must perform resampling at every frame because shifting the
particles to the peak of the correlation maps changes the support
of the posterior distribution. Our iterative particle filter over-
comes this issue and hence does not disregard information from
prior samples. We tested our tracker on the LaSOT dataset (Fan
et al., 2019), the TREK-150 dataset (Dunnhofer et al., 2021),
and the Visual Tracker Benchmark v1.1 beta (OTB100) (Wu
etal., 2015). The results show that our tracker outperforms sev-
eral state-of-the-art methods.

2. Related work

The successful application of deep convolutional neural net-
works to object detection tasks (Liu et al., 2020; Lin et al., 2017;
Girshick et al., 2016; Ren et al., 2015; Bashiri et al., 2018) has
led to an increased interest in the utilization of such networks
for visual tracking applications. Most CNN-based tracking al-
gorithms use a CNN to examine image patches and determine
the likelihood that a particular patch corresponds to the target.
Lietal. (Lietal., 2016b) presented a tracker which samples im-
age patches from the region surrounding the previous target po-
sition and uses multiple image cues as inputs to a CNN. The au-
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thors later employed Bagging (Shinde et al., 2014) to improve
the robustness of their online network weight update process
(Li et al., 2016a). The multi-domain network (MDNet) tracker
(Nam and Han, 2016) samples image patches at multiple posi-
tions and scales to account for target size variations. MDNet
uses three convolutional layers to extract common target fea-
tures and several domain- (or target-) specific fully connected
layers to differentiate between a certain target category and the
background. SANet (Fan and Ling, 2017) extends the MDNet
architecture by employing a recurrent neural network (RNN) to
predict the target position. However, much of the performance
of MDNet and SANet is due to the fact that they are trained by
utilizing the benchmark datasets on which they are evaluated.

One effective mechanism to determine the similarity between
an image patch and the target are correlation filters (Choi et al.,
2016; Tang and Feng, 2015; Danelljan et al., 2015). Track-
ers based on correlation filters measure the correlation between
the target model and an image patch in the frequency domain
and are agnostic to the features used to represent the targets.
By employing correlation filters on the convolutional features
generated by multiple layers of a deep CNN, HCFT (Ma et al.,
2015a) shows substantial performance improvement in compar-
ison with other visual trackers. Later, Qi et al. (Qi et al., 2016)
introduced HDT, which augments HCFT with a hedging algo-
rithm to weigh the outputs of the convolutional layers, better
leveraging semantic information and improving tracking results
(Li et al., 2018b). Instead of considering convolutional lay-
ers independently, Danelljan et al. proposed C-COT (Danell-
jan et al., 2016b), which employs a continuous fusion method
among multiple convolutional layers and uses a joint learning
framework to leverage different spatial resolutions. The au-
thors later addressed C-COT’s problems of computational com-
plexity and model over-fitting in the ECO algorithm (Danelljan
et al., 2017a). Their factorized convolution operator and their
novel model update method decrease the number of parameters
in the model and improve tracking speed and robustness.

Recently, several methods have been proposed to improve the
performance of correlation-based trackers. One strategy entails
combining different types of features and constructing multiple
correlation-based experts (Wang et al., 2018). Spatial-temporal
information can also be used to address unwanted boundary ef-
fects in correlation trackers by spatially penalizing the filter co-
efficients (Danelljan et al., 2015). To address the additional
computational costs associated with such strategies, in contrast
to methods that train the model using samples from multiple
frames, Li et al. (2018a) update the correlation model using
samples from the current frame and the previously learned cor-
relation filter. Zhu et al. (2018) further extend such strategies
through a spatial-temporal attention mechanism that uses opti-
cal flow information in consecutive frames. Finally, Sun et al.
(2018) use an approach based on reliability information (Du
et al., 2020), which performs real-time tracking by estimating
the importance of sub-regions within the correlation filter.

Particle filters provide an effective and general framework
for improving the performance of correlation-based trackers.
However, using particle filters in conjunction with correlation
filters also involves some challenges. As shown in (Mozhdehi
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different weights converge to the same shifted location. Two different patches

centered in particles 1 and 2 are given to the CNN and correlation filter to generate their correlation response maps. Each of these particles is then shifted
to the peak of its corresponding correlation response map. As shown, their shifted locations are identical. Thus, this location is associated with two different
weights in the posterior distribution because the correlation maps corresponding to the two particles are different. The middle and bottom rows show how
the particle and its shifted location may generate different correlation maps. In the bottom row, a patch centered in the shifted location of particle 2 is
generated. This patch results in a different correlation map at a different shifted location in comparison with the patch corresponding to particle 2. Thus,
if the shifted location of particle 2 is used in the computation of the posterior distribution, its weight should be calculated based on the correlation map on

the bottom row instead of the one on the middle row.

and Medeiros, 2017; Zhang et al., 2018b), particle-correlation
trackers use the sum of the elements of the correlation maps as
the weights of the particles. However, in challenging situations,
such as in the presence of occlusions or target deformations, the
correlation maps are not reliable and generate weights that do
not reflect the similarity between the target model and the image
patch under consideration. Additionally, particle-correlation
trackers generally estimate the target state based on the parti-
cle with the maximum weight (Mozhdehi and Medeiros, 2017;
Zhang et al., 2018b, 2017), which is not always an accurate
method because many particles may have similar weights. Fur-
thermore, the aforementioned correlation-particle trackers per-
form resampling at every frame and consequently disregard pre-
vious particle information. As shown in (Fan et al., 2015), it-
erative particle filters can improve sampling and lead to more
distinctive particle likelihood models. However, such methods
have been not used in conjunction with correlation-convolution
trackers so far.

3. The change of support problem in convolution-

correlation particle filters

Recursive Bayesian estimation algorithms attempt to deter-
mine the distribution of the target state x, given a set of obser-
vations yo.; = {yo, Y1, - ., Y} using Bayes rule

Pixs, You-1)P(Xelyo:—1)
POelyo:-1)

p(xilyo.) = (D

Since analytical solutions to Eq. 1 are only available for very
specific classes of problems (e.g., when all the distributions are
normal), particle filters employ a Monte Carlo strategy to ap-
proximate the distribution of the target state. That is, a set
of particles {xgi)
q(xﬁi)lxii)l,y,) and the contribution of each sample is weighed
according to a likelihood function p(y,|x§’)) and a transition dis-
tribution p(xﬁ’)lxil_)l). In a particle filter, the weight of each par-

}10 is sampled from a proposal distribution



Iteration 1

Fig. 3. Illustration of the proposed iterative particle position refinement. In the first iteration, particle X,

Iteration 2

Iteration K;

(i J) shown by the yellow point is given to the CNN

and the correlation filter to calculate its response map. Because the displacement d(’ /) between the estlmated position and the particle is higher than ¢, the
particle needs to be refined. In this scenario, the estimated position is not accurate and there is an error ¢ between the peak of the correlation map and the
ground truth position (black point). The red point is then considered the new particle x(’ ) for the second iteration. The cyan point shows the estimated
position in the second iteration, which needs further refinement despite the reduction in the error e. The purple point represents the position at the K;-th

iteration, which does not need to be refined because d;'lgl) <e

ticle is calculated by
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and posterior target state distribution is approximated by
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paly) = ) @60 — 5™, (3)

i=1
where w(’) are the normalized particle weights. For additional
details, we refer the reader to (Arulampalam et al., 2002).

Particle filters used in correlation trackers such as (Mozhdehi
and Medeiros, 2017; Zhang et al., 2017; Mozhdehi et al.,
2018b,a; Mozhdehi and Medeiros, 2020; Zhang et al., 2018b;
Yuan et al., 2019) sample particles from the transition distri-
bution. Thus, ¢(x"Ix"”,y) = p(x"1x)). Additionally, they
resample particles at every frame, which removes the depen-
dency on previous weights. Hence, the weight of each particle
in these trackers is

w” o pyilx?). )

In these trackers, the particles are shifted to the peak of the cor-
relation maps and the posterior distribution is then calculated by
the particles’ weights and the corresponding shifted locations

N
plaly) = Y @ s(x - 51, (5)
i=1

where x() is the peak of the correlation response map corre-

sponding to the i-th particle.

However, the posterior distribution must take into considera-
tion the weights corresponding to the shifted locations, not the
original particles. As seen in the top and middle rows of Fig.
2, it is possible that multiple particles with different correlation
maps and weights converge to the same location, which means
the posterior distribution would then include multiple particles

at a common location but with different weights, which invali-
dates the assumption that the likelihood depends solely on x(’).
In other words, the patch centered in the shifted location gener-
ates different features and consequently a different weight from
the corresponding patch centered in the particle as shown in the
middle and bottom rows of Fig. 2. Thus, the posterior distribu-
tions estimated by these trackers are not accurate.

Because the posterior distributions generated by these track-
ers are not reliable, they resort to resampling at every frame.
While resampling is a suitable solution to avoid sample degen-
eracy that should be performed when necessary, resampling at
every frame causes loss of information. It also causes sam-
ple impoverishment (i.e., loss of diversity among particles) and
may cause all the particles to collapse to a single point within a
few frames. In (Mozhdehi and Medeiros, 2020), we addressed
the aforementioned problems by proposing a likelihood particle
filter. Although the peaks of the correlation maps in (Mozhdehi
and Medeiros, 2020) are used as the proposal and transition dis-
tributions, the weights of the peaks are still calculated based on
the likelihood of the particles instead of the likelihood of the
peaks. Our proposed iterative particle filter is a novel solution
for correlation-convolutional trackers to calculate an accurate
posterior without performing resampling at every frame.

4. Deep convolutional iterative particle filter

This section discusses our proposed strategy to generate par-
ticles that better reflect the actual position of the target while
avoiding the change of support problem discussed in the previ-
ous section. Our approach is based on an iterative particle filter
that gradually shifts the particle positions to locations that are
closer to the peak of the correlation response map while also up-
dating the response maps so that they become less sensitive to
background clutter and better aligned with the target position.
As the particles are updated, their corresponding weights are
also recomputed based on the new correlation response maps.



Frame t-1

Frame t

Motion
Model

Predicted
States

*s Peak 2
Cluster1 ~~=«

Iterations
Peak 3
sl Peaka _°°
Cluster2 ~~==---- ---"
Fig. 4. Illustration of the particle selection process for J,_; = 3. The particles are sampled from three distributions whose means are given by the previous

correlation map peaks. At time ¢, the particles converge to four final peaks at the end of the iterations. Two clusters are found by applying K-means to the
final particle locations. After selecting the best cluster, the peak of the correlation response map corresponding to the cluster with the highest number of

particles is selected as the target state.

4.1. Iterative particle filter

As Fig. 3 illustrates, correlation filter-based trackers attempt
to determine the position of the target by analyzing the displace-
ment between the center of the correlation map, which corre-
sponds to each particle in our tracker, and the peak of the map.
A particle filter allows us to generate multiple samples around
the predicted target state and hence increase our chances of
finding maps with low displacement (Mozhdehi and Medeiros,
2017). If this displacement is sufficiently low, the features ex-
tracted from the CNN are similar to the model and the correla-
tion response map is reliable. Our iterative particle filter con-
siderably decreases this displacement and generates more reli-
able correlation maps for all the particles. As shown in Fig. 3,
after generating the correlation response map for one particle,
the distance between the particle position (yellow point) and the
peak of the map (red point) is calculated. If the distance is larger
than a small threshold e, the correlation response map is not
reliable enough to estimate the target position because it was
generated based on an image patch centered at a position (yel-
low point) far from the ground truth location (black point). In
such scenarios, the corresponding particle needs to be refined.
To that end, the peak of the map is considered the new parti-
cle position and its corresponding correlation response map is
calculated in a subsequent iteration. Although the peak of the
new map (cyan point) is closer to the ground truth, the corre-
sponding particle needs further refinement because the distance
between the new particle position (which is now the red point)

and the peak of the new map is larger than e. Finally, in the
K,-th iteration, the calculated distance is smaller than € and the
iterative refinement procedure terminates. The peak of the final
map (purple point) is considered the estimated target position
for this particle. Since no shifting is performed in the last iter-
ation, the particle support problem discussed above is avoided.
Our iterative particle filter is explained in greater detail in the
following subsections.

4.1.1. Particle prediction model

As shown in the top row of Fig. 4, the posterior distribution
of the target at time 7— 1 is modeled by a mixture of J;_; normal
distributions N/ (ziﬂ )1, o) whose means are given by

O _[.h 51"
4 = ['xt—l’xt—l ’ (6)

where j = 1,...,J1, xﬁ)l = [pﬁf)l, Sﬂ] comprises the posi-
tion pg)l € R? and size sgf)l € R? of the target and )‘cg)l e R*
corresponds to its velocity. We use a constant velocity motion
model to predict the means of the J; distributions at the next
time instant according to

-1’

where A is the process matrix defined by

n n
A= s 8
[ Ow@ay | I } ®)



where 14 is a 4x4 identity matrix and 04 4) is a 4 X4 zero matrix.
Our transition distribution is then given by the mixture

Ji1

POxolxi-1) = — ZN(zﬁf’, ) ©)

We then sample N,XJ,_; new particles x( b p(x:0lx:~1), where
i=1,...,N,. Toincrease the efﬁ(:iency of our strategy, instead
of sampling all the particles directly from the mixture distri-
bution, we employ a stratified approach and sample N; particles
from each of the J,_; predicted normal distributions. Fig. 4 also
illustrates the processes of refining and clustering the particles,
which are discussed in more detail in the following sections.
Algorithm 1 summarizes our iterative particle filter algorithm.
Lines 1-4 correspond to the sampling method described above.
The remaining steps of the algorithm are also discussed in the
following sections.

Algorithm 1 Deep Convolutional Correlation Iterative Particle

(D2CIP).

Input: Current frame at time ¢, target models, previous final
peaks Y e ) and their normalized weights w( )

Output: Estimated target state x;, updated target models, cur-
rent final peaks z( ’) B j)

and their normalized weights &,

1: Find the predlcted distributions N (2?’),

Eqs. 6t0 8 A
for each predicted state 2 do

Sample N, initial particles x(l D~ NGV, o)
end for
for each initial particle x(’ ) do

Find its Correspondmg final peak using Alg. 2
end for
for each final peak x(’ J ) do

o?) according to

R A A ol

Calculate the peak welght w(’ 2 )

end for
Estimate the target state x; based on the final peaks x;
using Alg. 3

Find the updated target models based on the final peaks
)
13: Resample if the effective sample size is lower than y

—
e

(i, /)

—_
—_

._.
»

4.1.2. Iterative particle refinement

Particle x' 0’) is used to sample a patch from the current frame
at time 7 and to generate the corresponding convolutional fea-
tures. These features are compared with the target models to
calculate the correlation response map R ’) using the correla-
tion filter proposed in (Danelljan et al., 2017a) We maintain
one target model for each of the predicted distributions gen-
erated using Eq. 7, but to simplify the notation in this sec-
tion, we refrain from explicitly differentiating the models. Let
p(y,lx(’ ) be the likelihood of x*”, which is given by the sum

of the elements of R(l 7,

zO ’
We discard the samples for which

p(y,lx(' DY < Lopins where L,.in is the threshold to consider a cor-
relation response map acceptable. As illustrated in Fig. 3, at
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each iteration k = 1,...,

(@.J)
to xt’ P

K;, the remaining samples are shifted
which is defined as

(1 J) [pglk])? EIOJ)] (10)

where p(' D= argmax(R(’ ’)1), i.e., the peak of the associated
correlation response map at step kK — 1 of the iterative refine-
ment process. We then have d(’ - ||p(’ ) pﬁ’k’)lll as the Eu-

(3} (5}
thk-1"

refinement procedure continues until dii,’(j ) < €. Since particles
in close proximity tend to generate correlation response maps
whose peaks share a common location, all the particles con-
verge to a small number high-likelihood positions. These peaks
determine the means of the normal distributions used to gener-
ate the prediction model described in Section 4.1.1.

As seen in Fig. 4, let N (xif,’(j), o?) be the normal distributions
after the convergence of the k-th iteration. We select the mean
of these normal distributions as the particles for the next itera-
tion if d(l ) > €. After the iterations, the particles reach the final

(1 F )= pﬁlé), s 510’ )1, which do not need further refinement

clidean distance between p, ; and p For each particle, the

peaks x,
because df ,é) < €. Thus, we have

Ki
@, (%)) (i,J)
ptK,_sz +Zdz,k . (11)

Algorithm 2 explains how to reach the final peaks in our it-
erative particle filter. Additionally, all the normal distributions
N (xt’é), 0?) are used in the process of updating the target mod-
els as well. Our baseline tracker examines only the estimated
target state to update the target models, while our iterative par-
ticle filter provides all N (xﬁ’,é) o) for the tracker to examine in
the target model update process.

4.1.3. Weight update model

The posterior distribution for the particle filter is approxi-
mated by
plaly) = >\ @60 - x5, (12)
where w( ) - represents the normalized weights of the final corre-
lation rnap peaks Unlike previous convolution-correlation par-
ticle filters, since our approach keeps track of the particles that
converge to a common location, it allows us to update the par-
ticle posterior distribution based on the likelihood of their final
locations and their corresponding prior weights, i.e.,

(l J) « p(y, |x(lj)) max ng)l’ (13)
~ ()

I—I z—l

where p(y,lx(’ j)) is the likelihood of the final peak based on
its correlation response map and X/ l
N (zif)l,(rz) that converge to xi’lg This approach allows us
to refrain from unnecessarily resampling the particles at every
frame. Instead, we perform resampling only when the effective
sample size is lower than a threshold y as in (Mozhdehi and
Medeiros, 2017).

is the set of weights of
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Fig. 5. The images in the left column show how our initial particles converge to the target after the iterations. The plots in the middle column illustrate
how the particles reach a sharp final posterior distribution from the wide initial sampling distribution. In the right column, the plots show the normalized
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Fig. 6. The images in the left column show that the initial particles reach two clusters after the iterations in a challenging scenario. The plots in the middle
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K-means to the normalized particle weights. The right column shows that the weights are more reliable for distinguishing the clusters than the number of
particles converging to their modes.



Algorithm 2 Iterative Particle Refinement.
@.))
10

Input: Current frame ¢, initial particles x
()]
1K,

target models
Output: Final current peaks x

: ()]
1: for each particle x,j” do

. () —
2: d; = oo
3 whiled”” > edo
4: Generate the correlation response map R?]’cj} |
s: Calculate the likelihood p(y,|x"”,) based on R"”|
6: if p(y ;") > Lyix then
7: pif,’{j) = argmax(RE"}c’_) D
. Uy )T ) @)
8: dy =P = Pl
9: else N
10: Discard particle xf’,i) |
11: end if
12: end while
13: Find J, ¢ for each final peak
14: end for

4.2. Target state estimation

Using Eq. 13 in simple frames that do not involve any chal-
lenging scenario results in particle weights very similar to one
another. Again, this is because the particles converge to a few
nearby peaks after the iterations. Hence, the correlation maps
related to these final peaks are similar as well. Thus, evaluation
of the particles based on likelihoods calculated from the corre-
lation maps is not sufficiently accurate in such simple frames.
However, after the iterations, it is possible to determine the lo-
cation to where most particles converge. As Fig. 5 illustrates,
our initial particles gradually converge to a few peaks at the end
of the iterative refinement procedure. The plots in the middle
column of the figure show how the iterations decrease the area
covered by the particles. As the plots indicate, after the iter-
ations, the particles reach a sharp posterior distribution from
a wide initial distribution. The plots in the left column of the
figure show that the weights based on the correlation maps are
similar to one another after the iterations. As seen in the bot-
tom right plot, which shows the weights based on Eq. 13, the
weight of the peak located exactly on the ground truth is slightly
lower than the weights of farther peaks (shown within the blue
ellipse). However, most particles converge to the peak closest
to the ground truth location as shown in the plot at the top of
the right column. Thus, the final state x; is calculated by

«
x; = argmax J, g,, (14)
D)
“t.Kp

where J; g, is the number of particles xf'O’ ) that converge to the
common final peak xf'[é)

However, when the tracker faces a challenging scenario, the
area covered by the particles does not necessarily decrease af-
ter the iterations. This is because the particles may converge to
different image regions. In the challenging scenario illustrated
in Fig. 6, the particles converge to the pole and the jogger,
which correspond to two clusters of particles. In such scenar-

io0s, we first determine the number of clusters and select the one

8

that best represents the posterior. Since the particles converge
to distinct image regions, our proposed method can partition
them using K-means clustering (Bishop, 1995). We determine
the number of modes in the distribution using simplified silhou-
ette analysis based on the Euclidean distances among particles
(Wang et al., 2017a). The plots in the middle column of Fig.
6 illustrate how the particles form a posterior distribution with
two sharp modes from the wide initial sampling distribution.
This posterior distribution is calculated based on the particle
weights according to Eq. 13. As seen in the top plot of the
right column of Fig. 6, the number of particles converging to
each cluster is not sufficiently accurate to find the image re-
gion corresponding to the target. As the plot indicates, only
a few particles converge to the region surrounding the jogger.
The bottom plot of the right column of the figure shows that
the weights calculated by Eq. 13, on the other hand, provide
an accurate method to distinguish the clusters. Because of the
considerable distance between the clusters, the correlation re-
sponse maps within different clusters are not similar to each
other. Thus, particle evaluation based on the likelihoods ac-
cording to Eq. 13 is reliable because correlation maps closer to
the target generate higher likelihoods. Thus, we first find the
clusters using K-means after performing the iterations, and the
mode of each cluster is then selected based on the number of
particles reaching the final peaks. The best cluster is then se-
lected based on the correlation response maps corresponding to
each mode according to Eq. 13. Algorithm 3 summarizes our
mode clustering and state estimation method.

5. Results and Discussion

We evaluate our algorithm on three publicly available vi-
sual tracking benchmarks: the large-scale single object track-
ing benchmark (LaSOT) (Fan et al., 2019), the recently pub-
lished TREK-150 dataset (Dunnhofer et al., 2021), and the vi-
sual tracker benchmark v1.1 beta (OTB100) (Wu et al., 2015).
All the results shown in this section correspond to a particle
filter with 200 particles.

5.1. LaSOT evaluation

LaSOT is currently the largest publicly available benchmark
for object tracking. It provides high-quality dense manual an-
notations with 14 attributes representing challenging aspects of
tracking. The benchmark consists of 1,400 videos with an av-
erage of 2,512 frames per sequence. The benchmark provides

Algorithm 3 Target State Estimation.
Input: Final peaks xﬁ',é) at time ¢, their weights w
Output: Current target state x;
1: Apply K-means to all final current peaks xﬁllg to find the
clusters
2: Find the mode of each cluster based on J, g,
3: Compare the weight of the calculated modes based on w
to select the best mode
4: Consider the best mode as the current target state x;

(@.))

wk, and Jik,

((3)]
1K,
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Fig. 7. Quantitative assessment of the performance of our tracker in comparison with state-of-the-art trackers using a one-pass evaluation on the LaSOT

benchmark dataset.

two different metrics to evaluate visual trackers: precision and
success. For more details on the evaluation metrics, we refer the
reader to (Fan et al., 2019). Fig. 7 presents a quantitative as-
sessment of our proposed approach using a one-pass evaluation
(OPE) on LaSOT in comparison with 10 state-of-the-art track-
ers including ECO, ASRCF (Dai et al., 2019a), DSiam (Guo
et al., 2017), CFNet (Valmadre et al., 2017), HCFT (Ma et al.,
2015a), BACF (Galoogahi et al., 2017), CSRDCF (Lukezic
et al., 2017), SRDCF (Danelljan et al., 2015), LCT (Ma et al.,
2015b) and KCF (Henriques et al., 2015). In the one-pass eval-
uation, the tracker is initialized with the ground truth location of
the target at the first frame of the image sequence and allowed to
keep track of the target over the remaining frames without reini-
tialization. As seen in Fig. 7, our tracker outperforms all the
other trackers in terms of overall precision and success. In par-
ticular, it outperforms ASRCF by 1.2% and 2.3%, respectively.

Similar to our proposed tracker, ASRCF is a recent state-of-the-
art correlation-convolutional visual tracker that uses ECO as a
baseline method. Our most significant improvements in com-
parison with ASRCF occur in low resolution and scale variation
scenarios, which show improvements of 2% and 1.6% in preci-
sion and 1.4% and 2.4% in success, respectively. In comparison
with our baseline tracker, our precision improvement reaches
9.1%, 12.0%, and 11.5% in low resolution, scale variation, and
partial occlusion scenarios, respectively. In terms of the success
metric, our improvement in such scenarios reaches 7.5%, 8.8%,
and 10.7% in comparison with ECO.

5.2. TREK-150 evaluation

TREK-150 (Dunnhofer et al., 2021) is a recent visual track-
ing benchmark dataset that includes 150 densely annotated
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Fig. 8. Quantitative assessment of the performance of our tracker in comparison with state-of-the-art trackers using a one-pass evaluation on the TREK-

150 benchmark dataset.

video sequences obtained from a first person perspective. Be-
cause no existing visual tracker has used this benchmark in
its training process, it is a valuable resource to perform an
accurate comparative evaluation of different tracking algo-
rithms. Fig. 8 presents the OPE results of our algorithm on
the TREK-150 dataset in comparison with 31 state-of-the-art
trackers including methods based on deep Siamese networks
such as SiamFC++ (Xu et al., 2020), SiamBAN (Chen et al.,
2020), Ocean (Zhang et al., 2020), SiamMask (Wang et al.,
2019), SiamRPN++ (Li et al., 2019), SiamDW (Zhang and
Peng, 2019), UpdateNet (Zhang et al., 2019), DSLT (Lu et al.,
2018), SiamFC (Bertinetto et al., 2016b), and GOTURN (Held
etal., 2016), as well as correlation trackers (PrDiMP (Danelljan
et al., 2020), KYS (Bhat et al., 2020), ECO, ATOM (Danell-
jan et al., 2019), DiMP (Bhat et al., 2019)), DSST (Danelljan
et al., 2017b), KCF (Henriques et al., 2015), Staple (Bertinetto
et al., 2016a), BACF, DCFNet (Wang et al., 2017b), STRCF
(Li et al., 2018a), MCCTH (Ning Wang et al., 2018), MOSSE
(Bolme et al., 2010)), tracking-by-detection methods (MDNet,
VITAL (Song et al., 2018)), and trackers based on target seg-

mentation representations (D3S (WLukezic et al., 2020)), meta-
learning (MetaCrest (Park and Berg, 2018)), fusion strategies
(TRASFUST (Dunnhofer et al., 2020)), or long-term tracking
mechanisms (SPLT (Yan et al., 2019), GlobalTrack (Huang
et al., 2020), and LTMU (Dai et al., 2020)). As seen in Fig.
8, our tracker outperforms all the other trackers. In particular,
it outperforms the state-of-the-art LTMU by 1.27% and 2.4%
in terms of overall precision and success, respectively. It is
worth noting that our method outperforms SiamBAN, the third
best tracker in terms of success by a significant margin (7.38%
relative improvement). As seen in Fig. 8, our improvement
in comparison to LTMU is higher than 6.5% in attribute “Fast
Motion”. Furthermore, the long-term meta-update strategy pro-
posed in LTMU could be integrated with our method, which
would likely lead to further performance improvements.

5.3. OTB100 evaluation

The OTB100 benchmark contains 100 data sequences that
are annotated with 11 attributes. In Fig. 9, we provide a quanti-
tative OPE assessment of our proposed approach in comparison
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Fig. 9. Quantitative performance assessment of our tracker in comparison with eight state-of-the-art trackers using a one-pass evaluation on the OTB100

benchmark dataset.

with eight state-of-the-art trackers whose results in the OTB100
dataset are publicly available: ASRCF, ECO, MDNet (Nam
and Han, 2016), HDT (Qi et al., 2016), HCFT, FRDCFdecon
(Danelljan et al., 2016a), CREST (Song et al., 2017) and CNN-
SVM (Hong et al., 2015). On the overall evaluation of the pre-
cision and success metrics considering the entire dataset, our
tracker shows improvements of approximately 0.6% and 1.6%
in comparison with the second best tracker ASRCF. Our pre-
cision and success improvements in comparison with ASRCF
reach 3.6% and 4.6% in fast motion scenarios, 1.9% and 4.4%
in scale variation scenarios, 1.5% and 1.8% in out of view con-
ditions, 2.5% and 3.9% when illumination variations are present
and 4.4% and 1.9% in scenes including occlusion. In some
challenging scenarios in the OTB100 dataset, ASRCF is out-
performed by ECO and MDNet. ECO is the second best tracker
in the success metric for fast motion, scale variation and illumi-
nation variation scenarios as well as both metrics for occlusion
scenarios. Our performance improvements with respect to ECO

in these scenarios are 2.8%, 3.8%, 3.4%, 2.5%, and 1.8%, re-
spectively. MDNet only outperforms ASRCEF in the precision
metric for fast motion scenarios. In that case, our performance
improvement with respect to MDNet is 3.5%.

Fig. 10 presents a qualitative assessment of our tracker in
comparison with ASRCF, ECO, and HCFT. In the first row, the
other trackers fail because of a relatively long occlusion period,
which causes not only tracking loss but also incorrect model
updates. Our tracker, on the other hand, finds multiple potential
clusters during partial occlusion and maintains one model per
cluster. When the target becomes visible again, this enables
our tracker to sample from distributions closer to the target and
assess the corresponding updated models. In the second row,
the other trackers fail because of a period of fast motion by the
target. Our particle filter enables our tracker to sample particles
over a wider search area and the iterative particle refinement
allows it to reach the best location for the target. In the third
row, the presence of several similar objects causes failures in
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Fig. 10. Qualitative evaluation of our tracker in comparison with ASRCF, ECO and HCFT on three challenging sequences of the OTB100 (top row, Giri2
sequence) and LaSOT datasets (middle and bottom rows, Train-1 and Goldfish-4 sequences, respectively).

Table 1. Ablative analysis of the components of the proposed visual tracker. PF corresponds to the integration of the baseline tracker with the particle
filter model. IPF incorporates the iterative particle refinement procedure. IPFK includes the clustering of the likelihood distributions. D2CIP corresponds
to our complete algorithm, which further incorporates maintaining one target model for each predicted mode. The numbers within parentheses indicate

the relative performance gains over the baseline tracker.

Benchmark PF IPF IPFK D2CIP

Precision Success

v X X X 309% (+2.6%) 33.1% (+2.3%)

Lsor Y Y X X 323% (+7.3%)  34.5% (+6.4%)

< vV X 332%(+104%) 34.9% (+7.9%)

vV v 335% (+11.3%)  35.2% (+8.7%)

TREK-150 v < v v 32.0% (+18.96%) 41.9% (+15.11%)
XX X 915% (+0.5%) 69.6% (+0.7%)

ol ¥ Y X X 922% (+1.3%)  69.9% (+1.2%)

v Y X 926% (+1.8%) 702% (+1.6%)

< vV v 927% (+1.9%)  70.3% (+1.7%)

the other trackers, whereas our novel method for evaluating the
particle likelihoods locates the correct target accurately.

5.4. Ablative analysis and computation time

Table 1 shows the performance improvement introduced by
the different components of our proposed method and com-
pares them with ECO (Danelljan et al., 2017a), our baseline
tracker. As the table indicates, the incorporation of a simple
constant velocity particle filter with the baseline tracker leads
to relative improvements of 2.6% and 2.3% in terms of pre-
cision and success on the LaSOT dataset. The iterative parti-
cle refinement procedure further improve these results by 4.7%
and 4.1%. Clustering the particles to identify the modes of the

likelihood provide additional gains of 3.1% and 1.5%. Finally,
maintaining one target model for each mode of the distribution
leads to relative improvements for 0.9% and 0.8%. That is, our
proposed method improves the overall performance of ECO by
11.3% in terms of precision and 8.7% on the success metric for
LaSOT.

Since the OTB100 dataset contains less complex sequences,
the performance of the baseline tracker is already relatively
high for both metrics. For example, one of the main benefits
of the iterative particle refinement procedure is that is gener-
ates more precise target estimates, reducing model drift. While
this is easily observed in the longer videos comprising the La-
SOT dataset, there are significantly fewer opportunities to cor-



rect model drift in the shorter videos contained in the OTB100
dataset. In addition, since the OTB100 dataset includes only 16
target categories, the convolutional features generated by the
backbone CNN are much more discriminative than for the 85
categories present in LaSOT. As a consequence, the robustness
to background clutter introduced by the multi-modal likelihood
model are dramatically less pronounced in OTB100. Nonethe-
less, our tracker still provides up to 1.9% and 1.7% relative im-
provements in precision and success.

Our unoptimized MATLAB implementation of D2CIP runs
at approximately 2 FPS on an RTX 2080Ti GPU. The main bot-
tleneck in our current implementation is the computation of the
convolutional features used in our likelihood model, which ac-
counts for more than 80% of the processing time. However,
since there are no inter-dependencies among particles, it is pos-
sible to compute their likelihoods in parallel. We have observed
that the hardware resources are severely underutilized, which
indicates room for reduction in the overall computation time.

6. Conclusion

This work proposes an iterative particle filter that works
along with a deep convolutional neural network and a corre-
lation filter to accurately track objects of interest in video se-
quences. In the proposed algorithm, after generating a set of
initial particles around the predicted target sizes and positions
and extracting their hierarchical convolutional features, a corre-
lation map is calculated for each particle. These maps are used
to refine the positions of the particles and generate the corre-
sponding likelihoods. After discarding low likelihood particles,
the displacement between each particle and the peak of its cor-
relation response map is calculated. If the distance between
the peak of the correlation response map and the particle loca-
tion is larger than a threshold e, the image patch centered at the
peak of the response map is used to generate a new response
map. This iterative procedure leads most particles to converge
to only a few final positions. By iteratively updating the particle
likelihoods, our method also addresses the problem of calculat-
ing the posterior distribution over the correct support points in
particle-correlation trackers. Finally, a novel method is used
to assess multi-modal likelihoods based on clustering the par-
ticles. The LaSOT, TREK-150, and OTB100 datasets are used
for evaluating the proposed tracker’s performance. The results
show that our tracker substantially outperforms several state-of-
the-art methods.
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