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Abstract—With the recent deployment of SG network, the ever
increasing IoT has got a tremendous boost in its expansion and
already has penetrated well into the government, commercial and
private sectors. With the countless IoT devices and myriad of
applications, many of them are resource constrained and have
limited energy budget. These IoT devices demand low-energy
technique for their computing and communication tasks to stay
active for longer period. The two main baseband processes that
dissipate bulk of CPU power from the IoT device are
synchronization and Finite Impulse Response (FIR) filtering. In
this circumstance, hardware-based baseband processing can take
these tasks off of the CPU and may significantly reduce energy
consumption. While conventional Binary Radix Computing
(BC)-based hardware modules can improve power dissipation,
Stochastic Computing (SC)-based hardware will certainly cut
down much more both the power as well as silicon space in
comparison. With this motivation, we propose novel SC-based
hardware designs in regards to synchronization and Finite
Impulse Response (FIR) filter for resource constraint IoT devices.
Comparative analysis shows that our proposed SC-based design
can reduce significantly more power and silicon area compared to
the BC as well as other proposed SC designs.

Index Terms—Binary Radix Computing (BC), Stochastic
Computing (SC), 5G, resource constraint IoT devices, low power
baseband processes.

I. INTRODUCTION

helnternet of Things (IoT) is one of the major emerging

technologies accelerated by the 5G network. Within the
plethora of IoT devices, many of them are resource constrained
and battery operated [21]. These battery-operated IoT devices
require to save energy in order to stay active for a long period of
operation. However, these devices cannot eschew the
computationally intensive baseband processing tasks entailed
by radio transceiver. The crux of these tasks are the
synchronization and Finite Impulse Response (FIR) filtering
[1]. One way to reduce the burden of these computationally
intensive tasks is to use a modified SIMD processor-based
design as proposed by the authors in [I]JHowever, any
processor-based design shall draw more power compared to its
hardware-based design counterpart. As a result, hardware based
design is always a better option when considering tight power
budget, especially for resource constraint IoT devices. Yet,
conventional two’s complementary-based Binary Radix
Computing (BC) hardware-design may require excessive
silicon area and hence higher power consumption that may
discourage to employ it altogether. The best option among all
would be to design using Stochastic Computing (SC)-based

hardware accelerator that will substantially reduce energy
consumption as well as silicon area.

The advantage of SC-based hardware design is that it
occupies considerably less silicon area and thus, is deemed a
potential solution for resource constraint IoT devices.
However, since SC is generated probabilistically from random
number generator (RNG) and it is hard to design
absolute-independent RNGs, SC-based design innately incurs
error. The errors will get exacerbated when a large number of
series SC processing blocks are in use, especially in FIR
filtering. Lowering the number of series blocks by employing
2-by-2 fast FIR Algorithm (FFA), our initial work on SC based
low order (12) FIR filter design shown to be better in terms of
silicon area and performance [2-4]. In this paper, we propose
higher order (36) FIR filters appropriate for IoT devices by
employing 3-by-3 or 6-by-6 FFA.

While many SC-based FIR filter designs have been
proposed, SC-based baseband Synchronization design is yet to
be seen in the literature. The basic process of getting the
synchronization is to find the correlation of the known and the
incoming received signal. The proposed SC-based design
exploits the fact that the correlation is simply the inner-product
of two signals. Making use of the SC-based inner-product
module of our previous work [2], the proposed SC-based
Synchronization shows good accuracy. To further evaluate the
effectiveness, the proposed SC-based Synchronization design
is implemented in C language and the outputs are compared
with those of the software-based one. Both numerical and
simulation results presented later show that the proposed
approach can significantly increase the accuracy of
Synchronization as well as higher-order SC FIR filter, thereby
paving the way of promoting stochastic DSP modules in
practical applications.

II. BACKGROUND ON SC, FIR FILTER AND SYNCHRONIZATION

In this section, we provide brief backgrounds on SC, FIR
filter and Synchronization before putting forth our proposed
work.

A. Stochastic Computing (SC)

Derived probabilistically from the BC, SC is represented by a
bit stream of 'l's and '0's. The BC to SC conversion process
takes a number generated from a Random Number Generator
(RNG) and compared it with the given BC value by a
comparator, resulting in 1 or 0. This task is conducted
iteratively to create a N-bit stream of 1's and 0's that reflects the
BC equivalent of SC value. Since BC is converted to SC



probabilistically, before converting, the BC value has to be
made within [0,1] for unipolar and [-1, 1] for bipolar. Any
unipolar value 0 < x < 1 in BC is converted to a length of
N-bit stream containing X bits of 'l's so that x = P(X) =
X/N(Fig.1-a) [5-7]. In case of bipolar, any value —1 < x < 1 in
BC is converted to a bit stream of N-bit, out of which X bits are
'l's such that x = 2(X/N)-1 (Fig.1-c) [5-7]. Because of this
conversion process, if two SC values P(4) and P(B) are
independent, their product P(4)P(B) will be equal to P(C =
AxB). In other words, if two SC values are generated using
independent RNGs, their product can be computed by an AND
gate in SC domain (Fig.1-b). Likewise, it can be shown that a
simple multiplexer (MUX) can be used to perform SC
Addition. Fig. 1 shows BC to SC (B2C) conversions and some
basic operational modules. Moreover, SC is not limited to just
Multiplication and Addition, for some other arithmetic
operations, readers are referred to [5-9].
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Fig. 1. Some basic SC presentations and operations:
(a) Unipolar B2C conversion, (c¢) Bipolar B2C conversion (b) Unipolar
multiplication, (d) Bipolar multiplication, (¢) SC adder, (f) SC subtractor

B. Finite Impulse Response (FIR) filter

FIR filter is one of the major DSP baseband modules used for
wireless communication system including 5G technology. The
transmitter pulse shaping filter and receiver matched filter used in
CDMA systems are two examples of FIR filters [ 10]. Filter Banks
Multicarrier (FBMC) and Universal Filtered Multicarrier
(UFMC) systems used in 5G technology, are also FIR filters
[11-12].

The output sequence of an FIR filter of order m can be
expressed in time domain as

y(n) == XL x(n — Dhy €Y

where x(n) and y(n) are the input and output of the filter
respectively at discrete time interval, and #; are the filter
coefficients. To make a hardware module for this FIR filter, m
high-complex multipliers are required in BC-based design while
the SC-based design entails only m AND gates. This certainly
makes SC-based design a better option for IoT device. However,
SC-based FIR filter is prone to error. This error accumulates more
and more as the number of series blocks in FIR filter increases
due to higher number of taps to achieve higher order filter.

C. Synchronization

The main function of the baseband synchronization is to find
and locate the beginning of a packet in an incoming message.
This is achieved by sending a reference signal attached in the

header of each transmitted packet and correlates the incoming
reference signal with the receiver's known signal. The outcome
of this correlation indicates the location of the start of a packet.

In this proposed work, we demonstrate our work for
synchronization of IEEE 802.11 protocol which is achieved by
sending pre-defined preamble as the reference signal. However,
our design can be applied to any other protocol with little to no
modification. The structure of the preamble of this protocol is
shown in Fig. 2 [13-14]. Each preamble consists of 10 Short
Training Sequences (STSs) and 2 Long Training Sequence
(LTSs)

Preamble LSignal | Data |
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10 short sequences 2 long sequences

Fig. 2. Preamble structure of IEEE 802.11 (from [13])

IEEE 802.11 wuses Orthogonal Frequency Division
Multiplexing (OFDM) for high speed and high spectral
communications. The expression of the OFDM symbol is
presented as follows:

j2mkn
Sn(m) = ShZd dpe’ ¥ o)
where S, (n)is the n-th sample of the m-th symbol, d,,  is the
Quadrature Amplitude Modulation (QAM) or Phase Shift
Keying (PSK) modulated complex data vector and N is the
number of subcarrier[13,15]. Each STS OFDM symbol m has
16 (n =1, 2, ... 16) samples and consists of 52 sub-carriers

( e¢, N=52,k=0,1,..51) (IEEE  802.11n/ac)
modulated by the QAM/PSK complex vectord,, y = ¢—51={0.0,
-1-13, 0, 0, 0, -1-1j, 0, 0, 0, 1+1j, 0, 0, 0, 1+1j, 0, 0, 0, 1+1j, 0, 0, 0,
1+1j,0,0,0,0,0, 0, 0, 1+1j, 0, 0, 0, -1-1j, 0, 0, 0, 1+1j, 0, 0, 0, -1-1j, 0,
0,0,-1-1j, 0,0, 0, 1+1j, 0, 0}. The time domain waveform of the
10 symbols are shown in Fig. 3.
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Fig. 3. STS signal in IEEE 802.11 protocol

If the received reference signal at time ¢ is #(¢) for a known
signal p, the correlation P(f) can be calculated using the
following equation [1,13]

P(t) = 2ot + m)p*(m) 3

where p* is the complex conjugate of p and L = 16. The
synchronization is achieved by finding the maximum value of
the correlation P(¢). The start of the incoming packet at receiver
can be detected by comparing the magnitude of correlation
result with a certain threshold. It is advised to have a dynamic
threshold based on incoming signal power.



III. RELATED WORK

The common mathematical block used for both FIR filter and
synchronization is the inner-product. In other words, basic
hardware designs of FIR filter and synchronization require
Multiplication and Adder blocks. The SC-based multiplication
can easily be implemented using AND gate. However, basic
SC-based Adder block incurs scale down effect and hence
becomes the major source of SC error [5-7]. As a result, the
main focus of the previous works regarding SC FIR filter
design was to improve SC-based Adder block.

Since the basic SC-based Adder (SA) produces scaled down
effect, the high order FIR filter based on SA suffers huge
accuracy loss. To reduce the scaled down effect of SA, a novel
inner-product-based FIR design was proposed in [6]. A 2-input
inner-product from [6] is shown in Fig. 4. Here, x's are filter
input, a's are filter coefficients and s(a)'s are the sign of a's.
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Fig. 4. Inner-product module proposed in [6]

Even though the output of this unit still has the scaled down
effect by the term (Jao|t|ai|), the improved accuracy comes from
the assumption that the denominator of the output (|ao|+|ai|) is
less than or close to 1. Moreover, this design also assumes that
the values of 4 parameters are pre-known. As a result, the MUX
selection input is pre-calculated and converted to SC value
before it is placed. However, for practical applications
(dynamic environment), the values of / parameters are required
to be adjusted time to time.

The SC-based design efforts continued and the authors from
[7] proposed another new design to mitigate the scaled down
effect of SA. In this design, the SC value of x is presented using
two lines of N-bit streams. Separating the magnitude M(X;) and

sign S(X;), any SC value is represented as x = %Z?’:_ol[l —
2S(X;)M(X))]. In this design,exclusive OR (XOR) and AND
gates are used for two-lines SC Multiplier (TSM) and a
complex logic circuit is used for two-line SC Adder (TSA) as
shown in Fig 5.
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Fig. 5. Adder circuit for TSA from [16]

The accuracy of the TSA is claimed to be independent of the
number of stages (taps); however, each stage requires
significant amount of SC processing. Moreover, the area and
power consumption for each stage are also high. Consequently,
it limits the number of stages of FIR filter and makes it
inefficient for high order filter.

Yet another stochastic FIR filter was proposed in [17]

focusing on the reduction of the scaled down effect of SA by
making use of Accumulative Parallel Counter (APC).
However, in this design each of these APC adders requires
numerous Half Adders (HAs) and Full Adders (FAs) circuits.
Consequently, this design requires much more complicated
hardware than the others.

The above discussion of the state-of-the-art works shows that
the practical FIR filter implementation (high order) using
SC-based hardware is still very challenging. Moreover, the
prior efforts focused only on the higher accuracy of SC unit, not
considering the reduction of the overall error. As for the
Synchronization, to the best of our knowledge, this is the first
attempt for any SC-based Synchronization design.

IV. PROPOSED SC-BASED DESIGNS

In this work, we are proposing SC-based designs for both
FIR filter and Synchronization. Since both modules require
inner-product operation, their basic SC hardware structures are
the same. However, proposed SC-based high order FIR filter
design breaks the long inner-product chain into short parallel
sub-chains by employing FFA. In the following subsections,
we introduce FFA with multiple dimensions that are exploited
in the proposed FIR filter design.

A. 2-by-2 Fast FIR Algorithm (FFA2)

The major limitation of high order SC-based FIR filter
designs is that it entails significant error due to a large number
of serial inner-product blocks. To address this inherent
difficulty, we introduce FFA in our SC-based FIR filter design.
In general, a ¢g-by-g FFA FIR filter design can virtually reduce
an m order filter to m/q order parallel sub-filters. In this
subsection, we first provide the architecture of 2-by-2 SC FFA
FIR filter (FFA2). Later, the architecture of other dimensional
FFAs will be explained.

The relationship of input x(n) and output y(n) of a FIR filter
of order m in z-domain can be expressed as
=9 m—1 0
DIz =Y@ = H@ X@) = ) hmz Y xwz @)
n=0 n=0 n=0
where H(z) is the z-transform of the filter coefficient 4;. The
z-transform of the input x(n) can be expressed as

X(2) =x(0) + X(l)Z_l + X(Z)Z_Z + x(3)z—3 + .
= [x(0) + x(Z)Z—Z + ]+ Z_l[x(l) +x(3)z‘2 +o]
= Xp(z*) + 271X (2%),

where X (z?2) is the z-transform of the even time series {x(2k)}
and X, (z2) is the z-transform of the odd time series {x(2k+1)}
of the input x(»). Similarly, the z-transform of filter coefficients
and the output can be expressed as

H(z) = Hg(z%) + 27" Hy (2%)
Y(2) = Yp(2%) + 27 'Y (2%)(5)
Equating (4) and (5) will provide Yz (z?) and Y, (z2) in terms
of Xz (z2), X, (2%), Hg(z?) and H,(z?) as

Yg(2%) = Xo(2*)Ho (2%) + (2*) ™ [Xg (2*)Hp (2%)]
YO(ZZ) = XE(ZZ)HO(ZZ) + [XO(ZZ)HE(ZZ)]~



Consequently, the output Y (z) can be produced from X;(z2),
Xo(z%), Hg(z?) and Hy(z?). The schematic diagram for this
filter, termed FFA2 is shown in Fig. 6. As seen from Fig. 6, the
even X;(z?) and odd X,(z?) time-series inputs are needed at
the same time to generate the even Y;(z?) and the odd Y, (z?)
output series and hence the final output Y (z). Thus, output of m
order FIR filter can be generated by m/2 order sub-filters.
However, the even or odd input series need to be directed to
proper A coefficient block to yield the right output. The
z-transform of the even and the odd / coefficients of each m/2
sub-filters can be expressed as

Hg(z%) = hg + hyz 2 + hyz™* + hgz 6 + -
Ho(z®) =hy +hgz 2+ hgz ™ + hyz7 6 + -

D— y(2k)

| pQk+1)

Fig. 6. Schematic diagram of 2-by-2 FFA FIR filter

The outputs of the four H blocks in time domain can be
expressed as:

XgHg = x(0)hy + x(2)h, + x(4)hy + -+
XgHy = x(0)hy + x(2)hg + x(4)hs + -+
XoHg = x(Dhy + x(3)hy + x(5)hy + -+ (6)
XoHop = x(1)hy + x(3)h3 + x(5)hg + -+

The above expressions clearly state that the output of each
block is the inner-product of some input x and coefficient 4.

B. 3-by-3 FFA FIR Filter Design (FFA3)

Similar to FFA2, the input signal stream X (z)in FFA3 will be
divided into three groups: 1) X,(z3), the z-transform of the first
group of time series {x(3k)}, 2) X;(z3), the second group of
time series {x(3k+1)}, and 3) X,(z3), the third group of time
series {x(3k+2)}. With these, the z-transform of filter
coefficients can be expressed as
H(z) = Hy(z®) + z7'H,(23) + z7%2H,(23)

As a result, an m order FIR filter would be composed of nine
FFA3 sub-filters of order m/3. In other words, the number of
series inner-product blocks reduced by three. The numerical
analysis presented later demonstrates that this reduction
significantly lower the error of SC-based FIR filter.

C. Higher Dimensional FFA FIR Filter Design

The number of series inner-product blocks can be reduced
further by employing FFA2s and/or FFA3s in layers. For
example, an m order FIR filter can be reduced to some m/4
order parallel FIR sub-filter by applying layer ofFFA2s inside
FFA2s. Same way, an m order FIR filter can be reduced to some
m/6 order parallel FIR sub-filter by applying layer of FFA2s
inside FFA3.Thus, an m order FIR filter can be reduced to any
m/q sub-filters applying appropriate layers of FFAs. The
general structure of high dimensional FFA (FFAg) is shown in
Fig. 7

FFAq

(q =(r*s*f) and r, s and ¢ are multiple of 2 and/or 3)

—————————=—-—7

|
|
|
S| i

: |
x(2k+r—l)_1> ‘Y(Zk‘*'f'l)i

x(k+s-1) _L ¢ YQRk+s-1)

FFAt
_______ g
| oxen T !

é_i(Zk) : : : Y(2k) :

4 [ 4 I

: [ : I

: [ : : I
é—» : : H : é—» :

: : XQk+t-1) _L : t y(2k+t—1):

Ll J

Fig. 7 General structure of SC FFA¢

D. Propose SC-based FIR and Synchronization Designs

Our proposed designs are built from 2-input SC inner
product. A 2-input SC inner product is designed using JK
flip-flops and exclusive NOR (XNOR). JK flip-flop can be
used as a 2-input approximate divider in SC domain where

laol [7]

laol+laql

XNOR gate is used as a 2-input bipolar multiplier [5-9]. Thus
the proposed 2-input SC inner product output as shown in Fig. 8
can be derived as

Whereas an

inputs are ao and a; and output is

laol

lag|
xoS(ag) X + x.s(aq) X (1 _—
05(ao) lagl+las| ~ 1 (@) laol+lal
_ Xea X141 _ XpQotxiay
lagl+lasl * lagl+layl laol+las|

This 2-input inner SC product can be extended to 4-input by a
4-input approximate divider and an additional MUX. A 4-input
approximate divider on the other hand can be produced from its

2-input counterpart. Noted that an AND gate is used to make
2-input unipolar SC multiplier, thus the output of a 4-input
approximate divider shown in Fig. 10 can be derived as

(laoxigi2) ()
0" lag|+las| _ laz|+lagl laol+layl

e lebite)  (Grm)* (e '
ag|X——=—)+| |ay | % + lagl+las|+laz|+]as]
(l ol lazl+laz| laz| lagl+lasl lazl+lazl/ " \lagl+lasl

The 4-input inner product as shown in Fig. 9 can be derived as
laol+]ay| )

lagl+lay|+laz|+lasl

XoQo+x10a,
laol+las|

laol+layl
lagl+lay|+laz|+lasl

Xp0,+X303 (
laz|+las]
_ XoQo+Xx1a1+X2a,+X303
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Similarly, the a 4-input inner product module can be extended
to any number of input inner product as required by the FIR or
Synchronization block.

The proposed inner-product design is better than the one
proposed in [6]. In [6], considering fixed values of filter



coefficients a's, SC model requires to pre-calculate(|aol
/l|ao|+|ai]]) before converted to SC. We refer it as [6] Fixed in
this paper. On the other hand, considering dynamic
environment, where the values of a's will be changed over time,
an additional Divider module is required to calculate (jaol
/[laol+|a1]]) from a's in BC before converting to SC. This is
referred to as [6] Dynamic. Thus our proposed design has two
major advantages over [6]: 1) it does not require additional BC
to SC conversion of |ag| /(|aoltai]), as a result, does not
necessitate extra RNGs and Comparators, 2) it does not require
hardware Divider module along with Adder in case of
changing (dynamic) values of a's. Especially for FIR filter,
coefficient values (a's) need to be changed time to time to
accommodate with the varying channel condition. For example
in order to design 36 order FIR filter, [6] requires additional 34
Dividers, 34 RNGs, 34 Comparators, 18 2-input Adders, 9
4-input Adders, 4 8-input Adders, 2 16-input Adders and 1
18-input Adders. All of these modules are of 10-bit size. These
additional number will increase in square term if this is
implemented in FFA form.
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Fig. 8 Proposed 2-input SC inner-product block
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Fig. 9 Proposed 4-input SC inner-product block
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Fig. 10 4-input approximate divider

In case of FIR filter, only the H blocks are implemented using
SC modules which compose of inner-products of input x and 4
parameter (Equation 6). The delay and the adder modules are
created in the BC domain (Fig. 6). Proposed SC FIR filter is
unique as it builds on FFA. Thus a 36 order FFA2 requires
18-input inner-products, while FFA3 needs 12-input and FFA6
entails 6-input inner products. On the other hand,

Synchronization is designed using 16-input inner products
following equation (3).

Apart from re-designing inner-product module, we also
implement shuffling network to reduce the number of RNGs. In
order to reduce the complexity of BC to SC interface, we
introduce a novel RNG sharing scheme. This approach is
motivated by the fact that the RNG consumes the largest
portion of area and power/energy for each individual BC to SC
unit. More specifically, for an N-input stochastic computing
system that requires N copies of RNGs in its BC to SC
interface, the area and power/energy consumed by RNGs are
very significant. Therefore, the key idea of the proposed
approach is to use the randomness offered by a few RNGs to
generate the necessary uncorrelated randomness for all input
bit-streams. Fig. 11 shows the shuffling network in this
proposed SC module.
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Fig. 11. Shuffling network for random number generations

V. PERFORMANCE EVALUATION

To evaluate the performance of the proposed SC designs, we
provide comparative numerical analysis, simulation results,
number of gate counts and energy consumptions.

A. Comparative Numerical Analysis

To the best of our knowledge, proposed SC-based
Synchronization is first of its kind. Thus, the comparative
numerical analysis is generated only for SC FIR filter designs.
Nonetheless, the simulation for Synchronization will be
presented in the later subsection. The major focus of this
numerical analysis is to show the advantage of FFA
algorithm-based SC FIR filter. The main merit of the FFA is to
reduce the number of filter taps, thus less number of series SC
blocks and less SC errors. Recall that the SC multiplication can
be done by AND gate when the two SC inputs P(X)s are
independent to each other. Since RNGs used to generate SC
values are not absolutely independent to each other, each input
SC processing stage (AND, MUX operations) may incur error.
This error propagates through series blocks, getting
accumulated towards the output stage. As a result, SC FIR filter
design with high number of series blocks produce high error. A
comparative error curves are generated for different SC FIR
filter designs assuming a 1% error in SC process as shown in
Fig.12.For example, considering an SC multiplication/addition
operational block produce 1% error, 10 such blocks placed in
series ( FIR filter is composed of addition and multiplication
blocks) will produce an error of (1.01*10-1.0) = 10.4 % error.
In this figure, the error generated from SC FIR design proposed
in [6] is named as 'inner-product' while the error of proposed
SC designs are termed as 'FFA2', ‘FFA3’ and ‘FFA6’ (Sec. 11I)



As seen from the Fig. 12., SC FIR design of [6] produce
maximum error because of its higher number of SC series
blocks compare to the others. On the other hand, proposed
FFAgq design reduces the m order FIR filter into m/q order FIR
sub-filters, thus lowers the number of series blocks
proportionately. However, the number of A blocks increases by
square-term, i.e. more number of outputs from H blocks needed
to be combined to obtain the filter output (Fig. 6).

P;a(:;centage error for different filter outputs
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Fig. 12. Errors in different filter outputs

As aresult, higher parallelism i.e. high value of ¢ will reduce
the number of series SC blocks in each H block (Fig. 4), while
increase the total number of H blocks in the overall filter
design. Hence, each H block may exhibit less error, however,
increased number of H blocks may increase the overall filter
error. In Fig. 12, it is seen that for a filter of order<10, the error
performance of FFA2 is similar to that of FFA3 and FFAG6,
while FFA2 provides less hardware complexity (4 parallel
sub-filters in Fig. 6). For a filter of 10<order<40, FFA3
performs better than FFA2 but similar to FFA6, however with
lower hardware complexity than FFA6 (9 blocks vs 36 blocks).
FFAG6 will only be considered better with its higher hardware
complexity (36 parallel sub-filters) when the filter order is
greater than 45. Therefore, depending on the order of FIR filter,
we may choose the value of g for FFAgthat will provide the
best SC FIR filter performance.

B. Simulation

1) SC FIR filter design

In addition to the numerical analysis, we also run the
simulation to evaluate the output performance. The SC-based
FIR filter of order 36 is designed in C programming language
emulating different SC hardware blocks from our design. On
the other hand, the Impulse Response and the corresponding /
parameters of the filter are generated using MATLAB R2017
for a band-pass filter of band-8 downlink LTE channel
(925-960 MHz) [20]. The input signal is generated from
super-positioning of sinusoidal waves of different frequencies
as shown in Fig. 13.

The seven green spikes in Fig. 13 (a) are the frequency
spectrum of the input signal, generating from the superposition
of seven sinusoidal waves whereas the dotted (black) shape is
the filter Impulse Response (IR). The blue line corresponding
to the output of SC-based FFA FIR filter. In this evaluation, we
skip simulation of [6] since it is already outperformed by our
SC-based FFA2 in our previous work [2]. Therefore, the output
of different FFAs are compared for a 36 order FIR filter. In
terms of the performance, FFA3 (Fig. ¢) and FFA6 (Fig. d)
look similar whereas FFA2 (Fig. b) is little worse. The

side-band spikes of FFA2 exceed over the side lobes of IR
whereas all the side-band spikes of FFA3 and FFAG6 are within
the side lobes. As a result, the band pass and band rejection of
FFA3 and FFAG are better compared to FFA2. Out of all three
designs, FFA3 is considered the best for a 36-order FIR filter
since it shows similar performance of FFA6 with less hardware
complexity.

FIR Filter (36 order) and Input Signal Input and output of FFA2
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Fig. 13. Comparative output spectrum of FFA2, FFA3 and FFA6

2) SC Synchronization design

To evaluate the performance of our SC-based
synchronization, the hardware circuit is again implemented in
C-language and the corresponding correlation output is
generated from the reference and known signals (Fig. 14).
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Fig. 14 Synchronization Outputs from Different methods

Recall that each preamble in IEEE 802.11 is generated by
concatenating a set of 10 short training sequences (STS)



discussed earlier. Rayleigh fading model is considered for the
wireless medium to incorporate the wireless environment. To
make a fair comparison, the output obtained from equation (3)
using MATLAB is juxtaposed with the output of SC-based
design. Moreover, SC-based Synchronization outputs are
generated for bit precisions of 10-bit and 9-bit. Since one-bit
reduction in SC-design can shorten the total delay by half]
lower bit-sized SC designs are always preferable. It is observed
from Fig. 14 that outputs of both 10-bit and 9-bit SC designs
can detect the location of 10 STS accurately as well as results
by MATLAB. Since reference signal has the same period as
that of the correlated outputs, i.e. 10 STS, the detection of the
beginning of a packet of 9-bit is still possible. However, the
performance of 10-bit is better than that of the 9-bit.
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3) Hardware Implementation of SC Modules

After having positive results from C programming
implementation, we tested the efficacy of our modules by
designing in Hardware Description Language (HDL). We
considered FFA3 for FIR filter and 10-bit design for
Synchronization. The Xilinx ISE design tool is used to
implement these modules in verilog HDL. The output from the
HDL is shown in Fig. 15, matching the output from C
implementation.

C. Gate counts and Energy Consumptions

Gate counts is another way to evaluate the occupation of
silicon space. It is also related to the energy consumption since
high number of gates contribute to high energy dissipation[21].
Because NAND gate is a universal gate, we build all the basic
SC block functions with NAND gates. Thus the gates counts
corresponding to a design is the number of NAND gates
required to create the complete SC module. Recall that for fixed
a's, pre-calculated |ao| /[|ao|t|ai]] is used for [6] before
converting to its SC value and is termed as [6] Fixed. On the
other hand, for dynamic values of a's, an additional Divider
module is required for [6] and this is referred to as [6] Dynamic.

Table 1 shows the gate counts of different 36-order FIR filter
designs. Here, BC-H/W is the gate counts of BC-based FIR
filter. From the table it is absolutely clear that the proposed
SC-based FIR filter designs require less number of gates than
that of the other designs. Moreover, all SC-based designs
occupy way less silicon than that of the BC-based design. On
the other hand, [6] Fixed design has very similar gate counts to
FFAG6 design. However, for any practical implementation, only

[6] Dynamic can be used. From the performance of simulation
and gate counts, FFA3 obviously stood the best among all
SC-based design for 36-order FIR filter. In other words,
proposed FFA3 SC-design occupies silicon area lower than
60% of the [6] Dynamic and 25% of the BC-H/W.

TABLE1
GATE COUNTS FOR 36-ORDER FIR FILTER

FFA2 FFA3 FFA6 [6] Fixed | [6] Dynamic | BC-H/W

8,274 9,890 12,240 | 13,280 16,520 42,540
TABLE2

GATE COUNTS FOR SYNCHRONIZATION
Propose [6] Fixed BC-H/'W
3,356 6,140 20,540

Table 2 shows gate counts of different SC-based designs for
Synchronization. Since the reference signal is fixed, the [6]
Fixed is used here for comparison. It is seen from Table 2 that
the proposed SC-based Synchronization requires less gate
counts compare to [6] Fixed and BC-H/W based ones.
Moreover, for an IoT device where both of these modules are
installed, the actual gate counts would be the addition of these
two. That is, the proposed SC-based FIR and Synchronization
necessitates a total of 13,246 gates, [6] requires a total of
22,660 and BC-H/W entails a total of 63,080. Clearly, the
propose SC-based designs significantly reduces the number of
gate counts compare to that of both [6] and BC-H/W.

Energy consumption is a critical issue for resource constraint
(battery operated) IoT devices. According to the existing
design, both the FIR filter and the Synchronization utilize
processing power of CPU. Our proposed SC-based hardware
design can significantly reduce this power consumption. For
the purpose of evaluation, energy consumption of hardware is
calculated from the equivalent circuit composed of resistance
and capacitance. The equivalent circuit for the designs are
derived from the circuit model of NAND gate [19, 22, 23]. On
the other hand, the energy consumption of a software based one
is calculated from the CPU process of Raspberry Pi (mostly
used in [0T) drawing an active current of S0mA with 700 MHz
clock speed and 5V.
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Fig. 16. Energy Consumptions from different FIR filters

Fig. 16 shows energy consumption from different hardware
FIR filter designs and software based FIR filter process
(Process S/W). It is seen that the software based process
dissipate energy of the order of 4 more than the hardware based
ones. Fig. 17 shows the energy consumption of different
hardware-based FIR filter designs. It is seen from Fig. 17 that
the proposed one (FFA3) consumes below50% of the energy




consume by [6] (Dynamic) and 20% of BC-H/W.

Energy consumption of Synchronization shows similar
pattern in Fig. 18. The software-based one obviously incurs
huge energy dissipation. The proposed one consume below
70% of the one based on [6] and 15% of that of the BC-H/W. In
view of the total energy consumption by the two modules (FIR
and Synchronization) running in the IoT device, the proposed
one consume 50% of the one in [6] and 15% of that of BC-H/W.

Comparative Energy Consumption
(FIR Filter)

—FFA2
25| |[—FFA3
FFA6
— (6] fixed
——[6] Dynamic
BC-HW

Energy Comsumption
(m joule)
&

ol . J
0 200 400 600 800 1000
Number of time the process runs

Fig. 17. Energy Consumptions from H/W-based FIR filters
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VI. CONCLUSION

Resource constraint IoT devices are becoming a big part of
5G internet. In order to seamlessly co-exist with the other
devices, they have to keep all the necessary processes with as
little energy and silicon area consumption as possible. Among
the base-band processes, FIR filter and Synchronization is
considered the most energy consumption ones and the center of
our proposed work. Our novel hardware-based designs
inherently reduce the energy consumption and SC-based
accelerator reduce the silicon area. From our comparative
analysis, it is obvious that the software based processes entail
higher energy expenditure that can reduce the life time of these
devices significantly. On the other hand, SC-based hardware
not only occupy less silicon space (less than half), but also
consume lower energy (of the order of 4) compared to
BC-based ones. Moreover, it is clearly shown that the proposed
designs produce significantly less energy (less than 70%),
occupy less silicon area (less than 60%) and perform better
compared to other SC-based designs.
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