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Dark Energy Survey year 3 results: covariance modelling and its impact
on parameter estimation and quality of fit
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ABSTRACT

We describe and test the fiducial covariance matrix model for the combined two-point function analysis of the Dark Energy Survey
Year 3 (DES-Y3) data set. Using a variety of new ansatzes for covariance modelling and testing, we validate the assumptions
and approximations of this model. These include the assumption of Gaussian likelihood, the trispectrum contribution to the
covariance, the impact of evaluating the model at a wrong set of parameters, the impact of masking and survey geometry,
deviations from Poissonian shot noise, galaxy weighting schemes, and other sub-dominant effects. We find that our covariance
model is robust and that its approximations have little impact on goodness of fit and parameter estimation. The largest impact
on best-fitting figure-of-merit arises from the so-called fi, approximation for dealing with finite survey area, which on average
increases the x? between maximum posterior model and measurement by 3.7 per cent (A x2 ~ 18.9). Standard methods to go
beyond this approximation fail for DES-Y3, but we derive an approximate scheme to deal with these features. For parameter
estimation, our ignorance of the exact parameters at which to evaluate our covariance model causes the dominant effect. We
find that it increases the scatter of maximum posterior values for €2, and o by about 3 per cent and for the dark energy
equation-of-state parameter by about 5 per cent.

Key words: large-scale structure of Universe —cosmology: observations.

1 INTRODUCTION

Our understanding of the Universe has become much more accurate in the past decades due to a massive amount of observational data collected
through different probes, such as the cosmic microwave background (CMB; see e.g. Planck Collaboration VI 2020), big bang nucleosynthesis
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(see e.g. Fields et al. 2020), Type la supernovae (see e.g. Riess 2017; Smith et al. 2020), number counts of clusters of galaxies (see e.g. Mantz
et al. 2014; Costanzi et al. 2019; Abbott et al. 2020), the correlation of galaxy positions, and that of their measured shape (see e.g. Abbott
et al. 2018; Heymans et al. 2020). From the study of that data, a standard cosmological model has emerged characterized by a small number
of parameters (see e.g. Frieman, Turner & Huterer 2008; Peebles 2012; Blandford et al. 2020). Current spectroscopic and photometric surveys
of galaxies such as the Extended Baryon Oscillation Spectroscopic Survey' and earlier phases of the Sloan Digital Sky Survey, the Hyper
Suprime-Cam Subaru Strategic Program,” the Kilo-Degree Survey (KiDS?), and the Dark Energy Survey (DES*) have become instrumental in
testing this standard model at a new front: the growth of density perturbations in the late-time Universe. Also, future surveys, such as the Dark
Energy Spectroscopic Instrument,’ the Vera Rubin Observatory Legacy Survey of Space and Time,® Euclid,” and the Nancy Grace Roman
Space Telescope,® will push this test to a precision exceeding that provided by other cosmological probes.

An important part of this program is the DES, a state-of-the-art galaxy survey that completed its 6-yr observational campaign in 2019
January (Diehl et al. 2019) collecting data on position, colour, and shape for more than 300 million galaxies. This makes DES the most sensitive
and comprehensive photometric galaxy survey ever performed. The main cosmological analyses of the first year (Y1) of DES data have been
concluded (Abbott et al. 2018, 2019b) and analyses of the first 3 yr of data (Y3) are under way. The study of the large-scale structure (LSS) of
the Universe based on the DES-Y3 data set has the potential to become the most stringent test of our understanding of cosmological physics
to date.

To achieve this goal, the DES team is comparing different theoretical models characterized by a range of cosmological parameters to the
measured statistics of the LSS in order to determine the model and range of parameters that are in best agreement with the data. The statistics
of the LSS considered in the main DES-Y3 analysis are two-point correlation functions of the galaxy density field (galaxy clustering), the
weak gravitational lensing field (cosmic shear), and the cross-correlation functions between these fields (galaxy—galaxy lensing) in real space
and measured in different redshift bins. These three types of two-point correlation functions are combined into one data vector — the so-called
3x2pt data vector.

A key ingredient in analysing these statistics is a model for the likelihood of a cosmological model given the measured correlation
functions. Under the assumption of Gaussian statistical uncertainties (which is to be validated), this likelihood is completely characterized
by the covariance matrix that describes how correlated the uncertainties of different data points in the 3x2pt data vector are. Validating the
quality of the covariance model for the DES-Y3 two-point analyses is the main focus of this paper.

There are several methods to estimate covariance matrices that can roughly be divided into four main categories: covariance estimation
from the data itself (e.g. through jackknife or sub-sampling methods; cf. Norberg et al. 2009; Friedrich et al. 2016), covariance estimation from
a suite of simulations (e.g. Hartlap, Simon & Schneider 2007; Dodelson & Schneider 2013; Taylor, Joachimi & Kitching 2013; Percival et al.
2014; Taylor & Joachimi 2014; Joachimi 2017; Sellentin & Heavens 2017; Avila et al. 2018; Shirasaki et al. 2019), theoretical covariance
modelling (e.g. Schneider et al. 2002; Eifler, Schneider & Hartlap 2009; Krause et al. 2017), or hybrid methods combining both simulations
and theoretical covariance models (e.g. Pope & Szapudi 2008; Friedrich & Eifler 2018; Hall & Taylor 2019).

For the DES-Y3 3x2pt analysis, we adopt a theoretical covariance model as our fiducial covariance matrix. This fiducial covariance
model is based on a halo model and includes a dominant Gaussian component, a non-Gaussian component (trispectrum and supersample
covariance), redshift space distortions (RSDs), curved sky formalism, finite angular bin width, non-Limber computation for the clustering part,
Gaussian shape noise, Poissonian shot noise, and f, approximation to treat the finite DES-Y3 survey footprint (although taking into account
the exact survey geometry when computing sampling noise contributions to the covariance). In order to assess the accuracy of that model, we
study the impact of several approximations and assumptions that go into it (and into two-point function covariance models in general):

(1) the Gaussian likelihood assumption, i.e. whether knowledge of the covariance is sufficient to calculate the likelihood;

(i) robustness with respect to the modelling of the non-Gaussian covariance contributions, i.e. contributions from the trispectrum and
supersample covariance;

(iii) treatment of the fact that two-point functions are measured in finite angular bins;

(iv) cosmology dependence of the covariance model;

(v) random point shot noise;

(vi) the assumption of Poissonian shot noise;

(vii) survey geometry and the fi, approximation;

(viii) other covariance modelling details such as flat sky versus curved sky calculations, Limber approximation, and RSDs.

We generate different types of mock data and/or analytical estimates to determine how each of these effects impacts the quality of the
fit between measurements of the 3x2pt data vector and maximum posterior models (quantified by the distribution of x2 between the two).
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We also show how they impact cosmological parameter constraints derived from measurements of the 3x2pt data vector. For most of these
tests, we employ a linearized Gaussian likelihood framework that allows us to analytically quantify the impact of covariance errors on the
x? distribution and parameter constraints. This is complemented by a set of lognormal simulations and importance sampling techniques to
quickly assess large numbers of mock (non-linear) likelihood analyses.

This paper is part of a larger release of scientific results from year-3 data of the DES and our analysis is informed by the (in some cases
preliminary) analysis choices of the other DES-Y3 studies. In addition to carving out the most stringent constraints on cosmological parameters
from late-time two-point statistics of galaxy density and cosmic shear yet, the year-3 analysis of the DES collaboration is introducing and
testing numerous methodological innovations that pave the way for future experiments. Details of the DESY3 galaxy catalogues and the
photometric estimation of their redshift distribution are presented by Sevilla-Noarbe et al. (2020), Hartley et al. (2020), Everett et al. (2020),
Myles et al. (2021), Gatti et al. (2020a), Cawthon et al. (2020), Buchs et al. (2019), and Cordero et al. (2020). The measurements of galaxy
shapes and the calibration of these measurements for the purpose of cosmic weak gravitational lensing analyses are detailed by Gatti et al.
(2020b), Jarvis et al. (2020), and MacCrann et al. (2020). Krause et al. (2021) develop and test the theoretical modelling pipeline of the DES-Y3
3x2pt analysis, Pandey et al. (2021) outline how galaxy bias is incorporated in this pipeline, DeRose et al. (2020) validate this pipeline with the
help of simulated data, and Muir et al. (2020) describe how we have blinded our analysis to focus our efforts on model-independent validation
criteria and reduce the chance for confirmation bias. The DESY3 methodology to sample high-dimensional likelihoods and to characterize
external and internal tensions is outlined by Lemos et al. (2021) and Doux et al. (2020). Measurements of cosmic shear two-point correlation
functions and analyses thereof are presented by Amon et al. (2021) and Secco et al. (2021), the measurement and analysis of galaxy clustering
wo-point statistics are carried out by Rodriguez-Monroy et al. (2021), and two-point cross-correlations between galaxy density and cosmic
shear (galaxy—galaxy lensing) are measured and analysed by Prat et al. (2021), with additional analyses of lensing magnification and shear
ratios carried out by Elvin-Poole et al., (in preparation) and Sanchez et al. (2021) and results for an alternative lens galaxy sample presented
by Porredon et al. (2020) and Porredon et al., (2021). Finally, in DES Collaboration (2020) we present our cosmological analysis of the full
3x2pt data vector.

Our paper is structured as follows. We start by presenting a discussion of our validation strategy in Section 2, where we also summarize
our main findings before plunging into the details in the remaining of the paper. In Section 3, we review the modelling and structure of the
3 x2pt data vector. Section 4 describes our fiducial covariance model as well as two alternatives to it that are used to validate several modelling
assumptions. In Section 5, we describe our linearized likelihood formalism and derive analytically how different covariance matrices impact
parameter constraints and maximum posterior x> within that formalism (including the presence of nuisance parameters and allowing for
Gaussian priors on these parameters). In Section 6, we present the details of each step in our validation strategy followed by a short Section 7
presenting a simple test to corroborate some of the results from the linearized framework. We conclude with a discussion of our results in
Section 8. Seven appendices describe in more detail some results used in this work.

2 COVARIANCE VALIDATION STRATEGY AND SUMMARY OF THE RESULTS

How should one validate the quality of a covariance model (and the associated likelihood model) for the purpose of constraining cosmological
model parameters from a measured statistic? A straightforward answer seems to be that one should run a large number of accurate cosmological
simulations, then measure and analyse the statistic at hand in each of the simulated data sets, and test whether the true parameters of the
simulations are located within the, say, 68.3 per cent quantile of the inferred parameter constraints in 68.3 per cent of the simulations. There
are, however, at least two problems with such an approach.

The first one is a conceptual problem. Consider a Bayesian analysis of a measured statistic é with a model &[] that is parametrized by
model parameters 7. For each value of =, the statistical uncertainties in the measurement f;: will have some distribution

c(niE)=p (&), )

which is also called the likelihood of the parameters given the data. If this function is known, then a Bayesian analysis will assign a posterior
probability distribution to the parameters as

p (wl8) = - £ (xI8) prim. @

Here, pr(sr) is a prior probability distribution that parametrizes prior knowledge from other experiments (or theoretical constraints) and the
normalization constant \ is fixed by demanding that p(rx |§ ) be a probability distribution. The 68.3 per cent confidence region for the parameters
7 would then, e.g. be stated as a volume Vg 3 per cent in parameter space that contains 68.3 per cent of the probability. To unambiguously define
that volume, one can e.g. impose the additional condition that

min  p (nlé) > max p (nlé) 3)

weVes3 per cent TEVes.3 per cent

or, more frequently, one would directly define one-dimensional intervals that satisfy the above conditions for the marginalized posterior
distributions on the individual parameter axes. Unfortunately, if one performs such an analysis many times one is not guaranteed that the true
parameters (e.g. of a simulation) are located within Vg 3 per cent in 68.3 per cent of the times. This has recently been referred to as prior volume
effect [this issue is discussed in, e.g. Raveri & Hu (2019) and Abbott et al. (2019a)]. One may argue that a Bayesian posterior should not be

MNRAS 508, 3125-3165 (2021)

2Z0z 1snBny g1 uo 1senb Aq 0¥S8GEY/SZ LE/E/0S/BI0NE/SEIUL/WOY dNO"0IWepED.//:SAYY WOy PaPEOjUMOQ



3128  O. Friedrich et al.

interpreted in terms of frequencies but that does not help for the task of validating this posterior on the basis of a large number of simulated
data sets.’

Another more practical problem is the fact that it is not (yet) feasible to generate enough sufficiently accurate mock data sets to validate
covariance matrices of large data vectors with high precision. We recall that for the DES-Y1 analysis, a total of 18 realistic simulated data
sets were available to validate the inference pipeline (MacCrann et al. 2018). At the same time, the main reason why N-body simulations
would be required to test the accuracy of covariance (and likelihood) models is to capture contributions to the covariance coming from the
trispectrum (connected four-point function) of the cosmic density field. However, for DES-like analyses it has been shown that this contribution
is negligible (see e.g. Krause et al. 2017; Barreira, Krause & Schmidt 2018). The reason for this is twofold: First, very small scales (where the
trispectrum contribution to the covariance would matter most) are often cut off from analyses because on these scales already the modelling
of the data vector, &[x], is inaccurate. Secondly, on small scales the covariance matrix is often dominated by effects coming from sparse
sampling such as shot noise and shape noise. These covariance contributions are typically easy to model (although one has to be careful when
estimating effective number densities and shape-noise dispersions or when estimating the number of galaxy pairs in the presence of complex
survey footprints; see Troxel et al. 2018a, b).

As a result of the above considerations, we base our covariance validation strategy mostly on the use of a linearized likelihood (where
the model &[] is linear in the parameters 7). In this framework, the Bayesian likelihood allows for an interpretation in terms of frequencies
— both for total and marginalized constraints. Also, this allows us to perform large numbers of simulated likelihood analyses very efficiently,
without the need to run computationally expensive Markov chain Monte Carlo (MCMC) codes. In addition, any leading-order deviation from
a linearized likelihood will be next-to-leading order for the purpose of studying the impact of covariance errors (i.e. errors on errors) on our
analysis.

Within the linearized likelihood formalism, we confirm the findings of Krause et al. (2017) and Barreira et al. (2018) for the DES-Y3
set-up: Both supersample covariance and trispectrum have a negligible impact on our analysis. This allows us to estimate the impact of other
assumptions in our covariance and likelihood model either analytically or by the means of simplified mock data such as lognormal simulations
(as opposed to full N-body simulations; cf. Section 4.3).

We summarize our main findings in Fig. 1 and Table 1 for the busy reader. For the combined data vector of the DES-Y3 two-point
function analysis (the 3 x2pt data vector; see details in Section 3), the left-hand panel of Fig. 1 shows the impact of different assumptions in
our likelihood model on the mean and scatter of x? between maximum posterior model and measurements. To obtain the maximum posterior
model, we are fitting for all the 28 parameters listed in Table 3 within the linearized likelihood framework described in Section 5.1. Since
we assume Gaussian priors on 13 nuisance parameters, the effective number of parameters in that fit will be between 28 and 15. Within the
linearized likelihood approach, we find that with a perfect covariance model the average yx? is expected to be about 507.6; i.e. the effective
number of degrees of freedom in the fit iS Nyaramett ~ 23.4. The right-hand panel of Fig. 1 shows the equivalent results when cosmic shear
correlation functions are excluded from the data vector (the 2 x2pt data vector). The green points in both panels denote effects that have been
already accounted for in the previous year-1 analysis of DES.

What stands out in our analysis is the large effect of finite angular bin sizes on the cosmic variance and mixed terms of our covariance
model (cf. Section 4 for this terminology, where we also show that it is unavoidable to take into account finite bin width in the pure shot noise
and shape noise terms of the covariance). In DES-Y1, this has been dealt with in an approximate manner, by computing the covariance model
for a very fine angular binning and then re-summing the matrix to obtain a coarser binning (Krause et al. 2017). This time we incorporate the
exact treatment of finite angular bin size for all the three two-point functions into our fiducial covariance model (cf. Section 4). The blue points
in Fig. 1 denote improvements that have been made in the year-3 analysis compared to the year-1 covariance model, and the red points are
estimates of effects that are not taken into account in the fiducial DES-Y3 likelihood — either because they are negligible or because an exact
treatment is unfeasible (cf. Section 6 for details). Adding these effects in quadrature, our results suggest that the maximum posterior x> of
the DES-Y3 3 x2pt analysis should be on average ~ 4 per cent (A x? =~ 20.3) higher than expected if the exact covariance matrix of our data
vector was known.

Table 1 summarizes the offsets in x? displayed in the left-hand panel of Fig. 1 and also shows how parameter constraints based on the
3x2pt data vector are impacted by assumptions of our covariance and likelihood model. We distinguish two effects here: the scatter of a
maximum posterior parameter 7 (which we denote by o[#]) and the width of posterior constraints inferred from our likelihood model (which
we denote by o). For our tests of likelihood non-Gaussianity, we state the changes in the difference between the fiducial parameter values
and the upper (high) and lower (low) boundaries of the 68.3 per cent quantile with respect to the standard deviation of the Gaussian likelihood.
For our tests of the impact of covariance cosmology, we show the mean of all o, obtained from our 100 different covariances and also indicate
the scatter of these o, values.

The effect that has the dominant impact on parameter constraints is that of evaluating the covariance model at a set of parameters that do
not represent the exact cosmology of the Universe. When computing the covariance at 100 different cosmologies that were randomly drawn
from a Monte Carlo Markov chain (run around a fiducial model data vector; see Section 6.8 for details), we find that the differences between
these covariances introduce an additional scatter in maximum posterior parameter values. This scatter increases by about 3 per cent for 2y,

°In order to deal with the prior volume effect, Joachimi et al. (2020) proposed to report parameter constraints through what they call projected joint highest
posterior density. This topic will be addressed in a separate DES paper (Raveri et al., in preparation).
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Figure 1. Impact of different covariance modelling choices on x? between measured 3x2pt (left-hand panel) and 2x2pt (right-hand panel) data vectors and
maximum posterior models. The dashed vertical lines and error bars indicate the 1o fluctuations expected in x2. See the main text for details.

Table 1. Summary of the impact of the different effects tested here on the distribution of x? between measurement and maximum posterior model, on the
scatter o[ ] of maximum posterior parameters 77, and on the standard deviations o, on these parameters inferred from the likelihood. See the text for details.

Effect o ol () og, (6%) s, o (i) Tu
Fiducial 507.6 31.8 0.0509 0.0509 0.0975 0.0975 0.244 0.244
Angular bin width 402.1 26.0 +0.8 per cent +7.4 per cent +0.8 per cent +8.3 per cent +1.0 per cent +7.4 per cent
Connected four-point function 507.6 31.8 +0.1 per cent —0.8 per cent +0.1 per cent —0.9 per cent 0.1 per cent —0.8 per cent
Curved sky 507.7 31.8 +0.0 per cent —0.0 per cent +0.0 per cent —0.0 per cent +0.0 per cent —0.0 per cent
Non-Limber and RSD 511.4 32.1 +0.1 per cent —0.6 per cent +0.1 per cent —0.6 per cent +0.3 per cent —1.4 per cent
Non-Gauss. likelihood - 32.6 +0.8 per cent - +0.4 per cent - —+0.5 per cent -

(low) (low) (low)

—0.9 per cent —0.4 per cent +0.05 per cent

(high) (high) (high)

Covariance cosmology 508.6 32.4 +29percent +(0.1 £0.06) per +2.8 percent (0.1 £0.05) per +4.7 per cent +(0.1 £ 0.06) per
cent cent cent

Random point shot noise 511.3 32.0 +0.0 per cent —0.5 per cent +0.0 per cent —0.6 per cent +0.0 per cent —0.2 per cent
Non-Poisson shot noise 515.0 323 +0.0 per cent —0.7 per cent +0.0 per cent —0.8 per cent +0.0 per cent —0.6 per cent
Masking and survey geometry 526.5 33.8 +4-0.6 per cent —0.8 per cent 0.7 per cent —0.3 per cent 0.3 per cent —1.3 per cent
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Figure 2. Impact of covariance errors on the ratio of the standard deviation of maximum posterior parameters to the width of the posterior derived from the
erroneous covariance. Green triangles shot the effect caused by non-Poissonian shot-noise and orange circles show the effect caused by the fsy approximation (cf.
Appendix C for our beyond-fsky treatment). These ratios have been calculated purely on the base of different analytic covariance models and within the linearized
likelihood framework discussed in Section 5.1. We also show the ratio of maximum posterior parameter scatter observed from the 197 FLASK simulations to
the statistical uncertainties expected from a lognormal covariance matrix matching the FLASK configuration. Within the statistical uncertainties, these ratios are
consistent with 1.

and og and by about 5 per cent for the dark energy equation-of-state parameter w. This increased scatter is in fact the dominant effect, since
the width of the derived parameter constraints hardly changes between the different covariance matrices. Note especially that rerunning the
analysis with a covariance updated to the best-fitting parameters does not mitigate this effect.

In Fig. 2, we take the two effects that had the largest impacts on x2 and show the resulting mismatch between scatter of maximum
posterior values and width of the inferred contours for a wider range of parameters. All of our results take into account marginalization over
nuisance parameters (and all other parameters).

Our reason for exclusively investigating the impact of covariance errors on x2 and parameter constraints is that those are the two measures
by which our final (on-shot) data analysis will be interpreted and judged.'® In the remainder of this paper, we detail how the above results were
obtained.

3 THE 3x2-POINT DATA VECTOR

The combined 3 x2pt data vector of the DES-Y3 analysis consists of measurements of the following two-point correlations:

(1) the angular two-point correlation function w(6@) of galaxy density contrast measured for luminous red galaxies in five different redshift
bins (see e.g. Rodriguez-Monroy et al. 2021; Cawthon et al. 2020, as well as other relevant references given in Section 1),

(ii) the auto- and cross-correlation functions £ (6) and £_(0) between the galaxy shapes of four redshift bins of source galaxies (see e.g.
Amon et al. 2021; Gatti et al. 2020a; Myles et al. 2021; Secco et al. 2021),

(iii) the tangential shear y(6) imprinted on source galaxy shapes around positions of foreground redMaGiC galaxies (see e.g. Prat et al.
2021).

At the time of writing this paper, the exact choices for redshift intervals and angular bins considered for each two-point function are still
being determined by a careful study of their impact on the robustness of DES-Y3 parameter constraints (DES Collaboration 2020; Krause
et al. 2021). For the purposes of testing the modelling of the covariance matrix, we will use the most recent but possibly not final DES-Y3
analysis choices. We do not expect that our tests and conclusions will change in a significant manner with further updated analysis choices. We
assume that each of the correlation functions is measured in 20 logarithmically spaced angular bins between 6,;, = 2.5 arcmin and 0, =
250 arcmin. Some of these bins in some of the measured two-point functions are being cut from the analysis to ensure unbiased cosmological
results, resulting in a total of 531 data points when using the preliminary DES-Y3 scale cuts.

Our starting point of modelling the different two-point functions in the 3 x 2pt data vector is the three-dimensional (3D) non-linear matter
power spectrum P(k, z) at a given wavenumber k and redshift z. We obtain it by using either of the Boltzmann solvers CLASS'! or CAMB'? to
calculate the linear power spectrum and the HALOFIT fitting formula (Smith et al. 2003) in its updated version (Takahashi et al. 2012) to turn
this into the late-time non-linear power spectrum. From this 3D power spectrum, the angular power spectra required for our three two-point
functions [cosmic shear (k«), galaxy—galaxy lensing (8¢« ), and galaxy—galaxy clustering (8,8,)] in the Limber approximation are given by
(e.g. Limber 1953; Krause et al. 2017):

10 Alternatively, one could investigate the distribution of p-values (or probability to exceed, cf. Hall & Taylor 2019) as opposed to the distribution of x2.
Wyww.class-code.net
2camb. info
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where x is the comoving radial distance, i and j denote different combinations of pairs of redshift bins, and the lensing efficiency ¢’ and the
radial weight function for clustering ¢} are, respectively, given by

; 3HQux (™., (x —x ; . dz
q.(x) = 07/ dx ( >nK(Z(x N
2a(x) Jy X dx

. ; ) d
43k 0 = bk, 200 MO - o

Here, Hy is the Hubble parameter today, €2, is the ratio of today’s matter density to today’s critical density of the Universe, a(y) is the
Universe’s scale factor at comoving distance x, and b'(k, z) is a scale- and redshift-dependent galaxy bias. Furthermore, nf( o(2) denote the
redshift distributions of the different DES-Y 3 redshift bins of source and lens galaxies, respectively, normalized such that

/ dznj (2)=1. ®)

Note that on large angular scales the DES-Y3 analysis does not make use of the Limber approximation for galaxy clustering but instead
employs the method derived in Fang, Eifler & Krause (2020a).
The above angular power spectra are now related to the real space correlation functions w(8), y,(6), and £ () as

; 2041 p
HOESY o Pu(cos )T, (),
4

. 20+ 1 P?(cosf) ;:
Ly 0) = 4 1] 0
7 ) Zg ey e

£/(0) = Z 2t 2l Tt

Ci(0).
47t 0200 +1)2 a(©)

=2

)

Here, P, are the Legendre polynomials of order £, P;" are the associated Legendre polynomials, x = cos, and the functions GZ’Z_ (x) are
given in Appendix A (see also Stebbins 1996). Note that we only consider the autocorrelations w’(#) for each tomographic bin since in the Y1
analysis it was shown that the cross-correlations do not carry significant information (Elvin-Poole et al. 2018).

The above relations between angular power spectra and real space correlation functions can all be written in the form

00 =3 T o (10)
£=0

This is particularly useful when deriving covariance expressions and when performing averages over finite bins in the angular scale 6. To
achieve the latter, one can simply derive analytical averages of the functions F/*2(9). Both of these points will be considered in the next
sections.

For most of our tests, we consider the 3 x2pt data vector and its covariance matrix at the fiducial cosmology described in Section 5, where
we also show the Gaussian priors assumed on some of these parameters when assessing the impact of covariance modelling on parameter
constraints and maximum posterior x 2.

4 COVARIANCE MATRICES FOR THE 3 x 2PT DATA VECTOR

The covariance matrix of measurements of cosmological two-point statistics typically contains three contributions (cf. Krause & Eifler 2017;
Krause et al. 2017),

C=Cg+ C,g+ Cssc . (11)

Here, Cg is the contribution to the covariance that would be present if the cosmic matter density and cosmic shear fields were pure Gaussian
random fields (see also Schneider et al. 2002; Crocce, Cabré & Gaztaiiaga 2011), C,g are contributions involving the connected four-point
function of these fields (the trispectrum), and Cggc is the so-called supersample covariance contribution resulting from the fact that any survey
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only observes a finite volume of the Universe and that the mean density in that volume is subject to fluctuations due to long wavelength modes
(Takada & Hu 2013; Schaan, Takada & Spergel 2014).

In the fiducial DES-Y 3 analysis, we model all of these covariance contributions analytically. This fiducial model is described in Section 4.1.
In Section 4.2, we describe an alternative model for the non-Gaussian covariance contributions that is used to test the robustness of our analysis
with respect to the modelling of the trispectrum contribution. Finally, Section 4.3 describes a set of lognormal simulations (Xavier, Abdalla &
Joachimi 2016) and the covariance matrix of the 3 x2pt data vector estimated from them. These simulations also allow us to test the accuracy
of our Gaussian likelihood assumption and the treatment of masking and finite survey area in our fiducial covariance model.

4.1 Fiducial DES-Y3 covariance

In our fiducial covariance matrix, we model the non-Gaussian covariance contributions C,g and Cgssc using a halo model combined with
leading-order perturbation theory to approximate the trispectrum of the cosmic density field and to compute the mode coupling between scales
larger than the considered survey volume with scales inside that volume. These calculations are carried out using the CosmoCov code package
(Fang et al. 2020a) based on the CosmoLike framework (Krause & Eifler 2017). Our modelling of these contributions has not changed with
respect to the year-1 analysis of DES and we refer the reader to Krause et al. (2017) as well as to the CosmoLike papers for details. However,
the modelling of the Gaussian contribution has changed as described in the following.

4.1.1 Gaussian covariance
Our modelling of the Gaussian covariance part has changed with respect to the year-1 analysis in the following ways:

(i) we use (and present for the first time!*) analytical expression for the angular bin averaging of the functions F/*%(6) (cf. equation 10) for
all four types of two-point functions present in our data vector (see Section 6.3; this is especially relevant for the sampling-noise contribution
to the covariance; cf. Troxel et al. 2018b);

(ii) we account for RSDs and also use a non-Limber calculation to obtain the galaxy—galaxy clustering power spectrum Cs,s, (€) (see
Section 6.5);

(iii) we do not make use of the flat-sky approximation anymore (see Section 6.4).

To derive expressions for the Gaussian covariance part, let us first consider an all-sky survey. If a two-point function measurement &8 (9)
could be obtained from data on the entire sky, then for most types of two-point correlations it would be related to power spectrum measurements
C{'® from a spherical harmonics decomposition of the same all-sky data through equation (10), i.e.

. = 20+1 .
ENo) =" 4; FAE@)CAP (12)

£=0

A notable exception to this is the cosmic shear two-point functions . that obtain contributions from both the so-called E-mode and B-mode
power spectra (Schneider et al. 2002). For these functions, equation (12) in the curved sky formalism becomes
i 2041 2GLHx)EG (X)) Ap N

i (6) = , : CEUey £ CEI(p) | 13
£/ ) ; e CUrl) (CLIw W) (13)

where in the absence of shape-measurement systematics (and ignoring post-Born corrections) (C‘f};"f (£)) = C¥ (¢) and (C‘fl;"f ) = 0.
Since this is a linear equation in C(£)’s, the covariance of two different two-point function measurements £4% and £€2 at two different
angular scales 6 and 6, would be given in terms of the covariance of the corresponding power spectrum measurements by

Cov [éAB(Ql), éCD(gz)] _ Z W

s F{A% (cos0y) FP (cos 6,) Cov [C1P, CEPT (14)
ISR %)

Again, for £48(9) = £..(9) one would have to use C/\# = C’fy GE= C‘fy () in this sum.
For the autopower spectrum of galaxy density contrast in one of our redshift bins, the harmonic space covariance would be (Crocce et al.
2011)
Cov [é” ey, Cii (¢ )} N e TR ’ (15)
8g8g 1) Tay8\ 20 | = Qe +1) 8gdy 1 Mg :
Here, n, is the number density of the galaxies and &;,¢, is the Kronecker symbol. To account for partial-sky surveys (such as DES),
we simply divide this expression (and similar ones for the other two-point functions) by the observed sky fraction f. This so-called fiy

approximation leads to the following harmonic space Gaussian covariances of (see also Krause et al. 2017):

13We have shared our results with Fang et al. (2020a), who have used them for their covariance calculations.
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8¢y, [(ng(él) + ‘*—) (cg;(el) + “—) + (c;;wl) + 5—) (ng(el) + 5—)}

Aij Akl _
Cov [Cijcen), Clice)] = S (16)
. k02, . 102 . ,02, . ol
Serts KCL’;(Zl) + 5—) (Céi(el) + 5—) + (cwl) + 5—) (Cé’:(el) + 5—)}
AE i AE kI _ 5 s s s
Cov [CEi(er), CEM ()] = I (17)
8{]52 {Siknle 8l10;31 + BH(ZEZJ alkaf;zr}
ABij AB kI _ s s
Cov [C)7 (L), ClM ()] = 6+ Dfm (18)
ik Sik i1 817 ; il kj
e | (Cibcen + 2 ) (il + 2% ) + cilenchie
Aij Akl _ e s
Cov [€il(en, Cl ] = ST (19)
e ues [Cik(EDCI ) + CELEDCEAED)]
Cov [C4en. ¢/ @) = S 0)
. 8i vU:‘A/. . i . .
8e,e {(C;ﬁ(@l) + Ani,) ClL(t) + Clk (&) (ng(el) + 54,")}
Aii Akl _ S Vlg
Cov [Cijcen, €Lt = IR 1)
. . 8102, . . Sixo?.
Suits {cg;(el) (c;i(el) + Ll ) +Cil () (c-g’;(el) + L )}
Aij AE ki _ s s
Cov [Cif(en. €5 e)] = T (22)
Cov [C’é{é(él), C‘f&“(ﬂz)} =0 (as are all other covariances with only one C‘fy) ) (23)

At this point, let us introduce the following nomenclature: We will denote the terms that contain two power spectra as cosmic variance
contribution to the covariance, the terms that contain no power spectrum at all as the sampling noise contributions (or shape-noise and
shot-noise contributions), and the terms that contain contribution from one power spectrum and a sampling noise as the mixed terms. We test
the accuracy of the f\, approximation that results in equations (16-23) in Section 6.6 by comparing it to more accurate expressions.

4.2 Analytical lognormal covariance model

To test the robustness of the CosmoLike covariance, we also employ an alternative model for the connected four-point function part of the
covariance — the lognormal model. Hilbert, Hartlap & Schneider (2011) originally derived this as a model for the covariance of cosmic shear
correlation function, assuming that that the lensing convergence « can be written in terms of a Gaussian random field n as (see also Xavier
et al. 2016)

K=A (e’”’“ — 1) , 24)

where it is assumed that (n) = 0. For given values A > 0 and u the power spectrum of n can be chosen such as to reproduce a desired two-point
correlation function &, (see Xavier et al. 2016, for caveats). Furthermore, for any given value A > 0 one can choose w such that («) = 0. This
makes A the only free parameter of the lognormal covariance model. Hilbert et al. (2011) show that this model leads to a number of correction
terms to the Gaussian covariance model, and identify the most dominant of these terms to be

4 £.(61)8:(62)
AITZZVarS(K) . (25)

Here, As is the area of the considered survey footprint and Vars(k) is the variance of k when averaged over the footprint. We generalize this to

Cinléc(01), £(02)] &~ CglE.(61), Ec(02)] +

the covariance of two-point correlations éA p and éc p between arbitrary scalar fields §4, §p, 6¢, and §p as

Eap(01)écp(02) [ Covs(8a,8¢c) = Covs(8a,8p)  Covs(8p,d¢c)  Covs(dp, dp) 26)
As Aahc AakD ABhc Ashp '

Here, Covs(84, 6¢) is the covariance of §4 and §¢ after the two fields have been averaged over the entire survey footprint (and likewise for the

Cinléas(8), Ecp(2)] — Caléap(6)), Ecp(62)] ~

other terms appearing above). Following Hilbert et al. (2011), we use this expression even when considering non-scalar fields (i.e. the shear
field) by replacing & xy(6) by the appropriate two-point functions & . (0), £_(0), y,(0) [or w(0), for the scalar galaxy density contrast].

To choose the parameters Ay (also called the lognormal shift parameters; cf. Xavier et al. 2016), we follow a procedure similar to the one
outlined in Friedrich et al. (2018). There, it is shown how the value of Ly can be adjusted in order to match the re-scaled cumulant

(8x(®)°)
(8x(9)?)?
of the random field 8y smoothed with a top-hat filter of angular radius 9 to the value of S5 predicted by leading-order perturbation theory

S3(9) = 27)

for that same smoothing scale. Since the focus in our paper is the covariance matrix of two-point statistics (hence a four-point function), we
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Table 2. Number density, galaxy bias (relevant for lenses only), shape-
noise dispersion (per shear component; relevant for sources only), and
the lognormal shift parameters obtained from the procedure described in

Section 4.2.
z-bin ng (arcmin~2)  Bias O Lognormal shift
Lenses 1 0.0221 1.7 - 1.089
Lenses 2 0.0381 1.7 — 1.106
Lenses 3 0.0583 1.7 - 1.047
Lenses 4 0.0295 2.0 - 1.252
Lenses 5 0.0251 2.0 - 1.177
Sources 1 1.7971 — 0.2724 0.004 53
Sources 2 1.5521 — 0.2724 0.008 85
Sources 3 1.5967 - 0.2724 0.019 18
Sources 4 1.0979 - 0.2724 0.032 87

8

source galaxies
71 lens galaxies
64

0
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6
z

Figure 3. Redshift distributions of lens galaxies (shaded regions) and source galaxies (solid lines) in our fiducial test configuration.

modify their method to match instead the value of reduced fourth-order cumulant
2
(8x@)*) =3 (8x()*)
3 .
(8x()?)

The field §x here will be either projections of the 3D matter density contrast along the line-of-sight distribution of our lens galaxies or the

S4(0) =

(28)

lensing convergence fields corresponding to our four source redshift bins. The smoothing scale 3 at which we use the Ay to match S, to its
perturbation theory value is chosen such that it corresponds to about 10 Mpc h~! at the mean redshift of the line-of-sight projection kernels
corresponding to the different §x. This is approximately the scale at which Friedrich et al. (2018) found the shifted lognormal model to be a
good approximation of the overall PDF of density fluctuations in N-body simulations (cf. their fig. 5).

Our results are shown in Table 2, where we present the number density, galaxy bias (relevant for lenses only), shape-noise dispersion (per
shear component; relevant for sources only), and the lognormal shift parameters obtained from the procedure described above. Note that for the
source galaxy samples, the relevant line-of-sight projection kernel used to derive the shift parameter is the lensing kernel (and not the redshift
distribution of the source galaxies). For the lens galaxies, all shift parameters come out to be >1. As a consequence, there will be pixels with
negative density in our lognormal simulations. However, the fraction of such pixels is <0.01 for all runs and all bins and setting §, = —1 in
these bins has an unnoticeable effect on the statistics measured in these maps (e.g. for bin 4, which is affected most, the standard deviation
of 8, changes by 0.053 per cent). Note further that at the time of completing the simulation runs presented in Section 4.3, the DES-Y3 shear
catalogue and redshift distribution were not finalized. As a consequence, the shape-noise dispersion values used for simulations differ from
the values in this table. We display the projection kernels assumed for our analysis in Fig. 3.

4.3 Lognormal covariance from simulations
We also produce a test DES-Y3 covariance matrix from a set of simulations. We use the publicly available code FLASK (Full sky

Lognormal Astro fields Simulation Kit; Xavier et al. 2016'%) to generate 800 DES-Y3 footprint sky maps of density, convergence, and

Yhttp://www.astro.iag.usp.br/flask/
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Figure 4. Validation of FLASK simulations. Each panel shows the absolute difference of three two-point correlations measured on FLASK realizations and the
predicted correlation functions from input C(€)s normalized to the statistical error given by the standard deviation along FLASK realizations (AX/o x, where X =
w, ¥, 4, E_). Grey dots are single realizations and blue dots its mean.

shear healpix maps (Gorski et al. 2005) with NSIDE = 8192, as well as galaxy positions catalogues, used to reproduce the DES-Y3
properties. FLASK is able to quickly produce tomographic correlated simulations of clustering and weak lensing lognormal fields based on
the DES-Y3 lens and sources samples. The lognormal distribution of cosmological fields has been shown to be a good approximation
(Coles & Jones 1991; Wild et al. 2005; Clerkin et al. 2017) but much less computationally expensive to generate than full N-body
simulations.

As input for the simulations, we used a set of auto- and cross-correlated power spectrum and the lognormal field shift parameters. The
theoretical input power spectrum was generated using CosmoLike, and the lognormal shifts are the ones listed in Table 2. In order to reproduce
the properties of shear fields, we added the shape-noise term by sampling each pixel of the simulated maps to match the correspondent
shape-noise dispersion o, and number density n, of the tomographic bin. At the time of completing the simulation runs, the DES-Y3 shear
catalogue and redshift distribution were not finalized. For this reason, the values used in the simulations are slightly different from the values
in Table 2. For the simulations, we set the number density for the five tomographic lens bins as 0.0227, 0.0392, 0.0583, 0.0451, and 0.0278
(arcmin~2). The shape-noise dispersion values for the four tomographic bins of sources were set to 0.270 49, 0.332 12, 0.325 37, and 0.350 37.
The cosmology adopted for the theoretical power spectra is set as Q, = 0.3, g = 0.823 55, ny, = 0.97, @, = 0.048, hy = 0.69, and
Q,h3 = 0.00083.

We use the publicly available code TREECORR' (Jarvis, Bernstein & Jain 2004) to measure the 3x2 point correlation measurements for
200 DES-Y3 realizations. For all measurements, we used 20 log-spaced angular separation bins on scales between 2.5 and 250 arcmin. We set
the bin_slop TreeCorr parameter to zero, essentially setting all estimators to brute-force computation. In Fig. 4, we show the validation
of the measurements comparing with the theoretical input.

We will use the FLASK covariance mainly to estimate the impact of the survey geometry.

4.4 Comparisons among covariances

Here, we present some comparisons between the different covariance matrices. In Fig. 5, we show the ratio of the diagonal ele-
ments of the different covariance matrices introduced in this section displaying both the variances of the measurements of £.(0) of
w(O).

In Fig. 6, we compare the covariance matrices obtained from the FLASK simulations and the analytical halo model
covariance.

5 IMPACT OF COVARIANCE ERRORS ON A LINEARIZED GAUSSIAN LIKELIHOOD

As discussed earlier, a full assessment of the impact of using different covariance matrices to parameter estimation becomes unfeasible due
to the computational demand of running a large number of MCMC chains. Since the covariance matrices studied in this work differ by
subdominant effects, we do not expect large modifications in the results of the estimation of the parameters. Therefore, we will bypass this
difficulty by using a linearized approximation of the model data vector as a function of the parameters. The measured data are assumed to be
a Gaussian multivariate variable characterized by a covariance matrix and a given prior matrix. This approach is called the Gaussian linear
model (Seehars et al. 2014, 2016; Raveri & Hu 2019).

Within this approach, we study the following impacts of different covariances:

(i) error in the parameter estimation, characterized by the width of the contours;

Bhttps://github.com/rmjarvis/TreeCorr
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Figure 5. Ratio of the diagonal elements of the different covariance matrices introduced in this section with respect to each other. The left-hand panel compares
the variances of measurements of & (0) while the right-hand panel compares the variances of measurements of w(6). To give a sense of the goodness of fit
between the covariance estimated from FLASK and our fiducial analytic matrix, we treat the diagonal elements of the FLASK covariance as a multivariate Gaussian
whose covariance can be inferred from the properties of the Wishart distribution (Taylor et al. 2013). The low p-value for the highest redshift bin ofw(6) most
likely results from our incomplete treatment of the survey mask (cf. discussion in Section 6 and Appendix C).

(i) the scatter of the best-fitting (maximum posteriors) parameters;
(iii) change in the maximum posterior x> value;
(iv) error in the maximum posterior x 2 value.

In the remainder of this section, we detail this method.

5.1 Linearized likelihoods

To speed up our simulated likelihood analyses, we employ a linearized model of the data vector & (e.g. the DES-Y3 3 x2-point function data
vector). This can be considered a linear Taylor expansion of our full model around a fiducial set of parameters x° that is summarized in Table 3.
In this approximation, our model data vector becomes

0&(r)

A7s 29

Em) =§(@")+ > (me — )

7[:7[0
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Figure 6. FLASK (lower diagonal) versus CosmoLike halo model (upper diagonal) correlation matrix.

Table 3. Fiducial cosmology and standard deviation of Gaussian parameter
priors used in our mock likelihood analyses. Aja,; is the intrinsic alignment
amplitude in the i-th source redshift bin, m; is the multiplicative shear bias, and
Az, ; parametrizes systematic shifts in the photometric redshift distribution
of that bin. Az;; parametrizes systematic shifts in the photometric redshift
distribution of the i-th lens redshift bin. The Gaussian priors we choose for the
parameters follow the analysis choices of Abbott et al. (2018) and we assume

Tt

infinite flat priors for all other parameters.

—0.2

—0.4

—0.6

-0.8

—-1.0

Parameter Fiducial value O prior
Cosmology
Qm 0.3 -
o3 0.823 55 -
h10o 0.69 -
ng 0.97 -
wo -1 -
Qp 0.048 -
Q, 0.001 743 -
QA 1—Qnm—Q, -
b 1.7 -
by 1.7 -
b3 1.7 -
by 2.0 -
bs 2.0 -
Az 0.0 0.04
Azy 2 0.0 0.04
Az 3 0.0 0.04
Az) 4 0.0 0.04
Az s 0.0 0.04
Azs 1 0.0 0.08
Az 2 0.0 0.08
Az 3 0.0 0.08
Azg 4 0.0 0.08
Ala, 1 0.0 -
Ala, 2 0.0 -
Ala,3 0.0 -
Ala, 4 0.0 -
m 0.0 0.03
my 0.0 0.03
m3 0.0 0.03
my 0.0 0.03
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where the sum is over all components 77, of the parameter vector & (we will use Latin indices for the components of the data vector and Greek
indices for the components of the parameter vector). Given a two-point function measurement &€ and abbreviating

£ =& (n")
=8¢
S =n—n°
_ 0&(m)

aozg - 87‘[01 S

our figure of merit x2 as a function of the parameters becomes in the linearized approximation

-
xlom] = (6& - anaag) c (ae - maas>
+ (= 7o) P (- ) (30)
Here, we have allowed for a Gaussian prior with covariance matrix P~' and central value "’ To find the deviation $xM° = zMP — 7 from
our fiducial parameters that minimizes this function (the maximum posterior value of the parameters is denoted by MF), we have to solve
dx?
d(8mp)

=0. 31)

Sw=6aMP

Defining a vector x such that xg = 6§ rc! 0g& as well as the Fisher matrix Fop = aﬂsTc—l d4&, this becomes

(F+P)sx™ = x + P (xP — =0
=aW =g+ F+P)'x+ F+P)'P @ — 0. (32)
We now want to consider the situation when a model covariance matrix Cy,.q is used to calculate the likelihood in equation (30) that is

different from the true covariance matrix Cy,. of the statistical uncertainties in the data vector § . In that case, our linearized likelihood will be
a Gaussian centred around 7™P and with parameter covariance matrix

Cn.like = (Fmod + P)_I s (33)

where Fioqe8 = 8,3§TC;“1)d3a£ is the Fisher matrix calculated from the model covariance.

The actual covariance matrix of #MP includes two sources of noise. First, statistical uncertainties in the measurement E that are described
by the covariance matrix Cy., and are represented by the first term in equation (32) that is proportional to X, and secondly, statistical uncertainties
in our choice of the prior centre that are described by the prior covariance matrix P~! and are represented by the second term in equation (32)
that is proportional to zP"°". The latter term has the covariance matrix (Fpoq + P) ™ '"P(Fpnoq + P)~! (because the covariance matrix of 7Pi" is
P~!). Hence, the total covariance matrix of #M? can be written as

(Cn,Mp)aﬂ = Cov [7)", 7}"]
= (Frod + P) " P(Froa + P) ™+ ) (Finoa + P)g,! Frnoa + Py Y 0 (CrsaCunieCona) 2k - (34)
KyA ik

For Cyoa = Cie, it is easy to see that this parameter covariance C, vp equals the covariance Cy, jix. that describes the shape of our likelihood
(as it should).

5.2 Impact on the width of the likelihood and scatter of best-fitting parameters

We can use the above findings to study the impact of different effects in covariance modelling on parameter constraints. If a covariance matrix
C, contains a noise contribution that is missing in another covariance matrix C,, then we quantify the difference between these matrices by
considering the following two effects:

(1) Width of likelihood contours: Denoting the Fisher matrices obtained from C; or C, as F; and F,, respectively, the widths of likelihood
contours drawn from the different covariances are given by
Criike, 1 = (Fy +P)7!
Crike.2 = (F2+P)7". (35)
Hence, if the difference C; — C, = E represents noise contributions missing from (or miss-estimated in C,), then a comparison of Cy jie, 1
and Cy jike, 2 quantifies the impact of this on the width of parameter contours.

(ii) Scatter in the centre of likelihood contours: If the data vector é had C, as its true covariance matrix but C, would be used to derive the
maximum posterior parameters 7™ from it, then the maximum posterior parameter covariance would be given by

(Camp.2)yy= E2+P) ' PE+P) +) F+PF+P); > 0k (C'CIGY), d&. (36)

KA ik
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If the difference C; — C, = E represents noise contributions missing from (or miss-estimated in C,), then a comparison of C; vp, » and
Crmp, 1 = Cr ike, 1 quantifies the impact of this on the scatter in the location of parameter contours.

An inaccurate covariance model will in general have a different impact on the width and the location of parameter contours. Hence, in order
to quantify the importance of different effects in covariance modelling for parameter estimation, we compare both the pair Cy jike, 1/Cr like, 2
and the pair C; mp, 1/Cr mp, 2-

5.3 Distribution of x> when fitting for parameters

Within the linearized likelihood model developed in the previous section, we now investigate how errors in the covariance model impact the
distribution of g, between measured data vector & and a maximum posterior model &y, = &(x™P),

Joe = E —Exp) C'E — &) - (37)
We start with the case that

(i) the true covariance C of ,§ is known;
(ii) no parameter priors are used when determining the best-fitting model &;p;
(iii) the true expectation value & = (£) lies within our parameter space; i.e. there are parameters "™ such that & (z'"¢) = &.

We will show that, as expected, in this case ¥y should follow a x 2 distribution with Nyaa — Nparam degrees of freedom.
Using equations (29) and (32) (and setting again 6§ = & — EO), one can see that the maximum posterior data vector is given by

§MP:§0+Zaa§ (F_l)aﬁ (867 C'948)
ap

B+ 08 (F),, (E-B7C'98)
of

E+Y 3 a8 (FY),, G—E)(C), 6

ap ki

E+P-(§—E). (38)

Here, the second line follows from the fact that & = (é) = (&,;p) and we have defined the matrix

Pi=> by (F'), (C), d&. (39)
7} 1

It can be shown that P is an idempotent matrix (P> = P) and furthermore that
Trace (P) = Nparam
c'pc="p". (40)

The residual between the measurement £ and the best-fitting model &,;p can be written in terms of P as
g_gmp = (E_é) - (gmp_g)
=a-7(§-§). 40
Hence, the covariance matrix of é — &\p 1s given by
Cp = (¢ — &) ¢ —Ewp) =1 -P)CA-P)". (42)
This makes it straightforward to find the expectation value
() = (€ =6 €' — )
= Trace (Cp C™")
-1
= ZC’V (C )jk - ZP""
ik k
= Ngaa — Nparam . (43)
Similarly, the variance of xgp can be shown to be
2 2
((w)") = ()
= 2 Trace ([Cp C_l]z)
= 2(Naata — Nparam) . (44)

Var(xyp)
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So far, we have only re-derived textbook results (Anderson 2003). Now how do ( Xf/[p) and Var( qup) change if the covariance model Cy,,q we
use to find the best-fitting model &, and to compute xZp is different from the true covariance matrix C of é?
Following similar steps as equations (38) and (39), one can show that

Evp = &+ Proa - € — &), 45)

where

(Prod)i = Y 06&i > (Frnaa) s (Cimoa),; 965 (46)
af 1

and where the Fisher matrix Fy,0q is computed from the model covariance Cy,oq. Equation (45) especially shows that &,p is still an unbiased
estimator of & even when Cpoq # C. When deriving the moments of x&p» we will still come across expectation values like (cf. equation 43)

(&= E&)E —&)) = (C)j # (Croa)ij - @7

Hence, the expectation value and variance of xZ, are given by

(xap) = Trace (Cp,y Conoa) 48)
2 —112

Var (XMP) = 2 Trace ([Cpxnod Cmod] ) ’ (49)

where

C'Pmod = (]l - Pmod)c (]l - Plnod)T~ (50)

Now we are left to investigate how equations (48) and (49) change when a Gaussian parameter prior P is included in the likelihood function (cf.
equation 30). A complication in this case is that now &,p is not necessarily an unbiased estimate of & anymore. This is because in equation (30)
we have centred our prior around the model parameters P that may be different from the true parameters ™. Inserting the full expression
for the maximum posterior parameters (equation 32) into our linearized model, we now get

bvp = £+ Puoa- € — £ +1¢ &)
with
(Prod)i = > adi D (Fimoa + P)g (Croga) ; 9
af 1
£ =3 [(Froa + PP 7 — 20 8,6
(52)
The residual between & and & wmp hence becomes
E—bp= 1—Puoa)-E—89—1¢. (53)
Treating the prior centre """ again as a random vector centred around 7", ¢ also becomes a random vector with covariance
(Cc),; = Covlti. ¢5]

= 0ui (Fuoa + P)yj Py (Froa + P)) 05 . (54)
afys

Hence, along lines similar to the case without a prior, we can write the moments of x2, for a given model covariance as

(xap) = Trace ({Cp,, + Cc} Croa) (55)

Var (xyp) = 2 Trace ([{Cpmd +C¢} C;(l,d]z) . (56)

Notice that in the absence of priors C; = 0 and for the true covariance C, we recover equations (43) and (44) as expected. Equations (55) and
(56) are used to produce our main result shown in Fig. 1 for different covariance matrices.

6 EXPLORING DIFFERENT EFFECTS IN THE COVARIANCE MODELLING

Our main goal is to study the impact of including different effects in the covariance modelling on the estimation of parameters. Several
covariance matrices were generated and tested under different assumptions and approximations. The main results were already shown in
Section 2. We now present the details of each step in the validation strategy that was outlined in Section 5.
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6.1 Gaussian likelihood assumption

A basic assumption of our framework of testing different covariance matrices is that the likelihood function of the data is Gaussian. One simple
reason of why the sampling distribution of the correlation functions cannot be an exact multivariate Gaussian is that this violates the positivity
constraint of the power spectrum (Schneider & Hartlap 2009). There are also other reasons described below. The purpose of this subsection is
to assess the impact of non-Gaussianity of the likelihood of two-point functions in the parameter estimation. In this sense, checking this basic
assumption is a test of the whole framework and is different from the robustness tests for the covariance matrix modelling described in the
remaining subsections of this section.

The impact of a non-Gaussian likelihood in parameter estimation of weak lensing correlation functions has been recently studied in Lin
et al. (2020) where no significant biases were found in one-dimensional posteriors of 2;,, and o g between the multivariate Gaussian likelihood
model and more complex non-Gaussian likelihood models. Also, in Sellentin, Heymans & Harnois-Déraps (2018) the skewed distributions of
weak lensing shear correlation functions are used to derive an analytical expression for a non-Gaussian likelihood.

We first consider a full-sky survey such that each of our two-point function estimators £*B(9) is a harmonic transform of a harmonic
space estimator C;*? (cf. equation 12), i.e.

T LR e 57)
=0

Each C‘?B is given in terms of the spherical harmonics coefficients ay,,, by, of two Gaussian random fields as

car =51 +1 m_zlam . (58)
The product of two Gaussian random variables does not follow a Gaussian distribution. Therefore, in principle one would not expect € B
[and consequently §AB ()] to have a Gaussian likelihood. However, at small scales, i.e. at high multipoles ¢, the sum of the random variables
agmby,, in equation (58) will approach a Gaussian distribution by means of the central limit theorem, since there are a large number (2¢ + 1)
of independent modes. It should be pointed out that at these small scales the galaxy density and shear fields characterized by ay,, and by, are
themselves non-Gaussian due to the non-linear evolution of gravity.

It is hence our working hypothesis that non-Gaussianity of ¢ '8 only matters at the largest scales (small £’s) where both ag,, and by, can
be considered Gaussian random variables but not their product. In the full-sky case, it can then be shown that the second and third central
moments of C{'? are given by

(cA®)® + cprce]

AAB _ ~ABYZ\ _ [
<(C‘ c’) > - 2041 (59
AB)3 AA (BB AB
<(CAB _ CAB)3> = ’ [(Cl ) +3cnaia ] (60)
¢ ¢ e+ 1)
If only a fraction f, of the sky is being observed, these moments get divided by fi, and gky, respectively.
Assuming different multipoles to be uncorrelated, the corresponding moments of £48(8) can be computed as
~ 2 20+ 1 A 2
(0 - 96)") =3 ( - FAB(9>> ((erm—cimy?) 61)
=0
A 3 20+ 1 A 3
(0 - £96)") =3 ( - F"B(e)) ((crr—crry’) . (62)
£=0

Equation (61) is of course nothing but the diagonal of the covariance matrix (cf. equation 14).

The dominant effect of the non-Gaussianity of the C,’s is a positive skewness in the distribution of our data vectors (Sellentin et al.
2018). To estimate its impact on our parameter constraints, we approximate the entire distribution of our 3 x2pt data vector by a multivariate
lognormal distribution. The covariance of our data vector and the skewness of each data point as given by equation (62) are sufficient to fix the
parameters of a shifted lognormal distribution. We have already discussed this in Sections 4.2 and 4.3, though with a conceptual difference:
In that section, we describe how to configure lognormal simulations of the cosmic density field, while here we assume measurements of the
3x2-point functions to have a multivariate lognormal distribution. To be explicit, we fix the shift parameters A(6) that enter the lognormal
PDF of the measurements &8 (9) in the different angular bins (cf. equation 24 for the definition of A) via the equation

~ 2 ~ 3
A _ sABe\ T 3(ERO -670)")  (ERe) -670))
("o -e"0)") = 0 —

which relates the second and third central moments of lognormal random variables (Hilbert et al. 2011).
In the top panel of Fig. 7, we show the impact of this non-Gaussianity on the distribution of maximum posterior x 2. For that figure, we
generated 300 000 random realizations of our fiducial data vector from a multivariate Gaussian distribution, 300 000 random realizations of that

; (63)

data vector from a multivariate lognormal distribution, and 300 000 random realizations from another lognormal distribution, whose skewness
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Figure 7. Top panel: Distribution of 2 when drawing 3 x2pt data vectors from a Gaussian distribution (blue histogram), from a shifted lognormal distribution
where the skewness of each data point was computed in the fsy approximation (red histogram) and when assuming that the skewness of the data points is 5 times
that of the fiky approximation (green histogram). Bottom panel: Distribution of maximum posterior o3 when fitting the linearized model to Section 5.1 Gaussian
realizations of our fiducial data vector, to lognormal realizations of our fiducial data vector (blue histogram), and to lognormal realizations with 5 times the
skewness of the fky approximation employed in Section 6.1 (orange histogram).

in each data point was increased by a factor of 5. For each of these random realizations, we analytically determined the maximum posterior
model within the linearized likelihood formalism of Section 5.1 and then computed the x 2 between that model and the random realization. The
blue histogram in the top panel of Fig. 7 shows the distribution of these x? values for the Gaussian random realizations and the red histogram
corresponds to the lognormal random realizations. The two histograms are almost identical. Hence, within the f;, approximation employed
above non-Gaussianity in the likelihood does not seem to affect our analysis. Also, even in the extreme scenario of enhancing the skewness of
the data vector by a factor of 5 (green histogram) the increase in the scatter of x2 remains smaller than about 3 per cent of the average x> —
which still would not dominate over the other effects discussed in subsequent sections (cf. Fig. 1).

The impact of non-Gaussianity on the likelihood becomes even more negligible when directly considering the distribution of maximum
posterior parameters. We demonstrate this in the bottom panel of Fig. 7 for the best-fitting values of o'g but find similar results for our other key
cosmological parameters 2, and wy. Therefore, we conclude that it is safe to assume a Gaussian distribution for the statistical uncertainties
of the DES-Y3 two-point function measurements.

6.2 Modelling of connected four-point function in covariance

The connected four-point contribution to the covariance is the part that is most challenging to model analytically (Schneider et al. 2002; Hilbert
et al. 2011; Sato et al. 2011; Takada & Hu 2013). This contribution is most relevant at small scales and turns out to be a small one for current
LSS analyses (Krause et al. 2017; Barreira et al. 2018). This is for two reasons: (1) such analyses typically cut away their smallest scales
because of uncertainties in the modelling of their data vectors and (2) at small scales the covariance matrix is often dominated by shape noise
and shot noise that are believed to be well understood.

We test whether the non-Gaussian covariance parts (by which we mean both the connected four-point function and supersample covariance)
are a relevant contribution to our error budget by either

(i) replacing the non-Gaussian contributions from the fiducial halo model with the lognormal covariance described in Section 4.2.
(ii) or setting it to zero, i.e. using only a Gaussian covariance matrix.
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Fig. 1 and Table 1 show that neither of these changes has a significant impact on the distribution of x> and our parameter constraints.
Assuming that our halo model and lognormal recipes do not underestimate the non-Gaussian covariance parts by orders of magnitude [see e.g.
Sato et al. (2009) and Hilbert et al. (2011) for justifications of this assumption), this demonstrates that we are insensitive to the exact modelling
of these contributions. At the same time, we want to stress that this finding holds for the specific scale cuts, redshift distributions, and tracer
densities of the DESY3 3 x2pt analysis and cannot necessarily be generalized to other analysis set-ups.

6.3 Exact angular bin averaging

Equation (14) holds when measuring the two-point correlation functions in infinitesimally small bins around the angular scales 6, and 6.
This is unfeasible in practice and in fact also leads to divergent covariance matrices. This can, for example, be seen for the galaxy clustering
correlation functions, where the constant term proportional to l/ng in the harmonic space covariance gives a contribution to the real space
covariance of

N
— Z @t + 1) (cos6) — b 8p(cosf — cos0)(= 00) .

4m’n ﬁky Nﬁoo = 4Tt2n§fsky
The reason for this divergence is simply the fact that the number of galaxy pairs found in an infinitesimal bin vanishes, leading to infinite shot
noise. This problem disappears when considering finite angular bins.

To analytically average over a finite angular bin [0 i, , Omax ], Wwe assume that the number of galaxy pairs with angular separation 6 is
proportional to siné (corresponding to a uniform distribution of galaxies on the sky). We then replace the functions F/*2(9) in equations (9)
and (10) by

FPE0) — do sine FB). (64)

1 /gmax
COS Omin — COS Omax  J gy

For the galaxy clustering correlation function w(0), this leads to

P, — Py (x)]E03 i
Pu(cos6) — [Pes1(x) = Pe1 ()] cos g . 65)
(2€ + 1)(coS Omin — €OS Oax)

The corresponding expressions for the galaxy—galaxy lensing correlation function y,(f) and for the cosmic shear correlation functions

&, are presented (together with derivations of all the bin averaged expressions) in Appendix B.
We show below how the bin averaging solves the problem of diverging diagonal values of the covariance for w(#). This can be seen from

([PlJrl (x) = Py (X)]Eg:g:‘f‘x) /COSemiu q /0059miu q Z 2041 Py (x)) Py (x2)
= X X2
2(2Z + 1)fsky(ngAbin)2 €08 Omax : €08 Omax ¢ 2 fsky(ngAbin)2

€08 Omin €08 Omin 60 (xl _ x2)
dx, day
€08 Omax €08 Omax fsky (ngAbin)
€0S Bpin — COS Omax
fsky(ngAbin)2
2
A survey Abinné
1
- (66)
N pair

where Agurvey = 47fiky is the total survey area, Apin = 27 (COS Onin — COS &gy ) is the bin area, and Ny, the total number of galaxy pairs used
to estimate w. The above expression is the usual formula for the shot-noise part of the real space covariance.

The impact of the exact angular bin averaging for the noise and mixed terms in the Gaussian part of the covariance matrix is included for
all four types of two-point functions present in the DES-Y3 data vector and the DES-Y3 fiducial covariance.

6.4 Flat versus curved sky

For the Y1 analysis, it was shown that the flat-sky approximation was valid for the galaxy—galaxy shear and shear—shear two-point correlation
function (Krause et al. 2017). In Y3, the fiducial covariance computes the full sky correlations; see equations (12) and (13). We show in Fig. 1
that the effect of including curved sky results has negligible impact on the x> distribution. Table 1 shows that this is also true for parameter
constraints.

6.5 RSD and Limber approximation and RSD effects

The modelling of the angular power spectrum of two tracers involves a projection from the 3D power spectrum that requires integrals with
integrands containing the product of two spherical Bessel functions, which are highly oscillatory. The inclusion of RSD effects in a simple linear
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modelling (Kaiser 1987) involves the computation of those integrals with derivatives of the Bessel functions. These integrals are notoriously
difficult to perform numerically and it is usual to apply the so-called Limber approximation (Limber 1953; LoVerde & Afshordi 2008). An
efficient computation of these integrals without resorting to the Limber approximation was recently implemented in the case of the angular
power spectrum for galaxy clustering in Fang et al. (2020b). We use their approach to study the impact of taking into account both non-Limber
computations and RSD effects in the covariance matrix. Fig. 1 and Table 1 show that not taking these effects into account leads to an increase
in average x? of about 0.5 per cent and an underestimation of uncertainties in key cosmological parameters by 0.6 per cent to 1.4 per cent.

6.6 Effect of the mask geometry

The analytical covariance models described in Section 4 make use of the so-called fy approximation; i.e. they take the covariance of an all-sky
survey and divide this by the sky fraction of DES-Y3 to approximate the covariance of our partial sky data. In Appendix C, we show how to
go beyond this approximation. First, we note there that the covariance of the two-point function measurements between pairs of scalar random
fields (8,, 85) and (8., 8,) within angular bins [#¢?, Qf’] and [0?, Ojd] is given by

. R Nah eah’eah ch 05’1,9“1
Cov {8 0,027 & [0t o]} e ]h % o 6]
ab cd ~ ~
= @) Y [Pos®) = Py @] [P (@) = Piya(0)] s - Cov { €5, €1} 67)

%)

Here, P, are again the Legendre polynomials and the angular bin averaging was already evaluated. The factor N;’fir[eﬁ”,@i”] (resp.
N;;"ir[efd, Hf'rd]) is the average number of pairs of random points that uniformly sample the footprint with densities n,, n, (resp. n.,
ng) and whose separation falls into the angular bin [0 ,Hib] (resp. [0<9, de]). Hence, these factors describe how the exact survey
geometry suppresses the number of pairs of positions in the bins [0, 91”] and [, Qf ] with respect to the fy, approximation. Also,
finally, Cov{C{”, C{!} is the covariance of pseudo-C, estimates of the power spectra between the fields (3., 85) and (3., 84) (see
Appendix C for more details). Note that the full survey footprint modifies the covariance with respect to the fyy approximation used

in Section 3 both through the factors N2 [0, 09°1/n,n;, N4 [0, 091 /nen, and by changing Cov{CA‘;’Ih , é;’j } compared to equations

pair pair
(16)—(23).
One can determine the factors N;’Eﬁr[@ﬁb , Gib 1/nynp, and N;fir[Gfd, Oi‘i] /n.ny either by counting pairs in a set of random points that trace

the survey footprint homogeneously or they can be calculated analytically from the power spectrum of the survey mask (see our Appendix C as
well as Troxel et al. 2018b). This will generally lead to an enhancement of statistical uncertainties (i.e. of the covariance matrix) with respect
to the fq, approximation. To calculate COV{C;’]”, C’Zf}, one could e.g. follow approximations made by Efstathiou (2004). We slightly modify
their arguments in Appendix C to arrive at

1 2 2

Cov {C{’.Cil} ~ —
4 26+ D26+ 1) 26 + D26+ 1)

CiCl + ClCy + cyecyt + ciecyt cptepye 4+ cplcpe + ciicye + ¢ cg;)

My, (68)
Here, the mode coupling matrix M, ,, again depends on the power spectrum of the survey mask and is also detailed in Appendix C.
Note that in order to keep our notation brief, we have assumed that the power spectra Cj etc. in the above equation include both
the underlying cosmological power spectra and contributions to the power spectra from sampling noise, such as shape noise and shot
noise.

In practice, equation (68) and the approximations proposed by Efstathiou (2004) yield very similar results and they are both valid on
scales £, £, that are much smaller than the typical scales of the mask W. Unfortunately, the DES-Y3 analysis mask has features and holes over
a large range of scales. Hence, the angular scales of interest in the 3 x2pt analysis are never strictly smaller than the scales of our mask. Hence,
equation (68) is not sufficiently accurate in our case and in fact significantly overestimates our statistical uncertainties. In Fig. 8, we explain
a simple scheme that can be used to correct for this. To motivate this procedure, consider how one would compute the Gaussian covariance
model directly from the real space two-point correlation functions, i.e. without taking the detour to Fourier space that was used in Section 3.
For the covariance of £%2[94%, Qib ] and £<4[9, 01‘1], this would amount to integration over all pairs of locations within our survey mask that
fall into the angular bins [09?, 69°] and [0°?, 0$7]. Schematically, this leads to terms of the form

Cov / dQedQ? / dQCdQE“ ()P Oy + ... . (69)
(ab)emask,bin (cd)emask,bin

Here, Q... Q? are four locations inside the survey mask such that the distance between Q¢ and QP lies inside the angular bin [0, Qf’] and
the distance between Q¢ and Q¢ lies inside the angular bin [#<¢, 9}:’ ]. Now the approximation of Efstathiou (2004) assumes that the two-point
functions £%(0), £(0) are negligible on scales @ comparable to the small-scale features in the mask. Schematically, this amounts to making
the approximation

/ dQY ... W(QUE“(O) ~ E* / dQY ... W(QY)8E,,.(Q4 — Q). (70)

MNRAS 508, 3125-3165 (2021)

2Z0z 1snBny g1 uo 1senb Aq 0¥S8GEY/SZ LE/E/0S/BI0NE/SEIUL/WOY dNO"0IWepED.//:SAYY WOy PaPEOjUMOQ



DES Y3: covariance validation 3145

|
FLASK 2x2pt x2: impact of f;, approximation w(612) ¢
S (01, ¢1) ———— - (02, $2)
x? distribution '
Naor = 302 Small scale * * e
0.020 2 from f. .
X sky holes in
approximation | |
¥2 from new survey mask *

beyond fgyy
approximation

=
Q
0.010
0.005
1/nga Covariance mixed term
~ JdQ1 w(812)/ngal mask(01, 1)
0-000 250 300 350 400 450 (63, d3)=(8,9)

X2

Figure 8. The impact of masking on the DES-Y3 covariance. The blue histogram in the right-hand panel shows the distribution of x> obtained from our FLASK
data vectors when using the fiy approximation. We restrict this figure to the 2x2pt function part of the data vector since it is this part that suffers the most from
masking effects (cf. Fig. 1). Ansatzes in the CMB literature (e.g. Efstathiou 2004) are not sufficient to correct for this, because the DES footprint has features
down to very small scales. In the main text, we have motivated a possible way to correct for these small-scale masking features and the orange histogram in
the left-hand panel shows that this ansatz indeed significantly improves the x? obtained from our FLASK measurements. The sketch in the right-hand panel
visualizes how small-scale features in the mask lead to an overestimation in the covariance when using common ways to treat the impact of survey geometry on
the two-point function covariance (see the main text for explanation).

where £9¢ is a suitable average of the two-point function over different scales. Our understanding of the approximation of Efstathiou (2004)
via equation (70) is based on findings that we present in Appendix D. This approximation fails when the mask contains features (e.g. holes)
on scales where the two-point function has not yet decayed. Assuming that such small-scale holes cover a fraction of fi,,sx of a more coarse
version of the footprint, this can roughly be corrected for with a multiplicative factor, i.e. by instead using the approximation

/ dQe ... W(QYEC(O) A fask £ / dQ° ... W(QYsE,. (4 — Q°). (71)

The right-hand panel of Fig. 8 visualizes this for the mixed terms in the covariance, where one of the correlation functions £% or £%¢ is
due to sampling noise such as shape noise or shot noise and is hence exactly proportional to a Dirac delta function. In that case, the integration
is over pairs that share one end point. Now, the approximation made e.g. in Efstathiou (2004) or by our equation (68) assumes that also the
correlation function between the other two end points effectively acts as a delta function with respect to the smallest scale features in the survey
mask (cf. equation 70). We find that this is not the case for the DES-Y3 mask and that it contains features on all scales relevant to our analysis.
However, as indicated in equation (71), one can approximately correct for this by multiplying the mixed terms in the covariance by the fraction
Jmask of the coarser survey geometry that is covered by small-scale holes in the mask. This can be considered a next-to-leading-order correction
to our equation (68).

By applying equation (71) twice, one can see that the cosmic variance terms (terms where neither of the two-point functions £ or £ are
exactly proportional to delta functions) can be corrected by multiplication with f,ﬁask. To implement this correction in practice, we draw circles
within the DES-Y3 survey footprint with radii ranging from 5 to 20 arcmin and measure the masking fraction in these circles. We find that this
fraction is ~90 per cent across the considered scales. Multiplying the mixed terms in the covariance by that fraction and the cosmic variance
terms by the square of that fraction (together with using equation 68), we indeed find significant improvement of the maximum posterior x>
obtained for the FLASK simulations — as is shown in the left-hand panel of Fig. 8 (as well as in Fig. 1).

In Fig. 9, we use our FLASK measurements together with the technique of precision matrix expansion (PME; from inverse covariance =
precision matrix; Friedrich & Eifler 2018) and perform a consistency of the modelling ansatz described above by investigating the impact
of masking on individual covariance terms. We find both with the PME methods and with our analytic ansatz that masking effects are most
impactful in the covariance terms that depend on shape noise of the weak lensing source galaxies (i.e. in what we called mixed terms in
Section 3). This also agrees with the findings of Joachimi et al. (2020) and it further motivates the modelling of masking effects that we
have described here. Nevertheless, we do not elevate this modelling ansatz to our fiducial covariance model because its motivation remains
rather heuristic. However, we consider it a realistic estimate for the error made by the fi, approximation and can hence use it to estimate the
impact of that approximation on parameter constraints. In Fig. 2, we have already shown that this impact is below the 1 per cent level; i.e.
we underestimate the scatter of maximum posterior parameters by less than 1 per cent when making the fg, approximation in our fiducial
covariance model.

Note that Kilbinger & Schneider (2004), Sato et al. (2011), Shirasaki et al. (2019), and Philcox & Eisenstein (2019) have devised and
promoted an alternative method to correct for masking, which amounts to direct Monte Carlo integration of expressions like equation (69).
Given the large area of DES-Y3 and its numerous combinations of redshift bins, we did not find this to be feasible.
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Figure 9. The method of PME (Friedrich & Eifler 2018) allows us to estimate the impact of individual covariance terms on x2 even when only few simulated
measurements are available. The orange squares show the average %2 between our FLASK measurements and their mean [re-scaled by a factor of N ask/(Nrask
— 1) to account for the correlation of individual measurements and mean] when using either no PME at all or when using PME estimates from shape-noise free
sims or from the full sims. The blue dots show the corresponding x? values when using the heuristically motivated analytical treatment of masking and survey
geometry presented in the main text. The grey dashed line represents the number of data points and should be the average x? if we had a perfect covariance
model (note that for this comparison we have not performed any parameter fitting).

6.7 Non-Poissonian shot noise

In the Poissonian limit and in a complete region of the sky, the power spectrum of shot noise is scale independent and given by

Necomplete — l i (72)

il
where 71 is the galaxy density per steradian. As noted in the previous subsection, in galaxy surveys not every region of the sky is fully
accessible; i.e. the presence of bright stars, satellite trails, etc. leads to artificial changes in the measured galaxy density. These density changes
can potentially modify the observed galaxy power spectrum and bias any cosmological analyses derived from them, and thus, they are avoided
by removing certain regions of the sky where artefacts may be found. These regions are usually smaller than the resolution of the (pixelated)
survey mask used to determine whether a region of the sky is within the footprint or not, since it is computationally expensive to increase the
resolution. This this can be described through a fractional mask W; = 1/f;, where i is a given pixel of the mask and f; is the fractional area of
the pixel unaffected by the presence of artefacts. If we compute the galaxy overdensity as 8,; = N;/(NW;) — 1, with N = >, N;/ >°. Wi,
the mean number of sources per pixel, we can estimate the Poissonian noise power spectrum as (Nicola et al. 2020)
Ny =Q W

0= x5 (73)
where w is the mean of the weights w; across the footprint, and ;i is the area of the pixels from the mask in steradians. In the case where all
the pixels in the footprint are fully complete, we recover equation (72) since 7 = N/ Qyix, and N = >, N;/ 3", 1. However, in the case that
any of the pixels of the mask are not fully complete we obtain an increased shot-noise contribution by a factor W > 1 (since 0 < f; < 1).

In previous studies, the DES-Y1 lens galaxies were shown to prefer a super-Poissonian variance (Friedrich et al. 2018; Gruen et al. 2018)
that might be a consequence of their complex selection criteria or due to the nature of their formation and evolution (see e.g. Baldauf et al.
2013; Dvornik et al. 2018). This super-Poissonian variance leads to an enhancement in shot noise. In order to test for this effect, we proceeded
to estimate the angular power spectrum, C; & C galaxies + N¢ + 8Cy, of DES-Y'1 REDMAGIC galaxies selected in Elvin-Poole et al. (2018) using
NaMaster (Alonso et al. 2019), where N, is the shot-noise contribution from equation (73) and 6C; is the excess power that can be due to a
number of factors (variations in completeness not captured by the mask, super-Poissonian shot noise, observational systematics, etc.). We also
compute the power spectrum, Cy s of a random field with the same number of objects as the galaxy sample considered, and the probability
of populating a pixel i is proportional to its weight, W;. We find that C, ,,, is statistically consistent with N,. We then compute the ratio as
follows:

_ Cl - CLrnd ~ Cl,galaxies + &
N ¢ N, ¢ N 14

In Fig. 10, we show r; compared to the theoretical expectation for Cy gqiaxies/Ne = Cem/Ne, where Cyy, is the theoretical power spectrum

(74)

re

computed using the best-fitting parameters found in Elvin-Poole et al. (2018). We also allow for a 20 per cent variation in the linear galaxy
bias, which is much larger than the uncertainty found in Elvin-Poole et al. (2018). We find that there is an excess power at £ > 3000 that cannot
be explained by an excess galaxy clustering (i.e. a larger than measured linear bias or a non-linear bias component). We identify this excess
(between 2 per cent and 6 per cent) with % in equation (74).

This excess will translate into an extra shot-noise-like contribution to the covariance matrix (Philcox et al. 2020). The way we include
this is by fitting a correction to the number density «,, such that the excess power is compatible with zero. In order to do so, we minimize the
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Figure 10. Measured ratio ry, = W (crosses) compared to predicted contribution of the galaxy power spectra over the shot noise (solid line) for the
fiducial parameters at Elvin-Poole et al. (2018) allowing for a 20 per cent uncertainty in the galaxy bias (shaded regions) for two redshift bins (bin 4 in blue and
bin 5 in orange). Horizontal dashed lines are just to guide the eye. If the shot noise were to be completely Poissonian, the measured and predicted ratios would
agree; however, we find an excess between 2 per cent and 6 per cent.

Table 4. Best-fitting values of «, to correct
for the excess shot noise with the DES-Y1
REDMAGIC galaxies.

Bin number o

1 1.042 + 0.002
2 1.069 + 0.003
3 1.072 £ 0.003
4 1.057 £ 0.003
5 1.021 £ 0.001

following x?:

Ce—Com Comma\" (ACem\

2 , , ,

n) = — s 75
X (@) Z( an Ve N, ) (a,lN( ) (75)

4

where ACyy, is varied in the range of 1.22 Ce,,h—0.82CL,h (so we are allowing for 20 per cent uncertainty in the bias for the fit). The resulting
values for «,, can be found in Table 4. In Figs 1 and 2 and Table 1, one can see that depleting the lens galaxy densities in our fiducial covariance
model by these factors has a negligible effect on both maximum posterior x> and parameters constraints.

6.8 Cosmology dependence of the covariance model

In order to evaluate our covariance model, we choose a particular set of cosmological parameters. We do not vary these parameters when
sampling our parameter posterior and this may impact the width of our parameter constraints (Hamimeche & Lewis 2008; Eifler et al. 2009;
White & Padmanabhan 2015; Kalus, Percival & Samushia 2016). Our main reason for not sampling the covariance model along with the data
model is that computing a covariance matrix is computationally too costly for this to be feasible. Recently, Carron (2013) has also indicated
that it may indeed be incorrect to vary the covariance cosmology when running MCMC chains.

It is only after running the MCMC chains that we can recompute the covariance at our best-fitting parameters and re-derive our parameter
constraints — repeating this process until our constraints have converged (cf. Abbott et al. 2018, for the application of this procedure in the
DES Y1 data). Therefore, the cosmology at which we compute our covariance is expected to be off from the best-fitting cosmology. In this
subsection, we investigate how x2, as well as cosmological parameter constraints, shifts when computing the covariance at cosmologies that
are randomly drawn from the DESY 3-like posterior.

We test the robustness of our constraints against the choice of cosmological parameters at which we evaluate the covariance model
by taking a set of 100 different cosmologies drawn randomly from the simulated DES-Y3 3x2pt posterior and generating 100 lognormal
covariance matrices. Using each of these covariances, we estimate posteriors for a given realization of simulated DES-Y3 3x2pt data with
noise drawn from a fiducial lognormal covariance.

Since it is prohibitively expensive to perform simulated analyses running MCMC chains for each covariance matrix, we use the technique
of importance sampling. That allows us to quickly evaluate how these different likelihood modelling choices impact the derived parameter
constraints without repeatedly running expensive sampling algorithms. In our importance sampling pipeline, we take a fiducial analysis as a
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Figure 11. (Ss, ©2;y) constraints for a given noisy realization of the DES-Y3 3x2pt data vector analysed using 100 lognormal covariance matrices, each
computed from a different cosmology drawn from a simulated DES-Y3 3 x2pt posterior. The 100 contours are superimposed in the plot, showing very small
change in constraints. The points indicate the cosmologies at which the covariances were evaluated.

proposal distribution, re-evaluate the likelihoods using the alternative covariance matrix, and compute importance weights as:

_ LemlE. Cay)
L(m; 1€, Ca)’

where Cygq is the fiducial covariance in the analysis and C,y is the alternative one. If the changes induced by the new covariance matrix in the

(76)

i

posterior are not too large, the re-weighted samples represent the target distribution (i.e. the posterior for the alternative covariance matrix).
So we have

Elf(XD1 =Y  pif(X) =) a gf(X,-) = Eqlw; f(X)], (77)

for a function f(X;) of the posterior samples. Here, p; is the probability of X; under the target distribution p and ¢; is the probability of X; under
the proposal distribution q (see e.g. MacKay 2002; Owen 2013).
To diagnose the performance of our importance sampling estimates, we use the effective sample size (ESS):

(w;)?

ESS = m Nsamplesa

(78)
where Ngampies 18 the total number of posterior samples used in the estimation. The ESS as defined above quantifies the statistical power of
the sample set after the re-weighting process (assuming uncorrelated samples). It is equal to the original sample size re-scaled by the ratio of
the variances under each of the distributions (Martino, Elvira & Louzada 2017), such that the error of the mean of a quantity x with standard
deviation o, under the target distribution can be estimated as o, /+/ESS. Additionally, since our proposal distribution is itself a weighted
sample set, we incorporate both the original and the importance weights in our ESS estimate.

Using the fiducial lognormal covariance matrix, we run the nested sampling algorithm MultiNest (Feroz & Hobson 2008; Feroz,
Hobson & Bridges 2009; Feroz et al. 2019), and perform the importance sampling procedure to estimate parameters using each of the 100
covariance matrices randomly sampled in parameter space. The (Sg, ©2,,) contours can be seen in Fig. 11. The ESSs for the importance sampled
estimates range from 16 446 to 18 329 (implying a standard error of the mean within 0.78 per cent of the standard deviation for all cases), and
the contours show good statistics. As the impact of covariance cosmology is barely noticeable for this range of tested parameters, we repeat
the analysis for a few more extreme (and unlikely) cosmologies in Appendix F.

These results all confirm that we can safely neglect the impact of the choice of covariance cosmology in DES-Y3 3x2pt analysis. One
caveat of this conclusion is that we have indeed only varied cosmological parameters (including galaxy bias parameters) but not nuisance
parameters (multiplicative shear bias, photometric redshift uncertainties) or parameters that describe intrinsic alignment. However, the DES-Y3
shear and photo-z calibration yield tight Gaussian priors on the corresponding nuisance parameters. Also, intrinsic alignment is relevant only
on small angular scales where the covariance matrix is dominated by sampling noise contributions. Hence, we do not expect the results of this
section to change significantly had all parameters been varied.
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6.9 Random point shot noise

We also consider the effect of additional shot noise in the measurements of galaxy clustering resulting from the use of finite numbers of random
points. The Landy—Szalay estimator (Landy & Szalay 1993) is estimating the galaxy clustering correlation function inside an angular bin [6,
6,] as

DDI6y,0,] —2DR[0,, 621 + RR[6), 6]

w[o, 6,] = RRI[0,, 6] ’ .

where DD[6, 6,] is the number of galaxy pairs found within the angular bin, RR[6, 8,] is the (normalized) number of pairs of random points
that uniformly samples the survey footprint, and DR[6, 6,] is the (normalized) number of galaxy-random-point pairs within the angular bin.
If the number density of random points 7, is much larger than the number density of the galaxies n, (as is recommended for reduce sampling
noise), then both RR and DR must be re-scaled by factors of (ng/nr)2 and (ng/n;) respectively.

We stress that the Landy—Szalay estimator was devised at a time of very limited computational resources, where it was prohibitively costly
to measure galaxy pair in a large number of random points. Hence, it was vital to minimize random point shot noise. Nowadays, footprint
geometries of photometric surveys are typically characterized by high-resolution healpix maps. The most straightforward way to calculate
galaxy clustering correlation function is to simply assign a value of galaxy density contrast to each of these pixels and then measure the scalar
autocorrelation function of the unmasked pixels. This way, one is avoiding random point shot noise completely.

Nevertheless, it is still very common to measure w(6) by means of equation (79). So we also tested what impact a finite number of
random points would have on our analysis. To do so, we extended expressions of Cabré & Gaztafiaga (2009; see their appendix A) to the
case where the same random points are used to estimate w(0) in each of our redshift bins and also to subtract shear around random points
from our galaxy—galaxy lensing correlation functions. Note that this causes a noise contribution to the two-point function measurements that
is correlated among different redshift bins. We assumed a random point density of 1.36 arcmin~2, which is more than 20 times larger than
the density of our most dense lens galaxy sample. From Table 1, it can be seen that not accounting for the random point shot noise in the
covariance leads to an increase in average x> of <1 per cent and to an underestimation of parameter uncertainties by ~0.5 per cent. Hence,
this effect can be ignored for our analysis.

6.10 Effective densities and effective shape noise

We are closing this section by spelling out an aspect of covariance modelling that may seem straightforward but which has repeatedly came
up in covariance discussions.

If the tracer galaxies used to estimate two-point correlation functions are weighted according to some weighting scheme, then this may
change the effective number densities and the effective shape noise that should be used when evaluating the covariance expressions in Section 4.
In the following, we will derive how this can be done for each of the two-point functions in the DESY3 3 x2pt data vector.

6.10.1 Galaxy clustering

We start with the galaxy clustering correlation function w(0). We assume a weighting scheme that is aimed at correcting for non-cosmological
density fluctuations resulting from spatially varying observing conditions (as e.g. in Elvin-Poole et al. 2018). This means that the weights
assigned to each galaxy in fact sample a weight map that spans the entire footprint.

Instead of measuring w(6) from the weighted galaxies by means of, say, the Landy—Szalay estimator (Landy & Szalay 1993), it will be
more convenient to think of the galaxy density contrast as a pixelized field on the sky. Furthermore, we will assume that the weight map has
been normalized such that (w) = 1 (which can always be done without changing the outcome of the weighted measurement). Consider pixel
i with galaxy count N,; and weight w;. If n, is the average galaxy density of the unweighted sample, then by taking expectation values with
respect to many Poissonian shot-noise realizations (and hence ignoring fluctuations of the underlying matter density field) we get

A ix"Mo
(Ng) = 2t (80)
w;
A .
Var(Ng,) = e (81)
w;
Var(w; Ng ;) = w; Apixitg (82)
wiNg.i
Var ~ —1) = Var(§y,)
Apixiig
w;
= , (83)
Apixng

where Apy, is the area of each pixel and the second to last line serves as definition of §; and needs the fact that we demanded (w) = 1.
Note that these equations are only valid for an ensemble of observations that shares the same weight maps and differs only in their shot-noise
realizations.
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From the set of all pixels, we can now estimate w(#) within a finite angular bin [0, 0,] as

ij
prls i>j A[Q[,@z] ‘ngi ‘Sg,j

D101, 02) = : ®

ij
prls i>j A[Glﬂzl

where the symbol Aié] ) 10 the double sum over all pixels is 1 when the distance of the pixel pair i, j is within [0, 2] and O otherwise. Note
that we assume an enumeration of the pixels and that we demand i > j in the sum in order to not count any pair of pixels twice.
If shot noise is the only source of noise, then it is straightforward to calculate the variance of this measurement as

ij 2 2
prls i>j AWI 021 <8g-i> <8§=’J>
INRE
prls i>j [61.62]
ij
_ 1 prls i>j A[G[,@z] w; w;
(Apixg)? i 1’
e prls i>] A[@[,éz]

_ 1 prls i>j Al[élﬂz] Wi w; (85)

. Ly
Npalr,g[el 5 92] prls i>j A[91,92]

In the last line, Npirg[01, 62] is the number of unweighted galaxy pairs within the angular bin [, 6>]. Note that in the presence of clustering,

Var([0,, 6,]) =

this should be calculated from a set of random points instead of from the actual galaxy catalogue.

The first factor on the right-hand side of equation (85) is what the shot-noise variance of & should be in the absence of a weighting
scheme. The second term is a two-point function of the weight map itself. If the weight map has a white-noise power spectrum, then this
factor will be close to 1 in any angular bin that does not include angular distances of 0. This means that at large enough scales the last line
of equation (85) looks like the covariance for plain Poissonian shot noise without any notion of an effective number density. This may be
surprising, but it stems from the fact that the weighting scheme we assumed does not simply multiply the galaxy density contrast field. Instead,
it reverses an already existing depletion of galaxy density from non-cosmological density fluctuations.

In conclusion, the effective number density that should be used to compute the covariance of W[0;, 6,] is

ij
prls i>] A[9] ,02]

ij oy
prls i>j A[G],@QJ Wi wl

ngei[01, 2] = ng (86)

6.10.2 Galaxy-galaxy lensing

‘We move on to consider the galaxy—galaxy lensing correlation function y,[61, 6,]. We assume that the lens galaxy sample comes with weights
derived from a weight map w' as in the previous subsection while each source galaxy j has a weight w; that does not come from an entire
weight map but is instead the result of the individual quality of shape measurement for this galaxy. A measurement of y, can be constructed
as

ij s
prl i, source j A[91.92] 8” €1 j—i wj

o : (87)
prl i, source j —[01.02] wj

P:i[01, 62] =

Here, §;; is the galaxy density contrast of the lenses defined in analogy to the previous subsection, €, ;_, ; is the tangential component of the
shear of source j with respect to lens galaxy i, and w; is the weight of source galaxy j. Note that due to our definition of the lens galaxy density
contrast this estimator already includes subtraction of shear around random points.

If shot noise and shape noise are the only sources of noise, then it can be readily shown that

ij 2 52
prl i, source j A[G],Gz] <81,i> <(E’vj"i UJ;) >
i o]?
[prl i, source j A[glﬁz] wj]

ij 2
1 prl i, source j A[91,92] <(6t‘f‘>i w;) >
Npair,ls[gl 5 92]

Var(p,[01, 62]) =

ij s
prl i, sources j A[91152J wf

Zsource j |€_'|2 w? 2
1 J < i ( J) > (only with <w§> =1= <w§> ). )

~

" 2Npairss[61, 621 N,

Here, Npairis[01, 021 is the number of unweighted lens—source pairs in the angular bin [0, 0], N; is the total number of source galaxies and
€; =¢€,j + i€y ; is the complex intrinsic ellipticity of source galaxy j.
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Note that the final expression in equation (88) explicitly allows for the possibility that the source weights w} are correlated with the
intrinsic ellipticities €; of the source galaxies. One can interpret equation (88) as

2

Var(p [0, 02]) = (89)
1 ) -
Npair15[01, 62]
with the effective dispersion of intrinsic ellipticity per shear component given by
0_2 _ EZsourcej |€j|2 (wj)z (90)
€,eff 2 Nv .

One subtlety here is that the above derivation requires (w}) = 1. The above expressions must be modified as this is not the case or when
taking into account responses R; of a shape catalogue generated with metacalibration (Sheldon & Huff 2017). We detail what to do in the latter
case in Appendix G.

6.10.3 cosmic shear

For cosmic shear, we follow Schneider et al. (2002) and construct a measurement of & , from a set of sources as

ij
- Doinj Ay oy wiw (€161 + €262 ;)

§4101, 6] = = 1)
ij A[{f],ezj w;w;

If shape noise is the only source of noise and if the intrinsic ellipticities of galaxies are not correlated with their weights, then the variance of
£, is given by

Zi>_i A%I,ozl <€12.zw12> <612,j wf> + <E§,iwi2> <E§,jw?>

- 2
ij
[Zi>j A0, wiw/}

Var(£,[01, 6,]) =

4
2Us,eff

N . (92)
Npair[el s 92]

Here, Npir[01, 02] is the number of source galaxy pairs in the bin [0, 62] and we have replaced each expectation value (elz/ziwiz) by Uﬁeff
from equation (90). Note that we again assumed (w;) = 1 and that this may require re-scaling of both weights and o when using shape
measurements from metacalibration.

6.10.4 Testing validity of effective shape noise

To test the validity of our expression for effective shape noise in equation (90), we run a sub-sample covariance estimator on our data (see e.g.
Friedrich et al. 2016). In particular, we divide all of our source and lens galaxy samples into 200 randomly chosen sub-samples and measure
the galaxy—galaxy lensing correlation function of each source-lens bin combination. As a result, we obtain 200 measurements of P, in each
source—lens bin combination. Since we employ completely random sub-sampling, i.e. without any regard for e.g. a division of our footprint
into sub-regions, the sample covariance of these 200 measurements will almost exclusively be dominated by shape noise and shot noise. This
is even more so, because the lens and source densities of the sub-samples are very low.

In Fig. 12, we show the ratio of the variances of the 200 galaxy—galaxy lensing measurements 7, in the different lens—source bin
combinations to equation (89). Assuming that the sub-sample covariances follow a Wishart distribution, we find that these ratios are perfectly
consistent with 1. This indicates that equation (90) indeed yields an accurate effective shape-noise dispersion, and that one should indeed use
the plain density of lens galaxies (as opposed to any notion of effective density) when evaluating covariance expressions.

7 A SIMPLE x2 TEST

In this short section, we present a simple x2 test that does not rely on the linearized framework. However, it has the disadvantage of not
addressing the impact on the estimation of parameters. Here, we generate a large number of ‘contaminated’ data vectors (we use 1000) by
a Gaussian sampling of a given covariance matrix that includes different effects and to compute a x? distribution from these data vectors
using a fiducial covariance matrix. The resulting shifts in the mean value of x? and their standard deviations give another benchmark for the
importance of the different effects considered here. We show the results of this test in Fig. 13. Note that the relative increases in x> follow
closely what we obtained within the linearized likelihood framework in Fig. 1. This indicates that the dominant way in which covariance errors
cause x2 offsets is not through the altered scatter of maximum posterior parameter locations but simply through using an erroneous inverse
covariance when computing x2. That also justifies our usage of the linearized likelihood framework since any impact of non-linear parameter
dependences on parameter fitting can be expected to be even less relevant than linear fitting in the first place.
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8 DISCUSSIONS AND CONCLUSIONS

In this paper, we have presented the fiducial covariance model of the DES-Y3 joint analysis of cosmic shear, galaxy—galaxy lensing, and galaxy
clustering correlation functions (the 3 x2pt analysis). We then investigated how the assumptions and approximations of that model (including
the assumption of Gaussian statistical uncertainties) impact the distribution of maximum posterior > and maximum posterior estimates of
cosmological parameters.

The fiducial covariance matrix of the DES-Y3 3x2pt analysis uses the formalism of Krause & Eifler (2017) to model supersample
covariance as well as the trispectrum contribution to the covariance. The model for the Gaussian covariance part (i.e. the contributions from
the disconnected four-point function) correctly takes into account sky curvature and includes analytical averaging over the finite angular bins
in which the two-point functions are measured. Furthermore, the galaxy clustering power spectra that enter our calculation of the Gaussian
covariance part are computed using the non-Limber formalism of Fang et al. (2020b) and also include modelling of RSDs. The finite survey
area of DES-Y3 is incorporated in the covariance model via the f, approximation (except in the pure shape-noise and shot-noise terms where
we follow Troxel et al. 2018b).

In order to perform our validation tests for the DES-Y3 covariance matrix, we developed a plethora of new modelling ansatzes and testing
strategies that are applicable in general. These new techniques are as follows:

(i) We have motivated and devised a way of drawing realizations of the 3 x2pt data vector from a non-Gaussian distribution in order to test
the accuracy of our Gaussian likelihood assumption.

(ii)) We have derived analytical expressions for angular bin averaging of all four types of two-point correlation functions included in the
3x2pt vector (§+, &_, y,, and w). These expressions correctly account for sky curvature. To the best of our knowledge, an analytical treatment
of bin averaging for cosmic shear two-point function has not been presented before (though we have shared our results with Fang et al. 2020a,
who have used them for the fiducial covariance computations).

(iii) We have extended the lognormal analytical model for the covariance of cosmic shear two-point function of Hilbert et al. (2011) to the
other two-point functions present in the 3 x2pt data vector.

(iv) Within a linearized likelihood formalism, we have analytically derived how covariance model inaccuracies influence the distribution of
maximum-posterior x> and of maximum-posterior parameter estimates. The results we presented also allow for the possibility of including
the Gaussian priors on certain model parameters and can be used to analytically estimate the impact of covariance errors on cosmological
likelihood analyses.

(v) By fitting an effective number density to the high-¢ plateau of galaxy clustering C, measurements, we have estimated how much the
assumption of Poissonian shot noise influences our likelihood analysis. This is similar in spirit to the RASCALC technique presented by Philcox
et al. (2020), and we agree with those authors that non-Poissonian shot noise can be viewed as an effective description of how short-scale
non-linearities in galaxy clustering influence the covariance.

(vi) We calculated covariance matrices for 100 different sets of cosmological and nuisance parameters randomly drawn from a simulated
likelihood chain. This allowed us to investigate whether calculating our covariance model at a reasonable, but wrong point in parameter space
significantly impacts our analysis. This was done both within our linearized likelihood framework and by using importance sampling to quickly
evaluate the 100 non-linear likelihoods.

(vii) We have derived how the two-point correlation function of weight maps influences the covariance of galaxy clustering two-point
function measurements. In that context, we have also found that traditional ways of deriving an effective number density for a given set of
galaxy weights are erroneous when those weights are aimed at undoing a suspected depletion of galaxy density (e.g. due to variations in
observing conditions).

(viii) We have derived an expression for the effective dispersion of intrinsic source shapes for the situation when source galaxy weights
are correlated with galaxy ellipticity. We have also shown how metacalibration responses (Sheldon & Huft 2017) enter that expression for
effective shape noise.

(ix) We have described a clean sub-sample covariance estimation scheme that directly measures the sampling noise contributions to the
covariance from a given data set. We then used the resulting covariance estimates to test the validity of our assumed effective shape noise
values.

(x) We have employed the hybrid covariance estimation technique PME (Friedrich & Eifler 2018) to efficiently evaluate the importance of
individual contributions to the covariance from only a limited set of simulated data (in our case: 200 realizations of the 3x2pt data vector
including shape noise and 100 realizations without shape noise).

(xi) We have devised a treatment of survey geometry in covariance modelling that improves upon existing approximations (of e.g. Efstathiou
2004) and we have demonstrated how to carry those approximations from harmonic space to real space.

Using these results, we perform several tests for the fiducial DES-Y3 3 x2pt covariance matrix and likelihood model, with the following
conclusions:

(i) The assumption of Gaussian statistical uncertainties is sufficiently accurate (cf. Section 6.1). Hence, knowledge of the covariance of the
3x2pt data vector is sufficient to model our statistical uncertainties. The main assumption made to arrive at this conclusion is that non-Gaussian
error bars are primarily a large-scale problem and that at small scales the number of modes present within the DES-Y 3 survey volume converges
to a Gaussian distribution via the central limit theorem.

MNRAS 508, 3125-3165 (2021)

2Z0z 1snBny g1 uo 1senb Aq 0¥S8GEY/SZ LE/E/0S/BI0NE/SEIUL/WOY dNO"0IWepED.//:SAYY WOy PaPEOjUMOQ



3154  O. Friedrich et al.

(ii) The non-Gaussian part of the covariance has a negligible impact on both maximum posterior x> and parameter constraints (cf.
Section 6.2). This statement is not a general one but only holds for the specific DES-Y3 3 x2pt analysis set-up. The main assumption made
to arrive at that conclusion is that the CosmoLike model (Krause, Eifler & Blazek 2016) or the lognormal model (Hilbert et al. 2011) for the
non-Gaussian covariance does not vastly underestimate the true covariance. Given the results of Sato et al. (2009) and Hilbert et al. (2011), we
find that this a safe assumption.

(iii) Of all covariance modelling assumptions investigated in this paper, the fi, approximation (made in the mixed term and cosmic variance
term of our covariance model) has the largest effect on maximum posterior x 2. On average, it increases x > between measurement and maximum
posterior model by about 3.7 per cent (Ax? & 18.9) for the 3x2pt data vectors and by about 5.7 per cent (A x> & 16.0) for the 2x2pt data
vector (cf. Table 1).

(iv) However, neither f, approximation nor any other covariance modelling detail tested in this paper (cf. Table 1; with the exception of
finite bin width; see the next point) has any significant impact on the location and width of constraints on the parameters 2y, o'g, and w.

(v) The only exception to this statement is finite angular bin width that — if not taken into account in the mixed term and cosmic variance
term of the covariance model — significantly increases the scatter of maximum posterior parameters (without increasing the inferred constraints
accordingly). However, finite bin width has been taken into account in the past in an approximate manner — see e.g. Krause et al. (2017).

(vi) The fact that we do not know the true cosmological parameters of the Universe forces us to evaluate our covariance model at a wrong
set of parameters. Even when iteratively adjusting those parameters to the maximum posterior parameters of the analysis, the parameters of the
covariance model will scatter around the ‘true’ cosmological/nuisance parameters. We consider this an irreducible covariance error and find
that it increases the maximum posterior scatter of €2,,, and og by about 3 per cent and that of the dark energy equation-of-state parameter w by
about 5 per cent (cf. Section 6.8 and Table 1). At the same time, we find this effect to have a negligible impact on maximum posterior 2.

In summary, we have shown that our fiducial covariance and likelihood model underestimates the scatter of maximum posterior parameters
by about 3-5 per cent, which is mostly caused by uncertainty in the set of cosmological and nuisance parameters at which we evaluate that
model. On average, the x? between maximum posterior model and measurement of the 3x2pt data vector will be ~4 per cent higher than
expected with perfect knowledge of the covariance matrix. This is mainly caused by our use of the f, approximation. We have devised an
improved treatment of the full survey geometry (cf. Section 6.6) but for the reason mentioned above this was only used to test the impact of
the f, approximation on parameter constraints.

Given the small impact that we estimated from the unaccounted effects in the covariance modelling, we conclude that the fiducial
covariance model is adequate to be used in the 3x2pt DES-Y3 analysis. While our validation of this covariance model has been carried out
with a preliminary set of scale cuts and redshift distributions, we do not expect qualitative changes for the final DES-Y3 analysis set-up.

While the DESY 3 specific outcomes of our study cannot straightforwardly be transferred to other surveys and analyses, our methodological
innovations will be useful tools in the covariance and likelihood validation of future experiments.
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to configure FLASK as described in Section 4.3 are available at https://github.com/OliverFHD/CosMomentum. Tools to compute Gaussian and
halomodel covariance are available at https://github.com/CosmoLike/CosmoCov.
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APPENDIX A: CURVED SKY FORMALISM

The angular clustering correlation function of galaxies w(6) is given in terms of the galaxy clustering power spectrum C;* as

w(d) = Z 2+l Py (cosf) (cfg + %) , (A1)

£47'c

where 7 is the galaxy density per steradian. The term proportional to ﬁ is usually omitted (cf. Ross et al. 2011) since it sums up to'®

1 2041 1
— ;Pg (cosf) = —6p(cosh — 1)
21n n 2 27n
Sp(0
= @ (A2)
27tn sin 0

which has to be interpreted as a two-dimensional Dirac delta function on the sphere.
According to de Putter & Takada (2010) (see also Stebbins 1996), the galaxy—galaxy lensing correlation function y,(0) is given in terms
of the galaxy-convergence cross-power spectrum C5* as

20+ 1 P?(cosf) .
v => i 0/ (A3)
4

4 Le+1) ¢

where P;" are the associated Legendre Polynomials.
Finally, the cosmic shear correlation functions & (0) are given by

2041 2(GHy(x) £ Gy, (x))

=2

(A4)

where x = cos6 and Cf is the E-mode power spectrum of shear, and we assume B modes to vanish. The functions sz(x) are defined in
equation (4.18)!'7 of Stebbins (1996). Equation (A4) can be expressed in terms of associated Legendre polynomials by using equation (4.19)
of Stebbins (1996), which gives

4d—eEux(@—1) -1

L +2)(xF2)
1 — x2 2 ’

1 — x2

G,(x) £ Gy ,(x) = P}(x) { } + P2, (x) (A5)

In Appendix B, we show how to obtain A4 from the notation in Stebbins (1996).
It can be seen from above that each of the considered two-point correlation functions can be written in terms of the corresponding power
spectra as

HOESY 264%1 Fl(cos0) Cit . (A6)
L

16from > # Py(x)P¢(y) = 8p(x — y) - see N. Bronstein & A. Semendjajew (1979) for this and other properties of Legendre polynomials.
17Note that a factor of 1/isin (@) is missing in the second line of this equation.
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APPENDIX B: AVERAGING CORRELATION FUNCTIONS OVER FINITE BINS

The area average can be performed for y, by replacing P? (cos §) with

o do sing P2 (cos®) [ dx PP (x)

Omin €08 fmax

COS Omin — COS Omax COS Omin — COS Omax

Jemdmn gy (1—x2) &Py (x)

€0S Omax.

€0S Bpin — COS Omax

(B1)

Using integration by parts and various recursion relations of Legendre polynomials (cf. N. Bronstein and A. Semendjajew 1979), this becomes

Oma .

Jpxdo sing P? (cos0) 1 2 , , 2 )

'min — 0+ P €08 Omin +Q2—¢ P 08 Omin __ P €0S Omin .
€08 Bmin — COS Oax €08 Bmin — COS Onax { ( 20 + 1) LPe=1 ) o ) P cos 20+1 [Pt G o

(B2)

In his equation (4.26), Stebbins (1996) defines the shear correlation function C,, (8, ¢, ¢,) that, by inspection of equation 4.27 and Fig. 2
of this work, translates into the shear correlation functions £..(6) as

£.(0) =C,(0,0,0) £ C) (0, /4, 11/4) . B3)

This way, one directly arrives at our expression for the shear correlation functions, equation (A4).
To account for finite bin width in equation (A4) and in the covariance of £, one has to perform the area-weighted bin average of the
functions [Gzz(cos 0) = G, ,(cos 9)} . To do so, one can insert the relations

X2 2 X2
/ & FEE) {dez(x)} P

1 —x? de |,
X2 P2 dP X2
/ o PO _ { z(x)} B4
X 1—x dx o

into equation (AS5). In summary, this means that one has to exchange the functions [Gzz(cose) + Gzz(cose)} as follows:

o dx (G 5(x) £ Gp,(x) (e —1 2 cost
_ {_ ( ) (z+ 2e+1> [Pro1(0)]

Ccos Qmin — COS Qmax 2 €OS Omax
Le—1)2 -0 cosf L —1) o8O dPy(x) €05 Bin
- D P@esomn + 5,77 [Pt @]cospme + @ —0)
2 2t + 1 €08 Omax
dP( (x) €08 Omin
+E+2) { {x%‘} - [P“<x)]§§Z§::i';}
dx €08 Omax *
dpP, ()C) €08 Omin
£26-1) { [x (f ] - [PAx)]iﬁZZﬁ:i&}
X €08 Omax
20 +2) dPy_y(x)] < 0mn 1
! dx €08 Omax cos Gmin — COs Gmax '

(B5)

These expressions can be very efficiently calculated and pre-tabulated e.g. with the help of the gnu scientific library (Galassi et al.
2009).

APPENDIX C: MASKING IN REAL SPACE COVARIANCES

DES observations do not cover the entire sky, but are located within a survey mask, described by a function W () that is =1 if we have
observed the sky at location fi and zero otherwise.'® In this appendix, we derive how this masking changes the covariance of any measured
two-point statistics.

18 A map of the mask will come with a finally resolution, in which case the fractional values 0 < W < 1 of the mask will describe the completeness of observations
within the map resolution.
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We start by computing, how many galaxy pairs we expect to find within our mask (assuming that galaxies do not cluster). If n; and n, are
the number densities of two different tracer samples, then the expected number of pairs dNy,;(6) with angular separation within [0, 6 + df] is
given by (cf. Troxel et al. 2018b)

deair(e)

ninz

= dG/dﬂldgz W(ﬁl) W(ﬁz) SD(arccos[ﬁl . ﬁz] — 9)
= d9/dQldQZ W) W(hp) y/1 — x2,8p(x12 — cos6)

= dO sinf /dQ|sz W(ﬁl) W(ﬁz) 8[)(}(]2 — COS 9)

2041
= dfsind Z ; P[(COSQ)/dQIsz W (i) W(ha) Py (xa) . (C1)
l
Using the fact that
47 ¢
Py(ii - 1) = Yon(®)Y;, (1 c2
(i - 1) %Hﬂ; o ()Y, (1) (€2)
= £(h m)—zze“c Py -1h) = >~ C Yy, ()Y}, (1) (C3)
= - A ¢ Iy = - tLem tm
this becomes
dN air 0 .
dNpuir® _ 5 ing a6 > Pu(cos )
niny

tm

* (/ de, W) Y;;n(ﬁl)) </ d2, W(h,) Ym(ﬁz))

=27sin€ do »  Py(cos ) | Wi, |
Im
=27sing o » (2 + 1)Py(cos ) C}
L
= 8n?sin® do £V (0), (C4)

where in the last steps we have defined the angular power spectrum of the mask through (2¢ + 1)C)" = ", [W,|* as well as the angular
two-point function of the mask, £"(6). The total number of galaxy pairs in a finite angular bin [0 i, , @max ] is then

9[“3)(
Npair[gmina emax] = (87-[2’1]”2) do sin6 SW(Q)
Omin
[Pey1(x) — Peoy(x)]gmn
— 2 max  ~W
= (8m"nny) é = c,/ . (C5)

The two-point correlation function of two scalar random fields, £7°(8) = (8,(fi, )8, ()|, - fi, = cos 8), is in practice estimated within a finite
angular bin as

éah [eminy emax] - =
nanp

N, air Gmins emax Ormax .
pairl ] _ / do sin6 / dQ,dS2, W(h,)W (i)
6,

‘min

* 8p(Xap — c0s 0) 8,(f,)8, ()
emax
= 2712/ dosin® Py (0)
m 9min
* / d2,dQ, W(h,) W(hy) Y, (0,) Y}, (0,) 8,(f,)8,(R,)

Omax

=21 ) " [Pea(x) — P (o)l
l

1

T Z / A2 W (Ba)34(B0) Ve (o)

. / A2y Wihy) Y7, (8535 (fi)- (C6)

From the last line, it can be seen that é“b — apart from the normalization by Npair[6 min » @ max /41, — is exactly the angular space counterpart
of the pseudo-cell estimator in the corresponding harmonic space (cf. Efstathiou 2004). Why this is the case can be understood most easily in
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the limit of an infinitesimal angular bin. In this limit

Npair(0) o< sin6 €7 ()
Nyiir(8) (§°7(9)) o sind £(9) £(6) , (&)
where the second line shows that the convolution of mask and signal power spectrum in harmonic space (Efstathiou 2004) becomes a simple
multiplication in angular space. Normalization by Np;-(6) especially is the angular analogue of multiplication with the inverse mode-coupling

matrix that appears in harmonic space.
Let C‘Z"’ be the pseudo-C, estimator we identified in equation (C6); i.e. we write

fa Noaic[Omin > Omax | o
£ Onin, Oan ] —P= B = 2y [P (6) = P (ol € (C8)
a'tbh ¢
with
N 1
¢ = ST Zm:(w(sa)m (W85, - (C9)
Then, the covariance of the two-point function measurements between the fields §,&3;, and §. &8, within angular bins [6%°, Qib ] and [6°?, Gfrd]
is given by
Nﬂf{ [Qab Qab] ch [ecd gcd] gab ged
gabypab paby fcdyped ped - Y% -7+ 2 . “
Cov {E[6°, 6901, E<l[6°, 0501} nnbn;d = (2m) ZIZZZ [Pe 100 = Pey 1 (0] g [Peo1 (0) = Pey 1 (0] s
-Cov {C’Zlb, CA’Z] . (C10)

Assuming that §,, &,, 8., and 6,4 are Gaussian random fields and defining the symbols
Wostmm = / 4Q W) Yy, () Y, (), I
it is straightforward to show that Cov {C‘ z’lb, C‘zf} is given by (cf. Efstathiou 2004)

ol A 1
Cov{C Clt = — / dQ,dQ,dQ.dQ
V€ CE) = Gn v e 1)"“222 ’ I
* W)W (Bp) W ()W ()
* Yllml(ﬁa)Ye*lml(ﬁb)lemz(ﬁc)Ye*zmz(ﬁd)
% {Sac(eac)gbd(ebd)+%-ad(9ad)$bc(9bu)}
1 ac ~bd ad ~bc
= 20, + D2 + 1) mz Z Z (les C54 + Ciz C&)

1 m2 €3 m3 €y my

* W51(3m1m3 W@ﬂgmgmz szl4mzm4 W(’,4l1m.1m1 -

(C12)
At this point, Efstathiou (2004) and Varshalovich, Moskalev & Khersonskii (1988) follow with the approximation
o1 CieCy + cecy + cyicye 4+ cyicye
2 Q6+ D26+ 1)
* Z Z Z We,e3myms Weseomamy Wes tamomy Weaeymam, - (C13)

mymy €3m3 Lamy
We, however, find that for fixed values of ¢, and ¢, the expression
E Wl|l3m1m3 legflzmj;mz W€2l4m2m4 WZ4K1m4m| (C14)
mp mp m3 my4

has four maxima at [£3 = €1, €y = {5], [€3 = €, €y = £1], [€3 = £, s = £1], and at [{3 = £, £4 = {>] and that the area around each of these
maxima contributes a similar amount to the sums over ¢3 and ¢4. Hence, we opt instead for the approximation

Cov (€20, 51} ~ 1 [ CECH + CECE + CIECY + CHCY  CRlCy + CRICly + Gl ey + Cil ey
ety Q20+ D26+ 1) (201 + 1)(26, + 1)

* E WZ|€3m1m3 W5352m3m2 W€2l4)712m4 W(4Z]m4m1 . (CIS)

my,may,m3,mq

In practice, both approximations yield very similar results and they are valid on scales ¢,, £, that are much smaller than the typical scales of
the mask W (Efstathiou 2004; Varshalovich et al. 1988). Unfortunately, the DES-Y3 analysis mask has features and holes over a large range of
scales. Hence, the angular scales of interest in the 3 x2pt analysis are never strictly smaller than the scales of our mask. Hence, equation (C15)
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is not sufficiently accurate in our case and infact significantly overestimates our covariance matrix. In Fig. 8, we explain a simple scheme
that can be used to correct for this: Calculating the covariance of £7°[9°® and 6¢°], £°/[9°¢, 0] within the Gaussian covariance model (see
also Section 3) requires integration over all pairs of locations within our survey mask that fall into the angular bins [#“°, Gib] and [0, 491“’ ].

Schematically, the covariance then depends on expressions of the form

Cov / dQed? / dQedQPe“(09)EP (0P + ... . (C16)

(ab)emask,bin (cd)emask,bin

Fig. 8 visualizes this for the mixed terms in the covariance, where one of the correlation functions £°° or £ is due to sampling noise such as
shape noise of shot noise and hence is proportional to a Dirac delta function. In that case, the integration is over pairs that share one end point.
Now, the approximation made e.g. in Efstathiou (2004) or by our equation (C15) assumes that also the correlation function between the other
two end points effectively acts as a delta function — at least with respect to the smallest scale features in the survey mask. We find that this is
not the case for the DES-Y3 mask and that it contains features on all scales relevant to our analysis. However, Fig. 8 also indicates a simple
way to fix this: Approximating the integrand over the distance of the two remaining end points by a delta function roughly overestimates
the integral by a factor equal to one over the fraction of small-scale hole in the survey footprint compared to the average scale at which the
two-point function between the two end points decays. Also, multiplying the mixed terms in the covariance by this fraction can serve as a
next-to-leading-order correction to our equation (C15). By similar arguments, one can deduce that the cosmic variance terms (terms where
none of the end points must be joined) can be corrected by performing this multiplication twice.

To implement this correction, we draw circles within the DES-Y3 survey footprint with radii ranging from 5 to 20 arcmin and measure
the masking fraction in these circles. We find that this fraction is ~90 per cent across the considered scales. Multiplying the mixed terms in the
covariance by that fraction and the cosmic variance terms by the square of that fraction (and using equation C15), we indeed find significant
improvement of the maximum posterior x> obtained for the FLASK simulations (cf. lower panel of Fig. 8 as well as Fig. 1).

We end this appendix by further simplifying equation (C15). Using the completeness of the Y, as well as the fact that W(h)*> = W (f),
one can show that (Efstathiou 2004)

E 2
W€1l3m1m3 WK}lzmgmz Wl2€4m2m4 Wl4£|7714m1 = | WK]lzm]mz . (Cl7)

myp,ma,m3,nm4

Then, rewriting W, ¢,m,m, as
Wllkzmlmz = /dQ W(ﬁ) Yl|m|(ﬁ) Y@Z,nz(ﬁ)

= > W / A Yo (B) Yo, (B) Y7, ()
m

20+ 128 + (28 + 1
(_l)mzzwm\/< +1)( E )26 +1)
tm

VA E] Ez V4 el Z2
C18
¥ <0 0 0) (m m —m2> (C18)
and using orthogonality properties of Wigner 3j symbols, one can see that
2
Zmlmz |W(|lzm1m|2 _ Z |ng|2 e £y
26+ 1206+ 1) T~ 4m \00 0
2
2041 Ll £
= c’ . C19
; 4 <0 00 (C19)

b A 1
ab cd\ ~ ac ~bd ac ~bd ac ~bd ac ~bd
= Cov{C{’. C{!} ~ 1 (CECL + CECT + G + CE €

+ CllCy + Ciicy 4 clley + cilcy)

2
2041 (00 b
#2 an (00 0

14

1
4
For an efficient numerical evaluation of the above sum, we point out the following useful relation of Wigner-3j symbols (following from

(CHeCy! + CLeCyt + CieCy + CH Y + CHCY + CHICY + CLACT + CLICTe) My, - (C20)

functions.wolfram.com/HypergeometricFunctions/ThreeJSymbol/):

(C21)

2 2
00 4, 6=20 6\ (G=b+ =D =G+ D+ —L+2)( + b+ 0)
000 0 00 =+ 0 — L+ +—C+ D) +0L+E+1)
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APPENDIX D: MOTIVATION FOR OUR RE-SCALING ANSATZ FOR MASKING EFFECTS

In this appendix, we make some of the arguments presented in Section 6.6 more precise. We have stated there that calculating the covariance of
E[9, 9] and £°U[9°¢, 6<?] amounts to integration over all pairs of locations within our survey mask that fall into the angular bins [0%, 0%/
and [6<?, 0°!]. Schematically, this leads to terms of the form

1
Cov = v / dQedQ? / dQEdQIE“(0)eP Oy 4. .., (D1)
(ab)emask,bin (cd)emask,bin

where compared to equation (69) we have now explicitly included a normalization factor that is proportional to the product of the number of
pairs of locations within our mask that fall into the angular bins [0, 0°] and [0, 6],

N « N

pair

[efb’ eib:l N(Td

pair

[0, 0] . (D2)

We have argued in Section 6.6 that the approximation of Efstathiou (2004) for evaluating the impact of masking on the two-point function
covariance can roughly be understood as making the replacements

/ dQ ... W(QHE®CO) ~ E [ dQT ... W(R9)83,.(Q° — Q°) (D3)
and
/ dQb ... w(Qb)ebd(pbd) ~ Eb / dQl ... W(QhsE,. (2 — Q) , (D4)

where £9¢ is the integral of £%(6) over the two-dimensional angular distance vector 8°° and E* is the integral of £29(6%?) over 8.
Within these approximations, the right-hand side of equation (D1) can only be non-zero if the angular bins [64, Qj’f’ ] and [0<¢, Gj:l] are
identical. If that is the case, then the covariance becomes
éac f;_:bd b
dQ4dQ” + ... . D5
N (D3)

(ab)emask,bin

Cov ~

However, the integral on the right-hand side of this equation is nothing but N

i [0, 691, so we have

Cov {§[0-, 6,1, 816, 0,1} (D6)

1
Neb[6_.6,1"

pair
with proportionality coefficients that do not depend on the survey mask. So if our above understanding of the approximation proposed by
Efstathiou (2004) is (at least approximately) correct, then its ratio with respect to the fi, approximation (i.e. the approximation where one
computes the covariance of a full-sky survey and then re-scales it with the sky fraction fq, of the survey footprint) should be given by the

inverse ratio of the exact value of Ngfir[@,, 0. ] to the fyy calculation

Nab

vt fay 10—+ 041 = 47202 — 62) fugnans . (D7)

In Fig. D1, we show the ratio of Ny,ir t0 Npgir, Ty (green dashed lines) and compare it to the ratios of different covariance terms when
computed with either the fy, approximation or the approximation of Efstathiou (2004) (cosmic variance term: blue dotted lines; mixed term:
solid orange lines). The upper panel of the figure computes these ratios for the galaxy clustering two-point function w(6) in the first lens bin of
our fiducial configuration while the lower panel considers the cosmic shear correlation function &, (6) for our first source bins (other redshift
bins and two-point functions behave similarly). For w(6), these different ratios indeed closely agree with each other. The agreement between
the ratio of pair counts and the ratio of the different approximations for the mixed terms is especially striking. It is most likely caused by the
fact that for the mixed covariance terms one of the two replacements in equations (D3) and (D4) is actually exact. Even for £ (), the ratio of
the different approximations for the mixed term is well described by the ratio of pair counts on most scales. For the cosmic variance of £ (6),
one can on the other hand observe a strong deviation. This does not necessarily signify a breakdown of our arguments but may be caused by
the fact that cosmic shear is a spin-2 field. The calculations of Efstathiou (2004) do in fact only hold for scalar fields and our extension of their
formulae to shear correlation functions is only approximate (see e.g. Challinor & Chon 2005, for more general calculations). Since we have
identified the mixed terms to carry the strongest impact of masking on the total covariance, we do not address this any further. Instead, we
consider the agreement between pair count ratios and mixed term ratios observed in Fig. D1 as sufficient justification for the re-scaling ansatz
of the different covariance terms presented in Section 6.6.

APPENDIX E: PME TO INVESTIGATE THE IMPACT OF MASKING ON INDIVIDUAL COVARIANCE
TERMS

In this appendix, we briefly summarize the PME method that went into Fig. 9. The covariance of the 2x2pt (i.e. non-cosmic shear) part of our
data vector has contributions from shape noise because of the presence of the mixed term described in Section 4. To pinpoint further which
parts of our analytical covariance contribute to the elevation in x> (and to further motivate our heuristic modelling ansatz for masking effect
in the covariance presented in Section 6.6), we rerun 100 of the FLASK simulations with shape noise turned off. We then use the covariances
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Figure D1. Ratio of exact galaxy pair counts Ny, to pair counts computed using equation (D7) (green dashed lines) compared to the ratios of different
covariance terms when computed with either the f, approximation or the approximation of Efstathiou (2004) (cosmic variance term: blue dotted lines; mixed
term: solid orange lines).

estimated from the different FLASK runs to derive corrections to our covariance model. This can be done — even with only a limited number
of simulations — with the method of PME that was described by Friedrich & Eifler (2018). At the first order, their expansion estimates the
precision matrix W (i.e. the inverse covariance matrix) as

\’I\’ = ! - C[;x],dﬂ(ﬁ - Bmodel)cr;cl)del N (El)

model

Here, the matrix B4, can be the full covariance model, in which case B is the full covariance estimated from FLASK, or it could be the
shape-noise free part of the covariance, in which case B will be the covariance estimated from the shape-noise free FLASK simulations.
Friedrich & Eifler (2018) have also derived a second-order correction to equation (E1), but given the small magnitude of our observed x>
elevation we restrict ourselves to the first-order expansions, which should also reduce the noise of the PME. Note that equation (E1) does not
contain the inverse of any noisy matrix. This is why PME works well even in the presence of only few numerical simulations (a benefit that is
even further boosted because the matrix B can be chosen to represent only sub-parts of the covariance).

For each FLASK measurement of the 2x2pt data vector, we estimate the first-order PME from the remaining 196 FLASK data vectors
(respectively from the ~100 shape-noise free data vectors). The average resulting x? values between each data vector and the mean of all
data vectors are displayed in Fig. 9 and compared to the x? values obtained when applying the analytical masking corrections presented
in Section 6.6 to either the shape-noise free covariance terms or the full covariance. The average x> when using the analytical, best-guess
covariance matrix is ~318.8 for a total of 302 data points in the 2x2pt data vector. This corresponds to a bias in x? of about 5.5 per cent.
The PME estimate of the inverse covariance manages to push this down to 2307.9 (*304.8 with our analytic ansatz), hence decreasing the
bias in x? to about 1.9 per cent (< 1 per cent for the analytic ansatz). If the PME correction term is computed with the shape-noise free FLASK
covariance, then the bias only slightly reduces to (x2) &~ 314.3 (~316.6 with our analytic ansatz). Hence, the shape-noise-dependent mixed
terms in the covariance indeed seem to be the main cause of our remaining x? offset. This was also found by Joachimi et al. (2020) for the
latest analysis of the KiDS. These mixed terms do not depend on the connected four-point function of the density field (cf. Section 3) and the
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Figure F1. (Sg, ©21,) constraints for a given noisy realization of the DES-Y3 3 x2pt data vector analysed using: a fiducial covariance matrix (blue); a covariance

matrix evaluated at og = ngd”“al — 204, (green); and a covariance matrix evaluated at og = (rgd““al + 2044 (red). The green and red posteriors were obtained

by importance sampling the fiducial samples.

only approximation we make in their calculation is the treatment of our survey footprint through the f;, approximation. Hence, we follow
Joachimi et al. (2020) in our conclusion that this approximation is the main driver of the residual errors in our covariance model.

APPENDIX F: IMPACT OF EXTREME COSMOLOGIES ON PARAMETER CONSTRAINTS

To demonstrate that the importance sampling technique employed in Section 6.8 indeed manages to capture even strong changes in the
likelihood, we repeat the tests presented there with covariance matrices that drastically differ from our fiducial covariance model. In particular,
we shift the value of og for which the covariance model is evaluated by £20 of the marginalized og constraints expected from DES-Y3. Note
that it is a radical change because it ignores parameter degeneracies; i.e. such a shift of og without changes in other parameters would be
detected at high significance. Fig. F1 shows the likelihood contours in the Ss—£2,,, plane obtained both from our fiducial covariance and from
importance sampling with the altered covariance matrices. One can now clearly see a change in contour width. However, as we have shown in
Section 6.8, this effect is far less significant for realistic parameter uncertainties in the covariance model.

APPENDIX G: EFFECTIVE SHAPE NOISE WHEN USING METACALIBRATION

In Section 6.10, we have considered how the sampling noise contribution to covariance of the galaxy—galaxy lensing two-point function can
be expressed in terms of an effective shape noise when each source galaxy is weighted by a certain weight (e.g. weight w; for the jth galaxy,
with the average weight (w;); = 1). The expressions derived there have to change when taking into account responses R; of a shape catalogue
generated with metacalibration (Sheldon & Huff 2017). In that case, a measurement of ,[0;, 6,] becomes

ij s
prl i, source j A[el,ez] al.i €1 j—i W

P61, 6.1 = 7 ©h
> AP wSR;
pxl i, source j —[01,00] VN
One can rewrite this to conform with the derivations of Section 6.10 by defining
ij €rji s
. prl i, source j A[91‘92] 8.i llji,- : w.; R;
761, 021 = ij
Z A wiR;
pxl i, source j —[01,02] N
ij = =5
_ prl i, source j A[Glﬁz] 8” €1 j—i w} (G2)

ij =5
prl i, source j A[elﬁz] w;

Now the transformed weights @} should be normalized to (#}) = 1 and then be used together with the transformed ellipticities €; to calculate
0 ¢ off from equation (90). This is what we have done for Fig. 12.

Kavli Institute for Cosmology, University of Cambridge, Madingley Road, Cambridge CB3 OHA, UK

MNRAS 508, 3125-3165 (2021)

2Z0z 1snBny g1 uo 1senb Aq 0¥S8GEY/SZ LE/E/0S/BI0NE/SEIUL/WOY dNO"0IWepED.//:SAYY WOy PaPEOjUMOQ



DES Y3: covariance validation 3165

2 Churchill College, University of Cambridge, Cambridge CB3 0DS, UK

3Instituto de Fisica Tedrica, Universidade Estadual Paulista, Sdo Paulo, 01140-070, Brazil

4Laboratdrio Interinstitucional de e-Astronomia — LIneA, Rua Gal. José Cristino 77, Rio de Janeiro, RJ 20921-400, Brazil
SDepartment of Physics, University of Michigan, Ann Arbor, MI 48109, USA

OICTP South American Institute for Fundamental Research Instituto de Fisica Teorica, Universidade Estadual Paulista, Sdo Paulo, 01140-070, Brazil
7 Fermi National Accelerator Laboratory, PO Box 500, Batavia, IL 60510, USA

8Department of Astronomy/Steward Observatory, University of Arizona, 933 North Cherry Avenue, Tucson, AZ 85721-0065, USA

9 Jet Propulsion Laboratory, California Institute of Technology, 4800 Oak Grove Drive, Pasadena, CA 91109, USA

10Department of Astronomy and Astrophysics, University of Chicago, Chicago, IL 60637, USA

U Kavli Institute for Cosmological Physics, University of Chicago, Chicago, IL 60637, USA

12Kavli Institute for Particle Astrophysics and Cosmology, Stanford University, PO Box 2450, Stanford, CA 94305, USA

3 Department of Physics and Astronomy, University of Hawaii, Watanabe 416, 2505 Correa Road, Honolulu, HI 96822, USA

14 Center for Cosmology and Astro-Particle Physics, The Ohio State University, Columbus, OH 43210, USA

15 Department of Physics, The Ohio State University, Columbus, OH 43210, USA

19 nstitut d’Estudis Espacials de Catalunya (IEEC), E-08034 Barcelona, Spain

17 Institute of Space Sciences (ICE, CSIC), Campus UAB, Carrer de Can Magrans, s/n, E-08193 Barcelona, Spain

18Argonne National Laboratory, 9700 South Cass Avenue, Lemont, IL 60439, USA

19Physics Department, 2320 Chamberlin Hall, University of Wisconsin-Madison, 1150 University Avenue, Madison, WI 53706-1390, USA
20Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, PA 19104, USA

2LS1 AC National Accelerator Laboratory, Menlo Park, CA 94025, USA

22 Department of Physics, Carnegie Mellon University, Pittsburgh, Pennsylvania 15312, USA

B nstituto de Astrofisica de Canarias, E-38205 La Laguna, Tenerife, Spain

% Departamento Astrofisica, Universidad de La Laguna, E-38206 La Laguna, Tenerife, Spain

25 Department of Astronomy, University of lllinois at Urbana—Champaign, 1002 West Green Street, Urbana, IL 61801, USA

26 National Center for Supercomputing Applications, 1205 West Clark Street, Urbana, IL 61801, USA

21 Jodrell Bank Center for Astrophysics, School of Physics and Astronomy, University of Manchester, Oxford Road, Manchester M13 9PL, UK
28 Department of Astronomy, University of California, Berkeley, 501 Campbell Hall, Berkeley, CA 94720, USA

29Santa Cruz Institute for Particle Physics, Santa Cruz, CA 95064, USA

0 Department of Physics & Astronomy, University College London, Gower Street, London WCIE 6BT, UK

3 nstitut de Fisica d’Altes Energies (IFAE), The Barcelona Institute of Science and Technology, Campus UAB, E-08193 Bellaterra (Barcelona), Spain
32 Department of Physics, Stanford University, 382 Via Pueblo Mall, Stanford, CA 94305, USA

3 Département de Physique Théorique and Center for Astroparticle Physics, Université de Genéve, 24 Quai Ernest Ansermet, CH-1211 Geneva, Switzerland
34 Department of Applied Mathematics and Theoretical Physics, University of Cambridge, Cambridge CB3 OWA, UK

35 Centro de Investigaciones Energéticas, Medioambientales y Tecnolégicas (CIEMAT), Madrid, 28040, Spain

36 Brookhaven National Laboratory, Bldg 510, Upton, NY 11973, USA

3TDepartment of Physics, Duke University Durham, Durham, NC 27708, USA

38Departamemo de Fisica Matemdtica, Instituto de Fisica, Universidade de Sdo Paulo, CP 66318, Sdo Paulo, SP 05314-970, Brazil

39 Instituto de Fisica Teorica UAM/CSIC, Universidad Autonoma de Madrid, E-28049 Madrid, Spain

Onstitute of Cosmology and Gravitation, University of Portsmouth, Portsmouth POI 3FX, UK

41CNRS, UMR 7095, Institut d "Astrophysique de Paris, F-75014 Paris, France

42Sorbonne Universités, UPMC Univ Paris 06, UMR 7095, Institut d "Astrophysique de Paris, F-75014 Paris, France

B Department of Physics and Astronomy, Pevensey Building, University of Sussex, Brighton BN1 9QH, UK

4 INAF — Osservatorio Astronomico di Trieste, Via G. B. Tiepolo 11, 1-34143 Trieste, Italy

4 Institute for Fundamental Physics of the Universe, Via Beirut 2, I-34014 Trieste, Italy

4 Observatorio Nacional, Rua Gal. José Cristino 77, Rio de Janeiro, RJ 20921-400, Brazil

41 Department of Physics, IIT Hyderabad, Kandi, Telangana 502285, India

4 Department of Astronomy, University of Michigan, Ann Arbor, MI 48109, USA

4 Institute of Theoretical Astrophysics, University of Oslo, PO Box 1029 Blindern, NO-0315 Oslo, Norway

O Jnstitute of Astronomy, University of Cambridge, Madingley Road, Cambridge CB3 OHA, UK

S1School of Mathematics and Physics, University of Queensland, Brisbane, QLD 4072, Australia

52 Center for Astrophysics | Harvard & Smithsonian, 60 Garden Street, Cambridge, MA 02138, USA

53 Australian Astronomical Optics, Macquarie University, North Ryde, NSW 2113, Australia

34 Lowell Observatory, 1400 Mars Hill Road, Flagstaff, AZ 86001, USA

55 Institucié Catalana de Recerca i Estudis Avangats, E-08010 Barcelona, Spain

56 Department of Astrophysical Sciences, Princeton University, Peyton Hall, Princeton, NJ 08544, USA

57School of Physics and Astronomy, University of Southampton, Southampton SO17 1BJ, UK

58 Computer Science and Mathematics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA

3 Max Planck Institute for Extraterrestrial Physics, Giessenbachstrasse, D-85748 Garching, Germany

0 Universitits-Sternwarte, Fakultdit fiir Physik, Ludwig-Maximilians Universitiit Miinchen, Scheinerstr 1, D-81679 Miinchen, Germany

This paper has been typeset from a TEX/IATEX file prepared by the author.

MNRAS 508, 3125-3165 (2021)

2Z0z 1snBny g1 uo 1senb Aq 0¥S8GEY/SZ LE/E/0S/BI0NE/SEIUL/WOY dNO"0IWepED.//:SAYY WOy PaPEOjUMOQ



