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We present and characterize the galaxy-galaxy lensing signal measured using the first three years of data
from the Dark Energy Survey (DES Y3) covering 4132 deg2. These galaxy-galaxy measurements are used
in the DES Y3 3 × 2 pt cosmological analysis, which combines weak lensing and galaxy clustering
information. We use two lens samples: a magnitude-limited sample and the redMaGiC sample, which span
the redshift range ∼0.2–1 with 10.7 and 2.6 M galaxies, respectively. For the source catalog, we use the
METACALIBRATION shape sample, consisting of ≃100 Mgalaxies separated into four tomographic bins. Our
galaxy-galaxy lensing estimator is the mean tangential shear, for which we obtain a total SNR of ∼148 for
MagLim (∼120 for redMaGiC), and ∼67 (∼55) after applying the scale cuts of 6 Mpc=h. Thus we reach
percent-level statistical precision, which requires that our modeling and systematic-error control be of
comparable accuracy. The tangential shear model used in the 3 × 2 pt cosmological analysis includes lens
magnification, a five-parameter intrinsic alignment model, marginalization over a point mass to remove
information from small scales and a linear galaxy bias model validated with higher-order terms. We explore
the impact of these choices on the tangential shear observable and study the significance of effects not
included in our model, such as reduced shear, source magnification, and source clustering. We also test the
robustness of our measurements to various observational and systematics effects, such as the impact of
observing conditions, lens-source clustering, random-point subtraction, scale-dependent METACALIBRA-

TION responses, point spread function residuals, and B modes.

DOI: 10.1103/PhysRevD.105.083528

I. INTRODUCTION

Gravitational lensing is caused by light traveling in a
curved space time, according to some gravitational poten-
tial. When the light of background (source) galaxies passes
close to foreground (lens or tracer) galaxies it gets
perturbed, distorting the image of the source galaxies we
observe. This distortion happens both for the shape and size
of the source images, due to the effect of the shear and
magnification, respectively. The amount of distortion is
correlated with the properties of the lens sample and the
underlying dark matter large scale structure it traces. In this
work we measure the correlation between galaxy shapes
and the lens galaxy positions, usually called galaxy-galaxy

lensing or galaxy-shear correlations. A few estimators of
this correlation have been explored in the literature,
including the most basic stacked tangential shear estimator,
which was used in the first detection of galaxy-galaxy
lensing by Brainerd et al. [1], the surface mass density
excess [2] which is independent of the source redshift
distribution in the absence of photometric errors, the
annular differential surface density estimator proposed
by Baldauf et al. [3], which removes small-scale informa-
tion that propagates to larger scales, the estimator proposed
by Park et al. [4] that involves a linear transformation of the
tangential shear quantity, and 2D tangential shear estima-
tors reviewed in Dvornik et al. [5] that use positions and
ellipticities of individual source galaxies, rather than using
the ensemble properties. The mean tangential shear is the
estimator on which all the rest are based and the one we
choose in this work due to its simplicity in the measurement
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and modeling, for instance dealing with source redshift
uncertainties.
Galaxy-galaxy lensing and in particular the tangential

shear can be used to extract cosmological information using
their well-understood large scales in combination with
other probes such as galaxy clustering and/or CMB lensing
such as in Kwan and Sánchez et al. [6], Baxter et al. [7],
van Uitert et al. [8], Joudaki et al. [9], Prat and Sánchez
et al. [10], or in Baldauf et al. [3], Mandelbaum et al. [11],
Singh et al. [12] using the annular differential surface
density estimator. Galaxy-galaxy lensing can also be used
to characterize the largely uncertain galaxy-matter con-
nection at small scales (e.g., Choi et al. [13], Yoo and
Seljak [14], Clampitt et al. [15], or Park et al. [16]), and
also to construct ratios of tangential shear measurements
sharing the same lens sample to extract mostly geometrical
information from small scales without having to model the
galaxy-matter connection (e.g., Jain and Taylor [17],
Mandelbaum et al. [18], Prat et al. [10], Hildebrandt et al.
[19], Giblin et al. [20]). Recently there have also been
studies using small and large scales to obtain cosmological
parameters in combination with other probes using emu-
lators to model the small scales, e.g., Wibking et al. [21].
In this work we present and characterize the galaxy-

galaxy measurements obtained using the first three years
of observations from the Dark Energy Survey (DES Y3).
At large scales (>6 Mpc=h), these measurements are used
in combination with galaxy clustering and cosmic shear
measurements to constrain cosmological parameters [22].
At small scales (<6 Mpc=h) they are used to construct
ratios of tangential shear measurements sharing the same
lens sample for the DES Y3 shear-ratio probe described in
Sánchez et al. [23]. The DES Y3 shear-ratio probe is used
as an additional independent likelihood to the three two-
point correlation functions described above and is able to
increase the self-calibration of systematics or nuisance
parameters in our model, such as those corresponding to
intrinsic alignments, source redshifts, and shear calibration.
The combination of galaxy-galaxy lensing, cosmic shear,

and galaxy clustering, usually referred to as 3 × 2 pt, is a
powerful combination which is very robust to systematics
and is able to constrain cosmological parameters at the late-
time Universe, such as the amount of matter in the
Universe, Ωm, the parameter describing the amplitude of
the clustering, σ8, and the parameter describing the equa-
tion of state of dark energy, w. Galaxy-galaxy lensing is a
key ingredient of this analysis, which (i) breaks the
degeneracy between the galaxy bias—the relation between
the observable galaxies and the underlying dark matter
density field—and σ8 together with galaxy clustering,
(ii) provides cosmological information, both through the
geometrical and power spectrum dependence, and
(iii) improves the self-calibration of almost all the nuisance
parameters in the analysis, being particularly crucial to
constrain the intrinsic alignment parameters, for which we

do not currently have a reliable way to put an external
informative prior on. Within the DES Y3 3 × 2 pt release,
this work is responsible for properly characterizing the
galaxy-galaxy lensing measurements that will be used in
this combination by performing a series of robustness and
null tests, validating both the measurement and modeling
pipelines (including comparing their outputs to indepen-
dent codes), and testing the significance of higher-order
effects not included in our fiducial model. Besides testing
the large scales that will be used in the 3 × 2 pt combi-
nation, we also validate and characterize the tangential
shear measurements in the whole range of scales between
2.5 and 250 arcmin, both to serve as testing for the DES Y3
shear-ratio analysis using small scales [23], and also to
facilitate potential subsequent analysis using this same
data, e.g., Zacharegkas et al. [24], where a halo occupation
distribution model is used to characterize the galaxy-matter
connection.
The galaxy-galaxy lensing measurements presented here

are the highest signal-to-noise measurements to date with a
total SNR of ∼120 (∼55 with scale cuts of > 6 Mpc=h) for
the redMaGiC sample, which is a significant increase with
respect to the total SNR of 73 obtained in the same range of
scales for the DES Y1 galaxy-galaxy lensing analysis from
Prat and Sánchez et al. [10]. It is even larger using a denser
flux limited lens sample [25], the MagLim sample, with a
SNR of ∼148 (∼67 with scale cuts). Other recent galaxy-
galaxy lensing measurements used in cosmological analy-
ses include the galaxy-galaxy lensing power spectra results
using BOSS and 2dFLenS lenses with KiDS-1000 sources
[26] or in van Uitert et al. [8] using Galaxy and Mass
Assembly lenses and KiDS-450 as sources. Given the
improvement in SNR of the current measurements with
respect to previous analyses, several advancements in the
modeling have been required. Major differences with
respect to the fiducial DES Y1 3 × 2 pt analysis consist
of including lens magnification and a five-parameter
intrinsic alignment model (the tidal alignment tidal torqu-
ing model known as TATT, Blazek et al. [27], and used in
Samuroff et al. [28] using DES Y1 data) in the fiducial
tangential shear modeling. Also, due to the nonlocality of
the tangential shear estimator, we have adopted the scheme
proposed in MacCrann et al. [29], which allows us to
analytically marginalize over a point mass by applying a
transformation in the tangential shear covariance, effec-
tively removing the small scales information that prop-
agates to larger scales in the tangential shear measurement.
In our measurements, we now include the boost factor
correction in the fiducial estimator, which effectively
corrects for the impact of lens-source clustering on the
redshift distributions. Additionally, we measure the tan-
gential shear around two different lens samples: the
redMaGiC sample constituted of photometrically selected
luminous red galaxies (LRGs) [30], and a four times denser
flux limited sample described in Porredon et al. [31].
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The photometric redshift distributions of the lens samples
are calibrated using cross-correlations with the BOSS
sample and, in the case of the magnitude-limited sample,
also using a self-organizing maps photometric redshifts
(SOMPZ) scheme [32,33]. Both the shear and source
redshift calibrations have been largely improved keeping
up with the decrease of statistical uncertainties, using image
simulations [34] to calibrate the METACALIBRATION shape
measurements from Gatti, Sheldon et al. [35] and a state-of-
the art methodology to obtain and calibrate the source
redshift distributions described in Myles and Alarcon et al.
[36] and Gatti, Giannini et al. [37].
This paper is organized as follows. Section II describes

the different lens and source galaxy DES data catalogs that
are used throughout this work. Section III describes the
details of the galaxy-galaxy lensing measurements using
those data, and discusses the impact of different choices
and configurations in the measurement scheme. Next, in
Sec. IV we present all the details regarding the fiducial
model utilized to describe the measurements above, and we
examine the relative contribution of different terms in the
modeling. Section V describes several modeling effects that
are not included in the fiducial model, and determines their
importance at different angular scales. In Sec. VI we
perform a series of tests at the data level, to ensure the
robustness of the measurements to different potential
sources of systematic errors. In Sec. VII we summarize
the impact of each of the measurement and model compo-
nents and their uncertainty. Finally we conclude in
Sec. VIII.

II. DATA

The Dark Energy Survey is a photometric survey that
covers about one quarter of the southern sky to a depth of
r > 24, imaging about 300 million galaxies in five broad-
band filters (grizY) up to redshift z ∼ 1.4 [38,39]. In this
work we use data from 4132 deg2 of the first three years of
observations (DES Y3). Next we describe the lens and
source galaxy samples used in this work, which are the
same samples used in the DES Y3 3 × 2 pt analysis [22],
and their corresponding redshift distributions which are
shown in Fig. 1.

A. Lens galaxy catalogs

We use two different lens galaxy catalogs: the redMaGiC
sample, described in detail and characterized in
Rodríguez-Monroy et al. [30], and a magnitude-limited
sample, which is optimized in simulations in Porredon
et al. [25] and characterized and described on data in
Porredon et al. [31]. In Table I we include a summary
description for each of the lens samples, with the number
of galaxies in each redshift bin, number density, linear
galaxy bias values, and magnification parameters from
Elvin-Poole, MacCrann et al. [40].

1. redMaGiC sample

One of the lens galaxy samples used in this work is a
subset of the DES Y3 Gold Catalog [41] selected by
redMaGiC [42], which is an algorithm designed to define a
sample of LRGs with high quality photometric redshift
estimates. It selects galaxies above some luminosity thresh-
old based on how well they fit a red sequence template,
calibrated using REDMAPPER [43,44] and a subset of
galaxies with spectroscopically verified redshifts. The
cutoff in the goodness of fit to the red sequence is imposed
as a function of redshift and adjusted such that a constant
comoving number density of galaxies is maintained.
In the DES Y3 3 × 2 pt analysis, redMaGiC galaxies are

used as a lens sample for the clustering and galaxy-galaxy
lensing measurements. Weights are assigned to redMaGiC
galaxies such that spurious correlations with observational
systematics are removed. The methodology used to assign
weights is described in Rodríguez-Monroy et al. [30].
redMaGiC galaxies are split in five different tomographic
bins, which are chosen prioritizing minimal redshift overlap
between nonconsecutive bins, and also taking into account
that at z ¼ 0.65 the catalog changes from the so-called high
density sample to the so-called high luminosity sample. The
high-density sample corresponds to a luminosity threshold
of Lmin ¼ 0.5L⋆, where L⋆ is the characteristic luminosity
of the luminosity function, and comoving number density
of n̄ ¼ 10−3ðh=MpcÞ3. The high luminosity sample is
characterized by Lmin ¼ L⋆ and n̄ ¼ 4 × 10−4ðh=MpcÞ3.

FIG. 1. Normalized redshift distributions of the lens and source
samples. The top and middle panel show the redshift distributions
of redMaGiC and MagLim samples, respectively, while the bottom
panel shows that of source galaxies.
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Then, the first three redshift bins of the redMaGiC sample
are obtained from the high density sample and the two
higher redshift bins from the high luminosity sample. In
comparison, in the DES Y1 3 × 2 pt analysis, the first three
redshift bins of the redMaGiC sample were also obtained
from the high density sample, the fourth z bin also from the
high luminosity sample but the fifth z bin was obtained
from an even higher-luminosity sample, as was described in
Elvin-Poole et al. [45]. Other differences with respect to the
redMaGiC Y1 catalog include different limits in the redshift
binning and the different photometry used to select the
galaxies. In Y1 mag_auto photometry was used while in
Y3 we employ single-object fitting, which could lead to
different selection properties [30]. Both photometries are
described in Sevilla-Noarbe et al. [41]. Besides this, the
photometric calibration process was also different: in Y1
we used the stellar locus regression code [46] while in the
Y3 catalog we used the forward global calibration method
[47] and the dereddening maps described in Schlegel et al.

[48]. Finally, the new redMaGiC code1 assumes that the
correlation between intrinsic red sequence galaxy colors is
very large. That is, if a galaxy is intrinsically redder than the
mean red-sequence model in the mr −mi color then it will
also be intrinsically redder than the mean in mi −mz.

2. MagLim sample

In addition to the redMaGiC sample, we also use a
magnitude-limited sample, which is chosen as fiducial in
the 3 × 2 pt cosmological analysis. In this sample, galaxies
are selected with a magnitude cut that evolves linearly with
the photometric redshift estimate: i < azphot þ b. The
optimization of this selection, using the directional neigh-
borhood fitting photometric redshift estimates [49], yields
a ¼ 4.0 and b ¼ 18. This optimization was performed
taking into account the trade-off between number density
and photometric redshift accuracy, propagating this to its
impact in terms of cosmological constraints obtained from
galaxy clustering and galaxy-galaxy lensing in Porredon
et al. [25]. Effectively this selects brighter galaxies at low
redshift while including fainter galaxies as redshift
increases. Additionally, we apply a lower cut to remove
the most luminous objects, i > 17.5. This sample has a
galaxy number density of more than four times that of the
redMaGiC sample but the redshift distributions are ∼30%
wider on average. This sample is split into six redshift bins,
as defined in Table I, but the two highest redshift bins have
been excluded from the 3 × 2 pt cosmological analysis as
detailed in the DES Collaboration [22]. The redshift
binning was chosen to minimize the overlap in the redshift
distributions, and in Porredon et al. [25] there is a test
showing that changing the binning does not impact the
cosmological constraints. See Porredon et al. [31] for more
details on this sample.

B. Source galaxy catalog

For the background sources we use the shape catalog
described in Gatti, Sheldon et al. [35] and Jarvis et al. [50],
which is based on the METACALIBRATION technique Huff
and Mandelbaum [51], Sheldon and Huff [52], which is
able to accurately measure weak lensing shear using the
available imaging data. Remaining biases using this meth-
odology are calibrated in MacCrann et al. [34] using image
simulations.
The source redshift uncertainty has been calibrated in

Myles and Alarcon et al. [36] using the SOMPZ and the
cross-correlation (WZ) method, further described in Gatti,
Giannini et al. [37]. SOMPZ is a scheme that provides a set
of source redshift distributions and a characterization of
their uncertainty, coming from sample variance, flux
measurements, and redshift errors using the deep fields
[53] and the BALROG image simulations [54]. The WZ

TABLE I. Summary description for each of the samples used in
this work. Ngal is the number of galaxies in each redshift bin, ngal
is the effective number density in units of gal=arcmin2 calculated
with an area of 4143 deg2, bi is the mean linear galaxy bias from
the 3 × 2 pt combination, the αs are the magnification parameters
as measured in Elvin-Poole, MacCrann et al. [40] and σjϵ is the
weighted standard deviation of the ellipticity for a single
component as computed in Gatti, Sheldon et al. [35].

redMaGiC lens sample

Redshift bin Ni
gal nigal bi αi

0.15 < z < 0.35 330243 0.022141 1.74% 0.12 1.31
0.35 < z < 0.50 571551 0.038319 1.82% 0.11 −0.52
0.50 < z < 0.65 872611 0.058504 1.92% 0.11 0.34
0.65 < z < 0.80 442302 0.029654 2.15% 0.12 2.25
0.80 < z < 0.90 377329 0.025298 2.32% 0.14 1.97

MagLim lens sample

Redshift bin Ni
gal nigal bi αi

0.20 < z < 0.40 2236473 0.1499 1.49% 0.10 1.21
0.40 < z < 0.55 1599500 0.1072 1.69% 0.11 1.15
0.55 < z < 0.70 1627413 0.1091 1.90% 0.12 1.88
0.70 < z < 0.85 2175184 0.1458 1.79% 0.13 1.97
0.85 < z < 0.95 1583686 0.1062 – 1.78
0.95 < z < 1.05 1494250 0.1002 – 2.48

METACALIBRATION source sample

Redshift bin Nj
gal njgal σjϵ αj

1 24940465 1.476 0.243 0.335
2 25280405 1.479 0.262 0.685
3 24891859 1.484 0.259 0.993
4 25091297 1.461 0.301 1.458

1https://github.com/erykoff/redmapper/releases/tag/v0.5.1.
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method is applied to this initial set of redshift distributions,
removing the less likely ones according to WZ data, which
are the cross-correlations of the positions of the source
sample with the positions of the redMaGiC sample. The
outcome of these two methods combined is a set of
realizations of the source redshift distributions, which is
equivalent to using a mean nðzÞ (as shown in Fig. 1) with a
mean redshift prior of the order of ∼0.15, as demonstrated
in Cordero et al. [55] using the HYPERRANK method.

III. MEASUREMENT: TANGENTIAL SHEAR
ESTIMATOR

Galaxy-galaxy lensing is the cross-correlation of the
shapes of background (source) galaxies with foreground
galaxy positions, which trace the underlying matter field
producing the lensing. The mean tangential shear around
lens galaxies probes the azimuthally averaged projected
mass distribution around them. In this section we describe
the details of themean tangential shearmeasurement, or in
short just tangential shear from now on, which is the
galaxy-galaxy lensing estimator we use in the DES Y3 3 ×
2 pt cosmological analysis. In Fig. 2 we show the final
measurements together with the best-fit model from the
3 × 2 pt cosmological analysis. In this section we start
by presenting the basic tangential shear estimator to
then discuss several different measurement choices and
refinements and their impact and significance on the
measurement.

A. Basic tangential shear estimator

Starting from the ellipticity measurements of the source
galaxies in equatorial coordinates e1, e2 we are able to
extract the cosmic shear γ, which we can link to cosmo-
logical parameters. Assuming spherical symmetry, the
shear at any point will be oriented tangentially to the
direction toward the center of the mass distribution causing
the lensing. Thus, the tangential component of the shear
captures all the cosmological signal and can be obtained by
averaging the tangential component of the ellipticity over
many lens-source galaxy pairs, canceling the intrinsic
shape of the source galaxies, except in the presence of
intrinsic alignments (IAs). For a given lens-source galaxy
pair LS the tangential component of the ellipticity of the
source galaxy is

et;LS ¼ −e1 cos ð2ϕÞ − e2 sin ð2ϕÞ; ð1Þ

where ϕ is the position angle of the source galaxy with
respect to the horizontal axis of the Cartesian coordinate
system, centered at the lens galaxy. For a particular
combination of lens and source tomographic bins, we
perform a weighted average of the tangential component
of the ellipticity of the source galaxies over all lens-source
pairs LS in our sample separated by some angular distance

θ on the sky, grouping the pairs into 20 log-spaced angular
bins between 2.5 and 250 arcmin:

γtðθÞ ¼
P

LSwLSet;LSðθÞP
LSwLSðθÞ

; ð2Þ

where wLS ¼ wlws is the weight factor for a given lens-
source pair as a function of angular scale, where wl is the
weight associated to the lens galaxy and ws the one
associated to the source galaxy. Lens galaxy weights aim to
remove correlations between density and observing con-
ditions and have been computed in Rodríguez-Monroy et al.
[30] and source galaxies weights are computed as the inverse
variance of the ellipticity weighted by the shear response as
detailed in Rodríguez-Monroy et al. [35]. We subtract the
weighted mean ellipticity for each component ei before
computing Eq. (2), as recommended by Rodríguez-Monroy
et al. [35]. The values we subtract are shown in Table II.
This is the simplest tangential shear estimator we can

construct. However, due to several effects, such as lens-
source clustering, mask effects and shape measurement
biases our final estimator will include more components,
that is, boost factors, random point subtraction and shear
responses to address each of them, respectively. We will add
each component sequentially in the subsections below to
reach our final tangential shear estimator given in Eq. (18).

B. Lens-source clustering: Boost factors

The model prediction for γt assumes the mean nðzÞ of the
relevant lens and source bins, but does not account for the
fact that source galaxies are preferentially located near lens
positions due to the clustering between them whenever they
overlap in redshift. There are several implications of this
“lens-source clustering” which we explore here and in
Sec. V. Most notably, it leads to an excess number of lens-
source pairs compared to what would be expected from the
mean number densities. Because these pairs are physically
nearby, the sources are unlensed, and the estimator in
Eq. (2) is biased in a scale-dependent way compared to the
theoretical prediction for γt. The impact of these excess
lens-source pairs is an additional factor related to the
projected lens-source correlation function, ωLSðθÞ. There
are two possible approaches to remove this effect:

(i) Model the lens-source correlation function with
sufficient accuracy for the scales under considera-
tion, including the potential impact of nonlinear bias
and magnification.

(ii) Apply a “boost” factor to correct for the decrease of
the measured lensing signal in the presence of lens-
source clustering by measuring the excess of sources
around tracers compared to random points as a
function of scale, for every tracer-source bin combi-
nation. This was suggested for the first time in
Sheldon et al. [2] and has since then been used in
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FIG. 2. Tangential shear measurements of the redMaGiC (top) and MagLim (bottom) sample together with the best-fit theory line from
the DES Y3 3 × 2 pt results. The shaded regions are excluded from the analysis; note that this includes the complete fifth and sixth
MagLim lens redshift bins.
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several analyses, such as in Mandelbaum et al. [18],
Mandelbaum et al. [56], Miyatake et al. [57], Singh
et al. [58], Luo et al. [59], Amon et al. [60], Singh
et al. [61], Blake et al. [62], becoming part of the
standard estimator for galaxy-galaxy lensing analy-
ses. As demonstrated below, this approach is equiv-
alent to using an unbiased estimator normalized
using random positions rather than lens positions.

In this work we choose to correct for this effect using the
boost factors since they are both accurate and easy to
implement on photometric data. We can express the boost
factors in terms of standard estimators for galaxy clustering
and γt. We can rewrite the simplest standard tangential
shear estimator from Eq. (2) with no boost factors (no bf) as

γt;no bfðθÞ ¼
!P

lwlP
rwr

P
RSwRSðθÞP
LSwLSðθÞ

"

×
!P

rwrP
lwl

P
LSwLSet;LSðθÞP

RSwRSðθÞ

"
; ð3Þ

where wRS ¼ wrws is the weight associated with each
random-source pair, with wr ¼ 1 for all random points. The
second factor on the right-hand side of the equation is what
our tangential model predicts when using the mean nðzÞ
across the survey footprint (including relevant higher-order
effects as discussed in Sec. V). The first factor, which
accounts for the excess unlensed sources, defines the
inverse of the boost factor BðθÞ and is just a simple version
of the projected correlation function between lenses and
sources ωLSðθÞ:

BðθÞ ¼ 1þ ωLSðθÞ≡
P

r wrP
l wl

P
LS wLSðθÞP
RS wRSðθÞ

: ð4Þ

The ratio between the sum of random points weights and
lens galaxies weights normalizes the boosts accounting for
the fact that the sample of random points is usually larger
than the sample of lenses to decrease shot noise. We show
the measured boost factors in Fig. 3 for each lens-source
combination. They produce a maximum correction of
∼10% at the smallest measured angular scale, and of
∼2% at the smallest scale used in the 3 × 2 pt cosmological
analysis (6 Mpc=h). We estimate the uncertainty of the

boost factors using the jackknife method described in
Sec. III F.
A major advantage of measuring the boost factors in this

way is that it is independent of the estimated redshift
distributions, and in particular of the tails of the redshift
distributions, which need to be very well characterized to
measure the overlap between lenses and sources accurately.
Also, the boost factors measured from data naturally
include all effects that can impact lens and source pair
counts, such as lens and source magnification. In this
analysis we model lens magnification but we do not include
source magnification, which is a much smaller effect for
galaxy-galaxy lensing. Also, we discuss the general impact
of both lens and source magnification on galaxy-galaxy
lensing in Secs. IV C and V C, respectively. The estimator
for the tangential shear that includes boost factors (bf) to
match the theoretical prediction given some mean nðzÞ is

γt;bfðθÞ ¼ BðθÞγt;no bf ¼
P

r wrP
l wl

P
LS wLSet;LSðθÞP

RS wRSðθÞ
ð5Þ

which in the end is just the usual tangential shear estimator
normalized by the sum of random-source weights instead of
lens-source weights, taking into account the ratio between
the total sum of weights for the whole sample of random
points and lenses.
The Δχ2 between the tangential shear estimator with

boost factors and without them is ∼9.8 from MagLim (∼6.6
for redMaGiC) for the whole range of scales and ∼0.2 (∼0.1)
for the scales used in the 3 × 2 pt combination (above
6 Mpc=h), so it is negligible for the large scales. We still
apply the boost factor correction at all scales to be
consistent with the small scales used in the shear-ratio
analysis where the correction becomes more important. We
show the impact of the boost factor correction on the data
vector in Fig. 4.

C. Random point subtraction

One advantage of galaxy-shear cross-correlations over
shear-shear correlations is that additive shear systematics
average to zero in the tangential coordinate system.
However, this cancellation only occurs when sources are
distributed isotropically around the lens and additive shear
is spatially constant, two assumptions that are not accurate
in practice, especially near the survey edge or in heavily
masked regions, where there is a lack of symmetry on the
source distribution around the lens. To remove additive
systematics robustly, we also measure the tangential shear
around random points. Such points have no net lensing
signal (see Appendix C), yet they sample the survey edge
and masked regions in the same way as the lenses. Another
advantage of removing the tangential shear measurement
around random points is that it removes a term in the
covariance due to performing the measurement using the
over-density field instead of the density field, as was found

TABLE II. Mean weighted ellipticity per each component. We
subtract these values from the ellipticity components of each
galaxy before computing the tangential shear.

Source redshift bin he1i he2i
1 3.22 × 10−4 1.60 × 10−4

2 3.36 × 10−4 3.74 × 10−5

3 3.77 × 10−4 8.75 × 10−6

4 4.06 × 10−4 −2.68 × 10−5
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in Singh et al. [58]. Our estimator including boost factors
and random point subtraction becomes

γtðθÞ ¼
P

r wrP
l wl

P
LS wLSet;LSðθÞP

RS wRSðθÞ
−
P

RS wRSet;RSðθÞP
RS wRSðθÞ

: ð6Þ

Note we only apply the boost factor correction to the lens
term, since only the lenses are clustered with the sources.
In this work we use 40 times as many random points as

the number of lens galaxies per tomographic bin for each
galaxy sample. We have tested that this number of random
points is enough by using two independent sets of random
points with ×40 randoms each and comparing the results.
We have performed this test using the BUZZARD [63–67]
DES Y3N-body simulations using a redMaGiC-like sample.
The Δχ2 between these two measurements in the simu-
lations is ∼16 for the whole range of scales (400 data
points) and ∼7.5 for the scales used in the 3 × 2 pt
combination above 6 Mpc=h (248 data points). This level
of added noise is not significant for our analysis according
to Friedrich et al. [68]. We also show the difference
between these two measurements compared with the
fiducial uncertainties in Fig. 4.

D. Shape measurement calibration: Response factors

In this work we use the METACALIBRATION shape catalog
[51,52], which has the advantage of being able to self
calibrate the mean shear measurement using the data
themselves, via the so-called response factor. In this section
we describe the methodology to correct the mean shear, and
in particular the mean tangential shear, for potential biases
that arise in the process of using the mean of noisy and
model-dependent individual ellipticity measurements as an
estimator for the mean shear. The two-component elliptic-
ity can be written as a function of the two-component shear
eðγÞ and Taylor-expanded around zero shear as

eðγÞ ¼ ejγ¼0 þ
∂e
∂γ

####
γ¼0

γ þ & & &≡ ejγ¼0 þ Rγγ þ & & & ; ð7Þ

where we have defined the shear response Rγ as the first
derivative of the ellipticity with respect to shear. This
quantity is useful since it allows us to obtain the unbiased
relation between the mean ellipticity and the mean shear at
first order, assuming the intrinsic ellipticity of galaxies are

FIG. 3. Boost factor measurements for both lens samples with uncertainties from the jackknife method. Shaded regions correspond to
scales below 6 Mpc=h excluded for the galaxy-galaxy lensing part of the 3 × 2 pt analysis. Note that some of the scales below 6 Mpc=h
are used for the shear-ratio analysis, see Sánchez et al. [23] for the exact shear-ratio scale cuts.
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randomly oriented. This can be seen by averaging the
equation above over an ensemble of galaxies:

hei ≈ hRγγi; ð8Þ

and inverting the relation:

hγi ≈ hRγi−1hei: ð9Þ

For the tangential shear, we can apply the tangential
rotation defined in Eq. (1) to each of the quantities,
yielding:

hγti ≈ hRγti
−1heti: ð10Þ

Next we describe how to compute the response factors. The
shear response can be measured for each galaxy by
artificially shearing the images in a particular direction j
and remeasuring the ellipticity:

Rγ;i;j ¼
eþi − e−i
Δγj

; ð11Þ

where eþi , e−i are the ellipticity measurements on the
component i made on an image sheared by þγj and

FIG. 4. Impact of different effects on the tangential shear estimator, for the redMaGiC sample. The fiducial uncertainties (but without
including the point-mass marginalization) are shown shaded in light blue. The scale cuts used in the DES Y3 3 × 2 pt analysis
(6 Mpc=h) are represented by the gray shading. No boosts: not including the boost factor correction to the estimator, see Sec. III B. No
LSS (large-scale structure) weights: not applying the weights to the lens galaxies to correct for observing conditions, see Sec. VI C. NK
(count-kappa correlation function) shear response: using the scale dependent shear responses instead of the mean response, see more
details in Sec. III D 2. TreeCorr approx.: impact of the approximation TreeCorr uses to increase speed, see Sec. III F. Change sample of
random points: compares the random-subtracted fiducial measurements using a sample of random points 40× larger than the number of
lenses, with measurements using another sample of random points, see Sec. III C.
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−γj, respectively, and Δγj ¼ 2γj. In this work we use
Δγj ¼ 0.02. Also, notice that Rγ;i;j is a 2 × 2 matrix and
if the estimator of the ellipticity is unbiased the mean
response matrix will be equal to the identity matrix.

1. Selection response

Besides the shear response correction described above,
in the METACALIBRATION framework, when making a
selection on the original full catalog using a quantity that
could modify the distribution of ellipticities, for instance a
cut in redshift, it is possible to correct for selection effects
via the so-called selection response, defined as

hRS;i;ji ¼
heiiSþ − heiiS−

Δγj
; ð12Þ

where heiiSþ represents the mean of the i component of
ellipticities measured on images without applied shearing
in component j, over the group of galaxies selected using
the parameters extracted from positively sheared images.
heiiS− is the analog quantity for negatively sheared images.
In the absence of selection biases, hRSi would be zero.
Otherwise, the full response is given by the sum of the shear
and selection response:

hRi ¼ hRγiþ hRSi: ð13Þ

In this work we compute the selection response due to
selection effects produced when dividing the galaxies into
tomographic bins. The results of the mean response for
each redshift bin are shown in Table IV.

2. Response factor approximations for the tangential
shear estimator

In order to simplify the calculation of the response
factors and reduce the computing time, in this work we
make use of two approximations:

(i) We assume the correction to be independent of the
relative orientation of galaxies, i.e., we do not rotate
the response matrix as it is done with the shears,
which are projected to the tangential component.
That means we do not apply Eq. (10), which would
be the exact correction. We find that it is safe to not
project the response matrix since the difference
between the values for each of the two diagonal
elements R11 and R22 is between 0.01% and 0.1%, as
shown in Table IV. Then, since the response matrix
is diagonal to good approximation, we just take the
average of these components for each galaxy and
therefore the response correction becomes just a
scalar instead of a matrix:

R ≈
R11 þ R22

2
ð14Þ

(ii) We assume that it is sufficient to average the
individual scalar responses over the ensemble of
galaxies for each redshift bin, instead of over the
source galaxies used in each angular bin, specifically
that is assuming that

hRi¼
P

swsRsP
sws

≈
P

LSwLSRLSðθÞP
LSwLSðθÞ

≈
P

RSwRSRRSðθÞP
RSwRSðθÞ

;

ð15Þ

whereRs is the scalar response for each source galaxy
s as computed in Eq. (14), not to be confused with the
selection response RS. LS and RS are the same
summation indexes used in Secs. III B and III C,
running over all the lens-source pairs or random-
source pairs, respectively, in each angular bin θ. If
instead we wanted to perform the exact correction
averaging the response of the galaxies that fall into
each angular bin, the tangential shear estimator would
take this form:

γtðθÞ ¼ BðθÞ
P

LS wLSet;LSðθÞP
LS wLSRt;LSðθÞ

−
P

RS wRSet;RSðθÞP
RS wRSRt;RSðθÞ

:

ð16Þ

We find the Δχ2 between the measurement using
Eq. (16) (except applying the tangential rotation to the
response) and the fiducial estimator using the mean
responsewritten in Eq. (18) to be∼0.01 for thewhole
range of scales for the MagLim sample (∼0.0006 for
large scales above 6 Mpc=h) and therefore negligible
for our analysis. See Table III for the rest of Δχ2
results. A visualization of this test is also shown
in Fig. 4.

E. Final tangential shear estimator

Using the response approximations described above, the
application of the boost factors and the random point
subtraction, the complete tangential shear estimator used in
this analysis can be written as

γtðθÞ ¼
1

hRi

$
BðθÞ

P
LS wLSet;LSðθÞP

LS wLSðθÞ
−
P

RS wRSet;RSðθÞP
RS wRSðθÞ

%
;

ð17Þ

where hRi is the weighted average METACALIBRATION

response in the corresponding source redshift bin, i.e.
hRi ¼

P
s wsRs=

P
s ws. Expanding the boost term, our

final estimator can alternatively be written as
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γtðθÞ ¼
1

hRi

$P
r wrP
l wl

P
LS wLSet;LSðθÞP

RS wRSðθÞ
−
P

RS wRSet;RSðθÞP
RS wRSðθÞ

%
:

ð18Þ

The tangential shear measurements using this estimator are
shown in Fig. 2.

F. Measurement pipeline technical
details and code comparison

In this section we specify the details of our fiducial
measurement pipeline. This includes the description of
pertinent optimizations we have used to reduce the memory
and increase the speed of our code, given the large number of
lens-source (and especially random-source) pairs that can be
found in theDESY3 samples.We also describe the details of
the successful comparison of the results of the fiducial code
(internally referred to as XCORR) with an independent pipe-
line (internally referred to as 2PT_PIPELINE).
Our measurement pipeline is based on the software

package TreeCorr2 [69] to measure the different two-point
correlation functions present in Eq. (17). Specifically, we
use the NGCORRELATION class from TreeCorr to perform the

shape-position correlations. We set the BSLOP parameter
from TreeCorr to zero in all our measurements, which
ensures there is no variance between different users in how
galaxy pairs are assigned into angular bins. Both for
performance optimization purposes and to obtain a jack-
knife covariance, we split the lens galaxies and random
points into 150 regions using the KMEANS

3 algorithm,
which given the footprint area of ∼4150 deg2 yields
regions of approximately 5 deg2 or ∼300 arcmin of length
assuming a square geometry (the largest angular scale we
measure is 250 arcmin). We then call TreeCorr to perform
the NGCORRELATION between each of the lens (and random)
patches and selected sources around each lens patch. Once
we have the measurement in each of the lens and random
patches, we sum all the correlations appropriately following
Eq. (17) to obtain our fiducial tangential shear measure-
ments. We also use the measurements in the different
patches to obtain a jackknife covariance for the boost factor
measurement and the corresponding diagonal uncertainties
used in Fig. 3.
The selection of sources around each lens patch signifi-

cantly reduces the amount of memory needed to complete
this calculation, and is achieved by building a HEALPIX

4

grid of NSIDE ¼ 4 for the source galaxies and selecting the
pixel in this grid corresponding to the center of each lens
patch together with all its surrounding HEALPIX pixels.
Then, we apply a further mask using a matching function
from ASTROPY [70] to only select source galaxies that are
within a distance of 1.5 times the maximum angular
separation we are interested in measuring. We do this in
a two-step process to minimize the amount of memory used
and increase speed, since the ASTROPY matching is more
precise but requires more memory and is slower. We have
tested that using this optimization does not result in any
loss of lens-source pairs. However, note that if a different
catalog is given to TreeCorr to build the tree, even if the
eventual number of pairs used for the measurements is
exactly the same, this will result in a small difference in the

TABLE III. Difference in χ2 of several measurement effects with respect to the fiducial measurements, using the
COSMOLIKE theoretical covariance (without point-mass marginalization). The impact of these effects is also shown
in Fig. 4 for the redMaGiC sample. The redMaGiC data vector has 400 data points, 152 at small scales (below
6h−1 Mpc) and 248 at large scales (above 6h−1 Mpc). The MagLim one has 480 data points, 176 at small angular
scales, and 304 at large scales.

Δχ2 redMaGiC Δχ2 MagLim

All scales R < 6h−1 Mpc R > 6h−1 Mpc All scales R < 6h−1 Mpc R > 6h−1 Mpc

Boost factor (included) 6.6 6.5 0.1 9.8 9.8 0.2
LSS weights (included) 4.2 1.1 3.1 5.4 0.69 4.8
NK shear response 0.0078 0.0076 0.0002 0.0071 0.0068 0.0006
TreeCorr approximation ∼1.5 ∼0.5 ∼1 ∼1.5 ∼0.5 ∼1

TABLE IV. hRi is the mean total METACALIBRATION response
for each of the source tomographic bins. hRγi is the mean shear
response and hRSi the mean selection response. R11 and R22 are
the diagonal elements of the mean response matrix, i.e., the mean
response for each ellipticity component with the artificial shear
applied in the same direction.

zs bin hRi hRγi hRSi hR11i hR22i

1 0.7682 0.7636 0.0046 0.7669 0.7695
2 0.7266 0.7182 0.0083 0.7258 0.7273
3 0.7014 0.6887 0.0126 0.7006 0.7022
4 0.6299 0.6154 0.0145 0.6296 0.6302

2https://github.com/rmjarvis/TreeCorr.

3https://github.com/esheldon/kmeans_radec.
4https://healpix.sourceforge.io/.
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measurements. This can be avoided using the brute force
option5 within TreeCorr, which is nonetheless much slower.
This approximation produces a Δχ2 ∼ 1 for our setup. We
also show the impact of using this approximation in Fig. 4,
where we can visualize the difference between the two
tangential shear measurements. Due to the increase in
speed and decrease in memory we achieve using this
approximation, and the very low significance of the effect,
we use it in our fiducial measurements.
We have compared the results of our fiducial measure-

ment pipeline applied and obtained a Δχ2 ≲ 1 for both
galaxy samples, with 400 data points for redMaGiC (or 480
for MagLim). We consider this result successful and also
want to take this opportunity to stress the importance of
comparing measurement pipelines in future analyses as
well, given that in our analysis it was very effective in
identifying bugs and sources of error we were not initially
considering. After this code comparison we compared with
a third pipeline (with the caveat that is also based on
TreeCorr) and also obtained a Δχ2 ≲ 1 to both of our
previous pipelines. The reason for these remaining
differences is that the different pipelines were building
the “trees” within TreeCorr in a different way.
In this whole section all the quoted Δχs are computed

using the theoretical covariance without including the
point-mass marginalization, therefore the real impact of
these effects on the 3 × 2 pt cosmological analysis could
actually be smaller given the effective increase of the
covariance due to point-mass marginalization, which is
especially important at small and intermediate scales, see
Sec. IV B for more details.

G. Blinding

In this work and within the 3 × 2 pt analysis we use a
two-level blinding scheme that consists of having the
following:
(1) Blinding at the catalog level: an unknown multipli-

cative factor has been applied to the ellipticity
measurements of all the source galaxies used in this
work until the moment of unblinding.

(2) Blinding at the two-point level: using the method
described inMuir et al. [71] wemodify the tangential-
shear two-point correlation function measurements,
effectively shifting them by a cosmology-dependent
factor. The shifted, and thus blinded, two-point
function has the property of preferentially looking

like the correlation function of another cosmologi-
cal model.

More details on the blinding criteria can be found in DES
Collaboration [22].

IV. MODELING THE TANGENTIAL SHEAR

The tangential shear is the main measurement used in
this paper as detailed in the previous section, and here we
describe how we model it in this work and within the DES
Y3 3 × 2 pt cosmological analysis. See also the DES Y3
3 × 2 pt methodology paper [72] for further descriptions
and the modeling of the other two-point correlation
functions. We start by describing the basic modeling
scheme, and then discuss the addition of several effects
to our model, such as the removal of small scale informa-
tion using the point-mass marginalization scheme, lens
magnification, intrinsic alignments, and a description of the
galaxy bias model. At the end we detail the comparison of
our fiducial modeling pipeline with an independent code.

A. Basic tangential shear modeling

The tangential shear two-point correlation function is a
transformation of the 2D galaxy-matter angular cross-
power spectrum Cgm, which in this work we perform using
the curved sky projection as detailed later in Eq. (24). First
we will describe how we can model Cgm and express it as a
projection of the 3D galaxy-matter power spectrum Pgm.
For a lens redshift bin i and a source redshift bin j, under
the Limber approximation [73,74] and assuming a flat
Universe cosmology we can write

Cij
gmðlÞ ¼

Z
dχ

Ni
lðχÞq

j
sðχÞ

χ2
Pgm

!
k ¼ lþ 1=2

χ
; zðχÞ

"
;

ð19Þ

where k is the 3D wave number, l is the 2D multipole
moment, χ is the comoving distance to redshift z, andNi

lðχÞ
and qjsðχÞ are the window functions of the given lens and
source populations of galaxies used in Limber’s approxi-
mation, which holds if the 3D galaxy overdensity field of
the lenses and the 3Dmatter overdensity field at the redshift
of the source galaxies vary on length scales much smaller
than the typical length scale of their respective window
functions in the line of sight direction. The lens window
function is defined as

Ni
lðχÞ ¼

nilðzÞ
n̄il

dz
dχ

; ð20Þ

where nil is the lens redshift distribution and n̄il is the mean
number density of the lens galaxies. The lensing window
function of the source galaxies is

5For count-count and kappa-kappa correlations, bin_-
slop=0 should always be identical to the brute force calculation.
However, for kappa-shear (or shear-shear) correlations they will
not be identical. The results will depend on the tree construction,
which divides galaxies into cells. Each shear in a tree cell is
projected onto the line joining the centers of the two cells, not the
line joining it with each point like in the full brute force
calculation. This effect can be alleviated using thinner angular
bins.
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qjsðχÞ ¼
3H2

0Ωm

2c2
χ

aðχÞ
gðχÞ; ð21Þ

where a is the scale factor and gðχÞ is the lensing efficiency
kernel:

gðχÞ ¼
Z

χlim

χ
dχ0

njsðzÞdz=dχ0

n̄js

χ0 − χ
χ0

; ð22Þ

with njsðzÞ being the redshift distribution of the source
galaxies, n̄js the mean number density of the source
galaxies, and χlim the limiting comoving distance of the
source galaxy sample.
Ultimately we want to relate the galaxy-matter power

spectrum to the matter power spectrum. In our fiducial
model we assume that lens galaxies trace the mass
distribution following a simple linear biasing model
(δg ¼ b δm), so the galaxy-matter power spectrum relates
to the matter power spectrum by a multiplicative galaxy
bias factor:

Pij
gm ¼ biPij

mm: ð23Þ

We summarize the tests we have performed to make this
modeling choice in Sec. VA, and see Pandey et al. [75] for
an extended description. We compute the nonlinear matter
power spectrum using the Takahashi et al. [76] version of
HALOFIT and the linear power spectrum is computed
with CAMB.6

1. Angular bin averaging and full sky projection

Given the galaxy-matter angular power spectra we can
obtain the tangential shear quantity via the following
transformation on the curved sky, as a function of angular
scale θ between lens and source galaxies:

γijt ðθÞ ¼
X

l

2lþ 1

4πlðlþ 1Þ
P2
lðcos θÞC

ij
gmðlÞ; ð24Þ

where P2
l are the associated Legendre polynomial. We

calculate the correlation functions within an angular bin
½θmin; θmax(, by carrying out the average over the angular
bin, i.e., replacing P2

lðcos θÞ with their bin-averaged
function P2

l, from Fang et al. [77]:

P2
lðθmin; θmaxÞ≡

R cos θmax
cos θmin

dxP2
lðxÞ

cos θmax − cos θmin

¼
½ðlþ 2

2lþ1ÞPl−1ðxÞ þ ð2 − lÞxPlðxÞ − 2
2lþ1Plþ1ðxÞ(

cos θmax
cos θmin

cos θmax − cos θmin
: ð25Þ

We show the effect of including the full-sky transform and
the bin-averaging implementation, given they are both new
in the Y3 modeling with respect to the Y1 one, versus using
the flat-sky approximation and no averaging in scales
within each angular bin in Fig. 5.
Note there is an additional effect from the variation

in the pair counts due to the survey geometry not taken
into account in Eq. (24), which we have found negligible
for the DES Y3 analysis setup. See Appendix B for more
details.

B. Removing small-scale information:
Point-mass marginalization

The tangential shear is a nonlocal quantity. This can be
appreciated expressing the tangential shear of a single
lens-source pair as a function of the excess surface mass
density ΔΣ:

FIG. 5. Illustration of the curved sky and angular bin averaging
effect to the tangential shear modeling. In the DES Y3 3 × 2 pt
cosmological analysis we model the tangential shear using the
curved sky transform (vs the flat sky approximation, used in the
DES Y1 3 × 2 pt analysis for instance) and we properly average
within the range of scales falling in each angular bin (vs just
picking one value in the middle of the bin, also employed in the
Y1 modeling). The effects are shown for the first lens tomo-
graphic bin and second source tomographic bin, but they are not
very dependent on redshift.

6https://camb.info/.
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γtðθÞ ¼
ΔΣðθÞ
Σcrit

; ð26Þ

where Σcrit is a geometrical factor that depends on the
angular diameter distances to the lens galaxy Dl, the one
between the lens and the source DLS and the one to the
source galaxy Ds, and is defined as

Σ−1
critðzl; zsÞ ¼

4πG
c2

DLSDl

Ds
if zs > zl; ð27Þ

and zero otherwise. Also, ΔΣ can be expanded as the
difference between the mean surface mass density below a
certain angular scale θ and the surface mass density at this
given scale:

ΔΣðθÞ ¼ Σ̄ð< θÞ − ΣðθÞ; ð28Þ

where the nonlocality of the tangential shear quantity
becomes apparent, since the tangential shear defined at
some θ value will always carry information of all the
scales below this value. This is the reason the scale cuts in
the DES Y1 3 × 2 pt cosmological analysis were higher
for the galaxy-galaxy lensing part (12 Mpc=h) than for the
galaxy clustering part (8 Mpc=h). In this analysis we
would need to apply an even more stringent cut due to the
smaller statistical uncertainties. Alternatively, it is pos-
sible to localize the tangential shear measurement. For
instance Park et al. [4] suggested applying a linear
transformation to the tangential shear observable to
remove this nonlocality. In this work and in the context
of the 3 × 2 pt DES Y3 cosmological analysis we decide
to account for this instead following MacCrann et al. [29].
Internal tests for the Y3 analysis have shown both
methods yielding very similar results in the recovered
cosmological constraints. MacCrann et al. [29] proposes
to analytically marginalize over a point-mass (PM) scaling
as R−2 with physical separation R between the lens and the
source galaxy, including some additional terms in the
tangential shear covariance coming from the uncertainty
in the model prediction of galaxy-matter correlation
function below a given scale. Starting by expressing the
point-mass term as an addition to the tangential shear
model for a given lens redshift bin i and source redshift
bin j as a function of angular separation:

γijt ðθÞ ¼ γijt;modelðθÞ þ
Aij

θ2
; ð29Þ

where Aij is the following function:

Aij ¼
Z

dzl

Z
dzsnilðzÞn

j
sðzÞBiðzlÞΣ−1

critðzl; zsÞD−2ðzlÞ;

ð30Þ

which depends on the point-mass Bi we want to margin-
alize over. In general Bi can evolve within the lens bin but
given the tomographic binning scheme of our lens sample,
we can assume the lens redshift bins are narrow enough so
that we can approximate the previous equation to

Aij ≈ Bi
Z

dzl

Z
dzsnilðzÞn

j
sðzÞΣ−1

critðzl; zsÞD−2ðzlÞ; ð31Þ

≡ Biβij: ð32Þ

This is advantageous because in this case the βij param-
eters can be naturally constrained from the data itself via
implicit shear-ratio information. In other words, some of
the constraining power of the tangential shear measure-
ments, and in particular the geometrical information, is
naturally used within the 3 × 2 pt combination to con-
strain the βij parameters. Then, given the simple form of
this contamination model (e.g., the scale dependence is
not dependent on cosmology or the lens galaxy proper-
ties), this term can be analytically marginalized, i.e. we
only need to add some terms to the tangential shear
covariance matrix to effectively “remove” information
below the angular scale θ. We perform an analytic
marginalization over all Bi, which can be done by adding
the following terms to the original tangential shear
covariance matrix C to become [29,78]

CþPM
ijθ;i0j0θ0 ¼

&Cijθ;i0j0θ0 þ σ2Bi
βij=θ2 · σ2B0

i
βi0j0=θ02 if i ¼ i0

Cijθ;i0j0θ0 if i ≠ i0

ð33Þ

under the narrow lens bin approximation. σ2Bi
is the width

of the Gaussian prior on Bi we want to marginalize over.
In this work, we choose to adopt an uninformative prior
and take the limit σ2Bi

→ ∞. This is because for the chosen
scale cuts of 6 Mpc=h the point-mass is dominated by the
2-halo regime (see Appendix A from Pandey et al. [75]).
In the 3 × 2 pt likelihood we will eventually need the
inverse of the covariance matrix, instead of the covariance
matrix itself. For the infinite prior case on σ2Bi

, the inverse
covariance matrix can be written as [29]

C−1;þPM ¼ C−1 − C−1VðVTC−1VÞ−1VTC−1; ð34Þ

where V is a Nd × Nlens matrix with the ith column being
βij=θ2 and Nd ¼ NθNlensNsource being the number of
elements in the data vector, Nlens the number of lens
redshift bins and Nsource the number of source tomo-
graphic bins. In Fig. 6 we show the change in the
tangential shear inverse covariance matrix this produces.
The changes in the inverse covariance are larger for the
lower lens redshift bins due to the fact that at lower
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redshift a given angular scale corresponds to a larger
physical scale than at higher redshift. The changes are also
larger where the signal is bigger, i.e. for the lens-source
combinations which are more separated in redshift. The
SNR of the tangential shear measurements changes from
∼55 to ∼28 for the redMaGiC sample when the point-mass
marginalization is applied to the inverse covariance.7 For
MagLim the change in SNR is from ∼67 to ∼32. See also
Pandey et al. [75] for further details on the implementa-
tion of the point-mass marginalization in the DES Y3 3 ×
2 pt analysis.

C. Lens magnification

Lens magnification is the effect of magnification pro-
duced on the lens galaxy sample by the structure that is
between the lens galaxies and the observer. In this section
we describe how lens magnification affects the galaxy-
galaxy measurements, how significant the effect is for the
tangential shear probe, and how we model it. See Elvin-
Poole, MacCrann et al. [40] for further details regarding
lens magnification within the DES Y3 analysis. This effect
has also been studied for galaxy-galaxy lensing recently in
Unruh et al. [79].

In the weak gravitational lensing picture, besides having
shape distortions described by the shear, the solid angle
spanned by the image is changed compared to the solid
angle covered by the source by the so-called magnification
factor μ. This change in solid angle can alter the number
density of a given sample via two different mechanisms:
(1) the number density decreases by a factor μ due the sky
being locally stretched by the same factor and (2) since the
area increases but the surface brightness is conserved, the
flux of individual galaxies rises, and some galaxies that
would otherwise not have been detected pass the relevant
flux threshold for a particular sample. These are two
competing effects and the dominant one depends on the
specifics of the galaxy sample. Then, to understand how
lens magnification affects the tangential shear measure-
ments, it is useful to express the observed density contrast
for the lens sample as the sum of the intrinsic galaxy
density contrast and the “artificial” one produced by lens
magnification:

δobsg ¼ δintg þ δmag
g : ð35Þ

Then we can make the assumption that the change in
number density produced by magnification is proportional
to the convergence [40]. In that case, we can write

δmag
g ðθÞ ¼ CκlðθÞ; ð36Þ

where κl is the convergence field at the lens redshift and C
is just a proportionality factor. At this point we can separate
the area effect and the flux effect on the number density
change: Ctotal ¼ Carea þ Cflux, since it can be shown that
Carea ¼ −2 [40] whileCflux will depend on the sample. That
is why this proportionality factor is usually written in the
literature as Ctotal ¼ 2ðα − 1Þ, where α is a property of the
sample and is equivalent to Cflux=2. From now on we will
adopt the “α notation” since it is more commonly used.
Lens magnification becomes relevant because the change

in number density produced to the lens sample is correlated
with the large scale structure that is between the lens
galaxies and the observer. That means that for a given
sample of lens galaxies, some lines of sight with, for
instance, more matter between the lens galaxies and us
could be oversampled if α > 1, or down sampled if α < 1,
and the tangential shear measurement would be biased, as
seen in the following equation:

hδobsg γi¼ hδintg γiþ 2ðα− 1Þhκlγi¼ hδintg γiþ 2ðα− 1Þhκlγi:
ð37Þ

The first term is just the usual galaxy-galaxy lensing signal,
modeled for the tangential shear as given by Eqs. (19) and
(24), and the additional lens magnification term is modeled
in the following way before performing the projection to
real space:

FIG. 6. Difference in the tangential shear inverse covariance
matrix between the cases assuming including the point-mass
correlation or not, C−1;þPM − C−1. We illustrate this using the
redMaGiC sample and the > 6 Mpc=h scale cut. The difference is
especially noticeable at small scales. Solid lines separate lens
tomographic bins and dotted lines source tomographic bins.

7The SNR is computed here and elsewhere in the paper asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
χ2 − Ndp

q
, where χ2 ¼ γt;dataC−1γt;data, Ndp is the number of

data points in the data vector and C−1 is the inverse theoretical
covariance.
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Cij
mmðlÞ ¼

Z
dχ

qilðχÞq
j
sðχÞ

χ2
Pmm

!
k ¼ lþ 1=2

χ
; zðχÞ

"
;

ð38Þ

where the lensing window functions qs is defined in
Eq. (21), and the analogous window function for the lens
sample is given by ql. The i index represents the lens
tomographic bin and j the source one. The tangential
shear model including the lens magnification term can be
written as

γijt ðθÞ ¼
X

l

2lþ 1

4πlðlþ 1Þ

× P2
lðcos θÞ½C

ij
gmðlÞ þ 2ðαi − 1ÞCij

mmðlÞ(; ð39Þ

following the curved sky projection.
The αi parameters have been carefully measured and

extensively checked for both of the lens samples used in
this work in Everett et al. [40], using realistic N-body
simulations and BALROG image simulations [54]. In this
work and within 3 × 2 pt, we use the BALROG αi estimates
for the fiducial model, shown in Table I.

D. Intrinsic alignment model

In our tangential shear estimator from Eq. (18) we are
averaging the ellipticity components to extract the shear.
However the observed ellipticity of a galaxy eobs is related
to the shear by [80]

eobs ¼ eint þ g
1þ g)eint

; ð40Þ

where in this equation all variables are complex numbers,
g ¼ γ=ð1 − κÞ is the reduced shear and g) is the complex
conjugate of g. In the weak lensing regime κ ≪ 1, γ ≪ 1
and we can then approximate the above equation to (we test
this approximation in Sec. V C 1):

eobs ≈ γ þ eint: ð41Þ

Thus, when averaging observed ellipticities we will only
recover the shear if the intrinsic component of the ellipticity
vanishes after averaging over many lens-source pairs.
However this is not the case since the intrinsic component
of the ellipticity, that is, the orientation of the source
galaxies themselves, is correlated with the underlying large
scale structure, and therefore with the lenses tracing this
structure. We call this effect intrinsic alignments. This
effect is only present in galaxy-galaxy lensing measure-
ments if the lens and source galaxies overlap in redshift. To
model galaxy intrinsic alignments, we employ the TATT
(Blazek et al. [27]) and NLA (nonlinear linear alignment,
Hirata and Seljak [81]) models.

It is typically assumed that the correlated component of
intrinsic galaxy shapes is determined by the large scale
cosmological tidal field s. The simplest relationship, which
should dominate on large scales and for central galaxies, is
when galaxy shapes align linearly with the background
tidal field. This is what the NLA model is based on. More
complex alignment processes, including tidal torquing, are
relevant for determining the angular momentum of spiral
galaxies and therefore their intrinsic orientation. The TATT
model includes this additional component and is therefore
better suited to describe the IA effects in a source sample
that includes both red and blue galaxies. In nonlinear
cosmological perturbation theory, we can write the intrinsic
galaxy shape field, measured at the location of source
galaxies, as an expansion of the density and tidal fields:

eintij ¼ A1sij þ A1δδsij þ A2sikskj þ & & & ; ð42Þ

where only here we use the i, j, k letters to label the indices
for a spin-2 tensor (elsewhere they denote redshift bins). In
this expansion, using only the first “linear” A1 term
corresponds to the NLA model (when the nonlinear power
spectrum is used for density correlations), while using all
three parameters corresponds to the TATT model. A2

captures the quadratic contribution from tidal torquing
and A1δ can be seen as a contribution from “density
weighting” the tidal alignment contribution: we only
observe IAs where there are galaxies, which contributes
this additional term at next to leading order. The relevant
two-point correlation for galaxy-galaxy lensing is
expressed through the galaxy-intrinsic power spectrum:

PgI ¼ bPGI; ð43Þ

where b is the linear bias of the lens galaxies. While there
are terms involving the correlation of IA and nonlinear
galaxy bias, they are not included in our analysis here.
These terms should be subdominant in the context of the
TATT model and can be largely captured through the free
bTA parameter defined in Eq. (48) (see, e.g., Blazek et al.
[82]). PGIðkÞ is the lensing-intrinsic power spectrum which
we will write for both the NLA and TATT models. For the
NLA model, cross-correlating the tangential component
eint from the first term of Eq. (42) with the lens galaxy
density field we can write the lensing-intrinsic power
spectrum:

PGIðk;zÞ ¼ hδgeintt i¼ A1hδgsEi¼ A1Pmmðk;zÞ; ½NLA(
ð44Þ

where sE is the E-mode of the tidal field, and the last step is
only possible because Pmm is actually the same as PmsE (but
not in real space). Then, in the NLA model the IA power
spectra are of the same shape as the matter power spectrum
but are subject to a redshift-dependent rescaling, since we
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parametrize A1 as A1ðzÞ, as defined below. For the TATT
model, we perform the same expansion but now using all
the terms from Eq. (42) to reach

PGIðk; zÞ ¼ A1hδgsEiþ A1δhδgδsEiþ A2hδgsEsEi
¼ A1Pmmðk; zÞ þ A1δP0j0Eðk; zÞ þ A2P0jE2ðk; zÞ:
½TATT( ð45Þ

In this work, these terms are evaluated using FAST-PT (Fang
et al. [83], McEwen et al. [84]), as implemented in
COSMOSIS. The full expressions for these power spectra
can be found in Blazek et al. [see Eqs. (37)–(39) and
Appendix A in [27]]. In our TATT model implementation
A1, A2, and A1δ are all redshift-dependent quantities,
defined as

A1ðzÞ ¼ −a1C̄1

ρcritΩm

DðzÞ

!
1þ z
1þ z0

"
η1
; ð46Þ

A2ðzÞ ¼ 5a2C̄1

ρcritΩm

D2ðzÞ

!
1þ z
1þ z0

"
η2
; ð47Þ

A1δðzÞ ¼ bTAA1ðzÞ; ð48Þ

where C̄1 is a normalization constant, by convention fixed
at a value C̄1 ¼ 5 × 10−14 M⊙h−2 Mpc2, obtained from
SuperCOSMOS (see Brown et al. [85]). The denominator
z0 is a pivot redshift, which we fix to the value 0.62, the
same as the value used in DES Y1 3 × 2 pt analysis. The
dimensionless amplitudes ða1; a2Þ and power law indices
ðη1; η2Þ are free parameters in the TATT model, as well as
the bTA parameter which accounts for the fact that the shape
field is preferentially sampled in overdense regions.
Finally, the angular power spectrum of this IA contri-

bution to galaxy-galaxy lensing is the relevant line-of-sight
integral:

FIG. 7. This plots shows the contribution from each of the components of our model at the best-fit values from the 3 × 2 pt result for
the MagLim sample and the total model (black line), as obtained from Eq. (53). The contribution from the coupling of IAs and lens
magnification is very close to zero.
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Cij
gIðlÞ ¼

Z
dχ

Ni
lðχÞN

j
sðχÞ

χ2
PgI

!
k ¼ lþ 1=2

χ
; zðχÞ

"
:

ð49Þ

1. Lens magnif ication × intrinsic alignments term

Similarly, there is the contribution from the correlation
between lens magnification and source intrinsic align-
ments, which is also included in our fiducial model:

Cij
mIðlÞ ¼

Z
dχ

qilðχÞN
j
sðχÞ

χ2
PmI

!
k ¼ lþ 1=2

χ
; zðχÞ

"
;

ð50Þ

where PmIðkÞ ¼ PGIðkÞ.

E. Full tangential shear model

Our tangential shear fiducial model includes the lens
magnification term, intrinsic alignments and cross
terms between lens magnification and IAs and can be
written as

γijt ðθÞ ¼
X

l

2lþ 1

4πlðlþ 1Þ
P2
lðcos θÞ

× ½Cij
gmðlÞ þ 2ðαi − 1Þ

× ðCij
mmðlÞ þ Cij

mIðlÞÞ þ Cij
gIðlÞ(;

following the curved sky projection. We show the different
contributions to our model in Fig. 7 with the free param-
eters evaluated at the 3 × 2 pt best-fit. For the IA param-
eters these correspond to A1 ¼ 0.60, A2 ¼ −0.16,
α1 ¼ 4.2, α2 ¼ 3.8, and bTA ¼ 0.074.

F. Modeling pipeline technical details and code
comparison

We use the COSMOSIS framework [86] to compute the
theoretical modeling. The output from COSMOSIS has been
compared with that of COSMOLIKE [87] and reached an
agreement of Δχ2 < 0.1 for the tangential shear part after
scale cuts (> 6 Mpc=h), which includes 248 points. The
main differences between the two codes are that
(1) COSMOSIS uses CAMB while COSMOLIKE uses CLASS,
even though they are interchangeable for the DES Y3 3 ×
2 pt analysis and (2) they use completely independent
interpolation and integration schemes. Equivalently as for
the measurement code, we stress the importance of per-
forming such comparisons due to its effectiveness in
identifying unexpected sources of error.

V. MODEL VALIDATION

We now summarize the validation of the model for the
galaxy-galaxy lensing signal described in Krause et al. [72]
for all the probes, by exploring and illustrating the impact
of several modeling effects and choices that are relevant to
galaxy-galaxy lensing. The fiducial model, which includes
several effects such as intrinsic alignments or lens magni-
fication, is described in Sec. IV. We explore the impact of
several effects that are not included in the fiducial model-
ing, in particular those concerning nonlinear galaxy bias
modeling, baryonic effects on the power spectrum, the
effect of reduced shear, source magnification, and source
clustering, and their interplay. Within the DES Y3 3 × 2 pt
analysis, we have adopted the threshold of 0.3σ changes in
the Ωm − S8 plane to decide whether some effect is
significant enough to be included in the fiducial model
before unblinding.

A. Galaxy bias model and baryonic effects

In our fiducial model we assume a linear galaxy bias
relation between the matter power spectrum and the galaxy-
matter cross-power spectrum, as written in Eq. (23). Also
we do not include baryonic contributions to the nonlinear
matter spectrum we assume, given by the Takahashi et al.
[76] version from HALOFIT. In order to validate the
applicability of both of these choices on scales greater
than 6 Mpc=h, we analyze a simulated galaxy-galaxy
lensing data vector that receives contributions from non-
linearities due to nonlinear galaxy biasing and baryonic
feedback. The nonlinear bias contribution to this contami-
nated simulated datavector was generated using 1-loop
perturbation theory (see Desjacques et al. [88] for a review)
at parameter values motivated from analyzing 3D statistics
in MICE simulations (see Pandey et al. [75,89] for more
details). In Fig. 8 we illustrate the difference between the
simulated data vector contaminated by baryonic effects and
nonlinear galaxy biasing as detailed above, and the fiducial
vector, in comparison with the theoretical uncertainties, for
illustrative purposes. We also show each of the effects
separately in the same figure. When compared with the
uncertainties without point-mass marginalization (with
darker shade in that figure), we find that they are not large
enough to account for the differences between the two
vectors, but once the point-mass marginalization is in place,
the difference is always smaller than the uncertainties. Here
the uncertainties from point-mass are obtained using a
finite point-mass of 5 × 1013 M⊙—otherwise the inverse
covariance from Eq. (34) is not invertible. Then this
contaminated galaxy-galaxy lensing datavector is analyzed
with the fiducial linear bias model in conjunction with
galaxy clustering and cosmic shear. The bias in recovered
cosmological parameters is less than 0.3σ from the input
truth values (see Pandey et al. [75] and Krause et al. [72]
for more details).
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B. Halo occupation distribution model

In Fig. 8 we also show a simulated data vector produced
with the halo occupation distribution model (HOD) devel-
oped in Zacharegkas et al. [24]. In their paper they fit the
HOD model to tangential shear measurements of the
redMaGiC and the MagLim sample from 0.25 to 250 arcmin,
divided into 30 angular bins. In Zacharegkas et al. [24] only
the highest SNR lens-source redshift bins combinations are
used to fit the HOD model, which are the ones where the
lens and the source galaxies are more separated in redshift.
In Fig. 8 the HOD line corresponds to their best-fit HOD
model of the redMaGiC sample, which we compare with the
fiducial model used in the 3 × 2 pt cosmological analysis.
As expected, the HOD and the 3 × 2 pt model agree on
large scales but they show strong deviations at smaller
scales. Also note the data-informed HOD model shows
smaller differences with respect to the fiducial model than

the baryonsþ nonlinear bias contaminated data vector
which has been used to define the scale cuts, validating
it as a conservative choice.

C. Reduced shear, source magnification,
and source clustering

We now consider the impact of the reduced shear
approximation, and the source magnification and source
clustering effects, which are all connected to each other as
well as to the lens magnification and IA terms which we
described in Secs. IV C and IV D, respectively. In this
section we will write the contribution to position-shape
correlations of all these effects. In Sec. V C 1 we will
describe in more detail the reduced shear approximation
and the tests we have performed to validate it, and in
Sec. V C 2 we focus on source magnification and source
clustering. This work has been performed following Krause

FIG. 8. In this figure we show the difference between a simulated data vector contaminated with baryonic effects and nonlinear galaxy
bias with respect to the fiducial model (linear bias and HALOFIT nonlinear matter power spectrum), and the equivalent difference for an
HOD contaminated data vector using the model and results from Zacharegkas et al. [24]. The darker blue shaded regions indicate the
uncertainties coming from the theory covariance without point-mass marginalization and the lighter ones including the point-mass
marginalization. The dashed vertical black lines indicate the 6 Mpc=h scale cuts. For more details see Secs. VA and V B.
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et al. [72], which studies second-order effects not only to
galaxy-galaxy lensing but to the other correlation functions
and where the full expressions for each of the effects can be
found. Here we summarize their conclusions affecting the
galaxy-galaxy lensing observable and illustrate some of the
effects at the two-point function level. We also expand on
the relation of the source magnification and source cluster-
ing effects with the tangential shear estimator presented in
this work.
We can start bywriting the observed lens galaxy density as

we derived in Sec. IV C, including the lens magnification
term:

δobsg ¼ δintg þ δmag
g ¼ δintg þ Clκl; ð51Þ

and then we can also write the observed ellipticity eobs as the
following expression, which includes the higher-order
effects of reduced shear, with a (1þ κs) factor after using
a Taylor expansion, where κs is the convergence field at the
redshift of the sources, intrinsic alignments produced by the
intrinsic ellipticity eint, source clustering represented by δs,
sourcemagnificationCsκs (following the analogous notation
as for lens magnification):

eobs ¼ ðγð1þ κsÞ þ eintÞð1þ δs þ CsκsÞ: ð52Þ

Correlating these two fields gives

hδobsg eobsi ¼ hðδintg þ ClκlÞðγð1þ κsÞ þ eintÞð1þ δs þ CsκsÞi
¼ hδintg γi

|fflffl{zfflffl}
signal

þ Clhκlγi|fflfflffl{zfflfflffl}
lens mag

þ hδintg einti
|fflfflfflffl{zfflfflfflffl}

IA

þ Clhκleinti|fflfflfflfflffl{zfflfflfflfflffl}
lensmagþIA

þ hδintg eintδsi|fflfflfflfflfflffl{zfflfflfflfflfflffl}
IAþsource clu

þ ð1þ CsÞhδintg γκsi|fflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflffl}
red: shear or source mag

þ hδintg γδsi|fflfflfflffl{zfflfflfflffl}
source clu

þ Clð1þ CsÞhκlγκsi|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
lensmagþðred shear or sourcemagÞ

þ Cshδintg eintκsi|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}
IAþsourcemag

þ & & & ; ð53Þ

where the first terms in the expansion are included in our
model, that is, lens magnification, IAs, and lens magnifica-
tion coupled with IAs, and IAs coupled to source clustering.
Then, we have computed the next term that appears, which
includes contributions from reduced shear and source mag-
nification independently (they are only grouped together
since the terms have the same form). We have also estimated
the source clustering term and found it negligible [72].
Importantly, as discussed in [72], these correlations must
be calculated in three dimensions and thenprojected along the
line of sight. We have not computed the rest of the terms, but
given thatwe find the reduced shear and sourcemagnification
terms negligible with the current uncertainties, we expect
them to also be negligible, being even smaller than the terms
we have computed. Also, we have omitted terms which are
not written in the equation above involving correlations of
four fields, as well as two terms involving lens magnification
coupled with source clustering and IAs, which we expect to
be very small.

1. Reduced shear

Whena galaxy isweakly lensed, the change in its observed
ellipticity is proportional to the reduced shear, g, which is
related to both the shear and the convergence as

g ¼ γ
1 − κ

≃ γð1þ κÞ; ð54Þ

using a Taylor expansion in the last step. Since jγj; jκj ≪ 1
for individual galaxies in the weak lensing regime, the

reduced shear is typically approximated by the shear, in
what is known as the reduced shear approximation. In this
work we make use of this approximation, and here we test
whether that is sufficient for the current analysis, given DES
Y3 uncertainties.
After performing the expansion correlating with the

observed density field in Eq. (53), we have computed the
reduced shear term hδintg γκsi using COSMOLIKE—see Eq. (42)
from Krause et al. [72] for the expression with the expanded
integrals using tree-level perturbation theory. We have also
estimated the impact of the reduced shear approximation
using the BUZZARD N-body simulations, directly comparing
the tangential shear measurements obtained with true shear
compared with the shear contaminated with the ð1 − κÞ−1
factor. In Fig. 9 we compare the different estimates of the
reduced shear effect to the tangential shear estimator,
including two theoretical estimates using a tree-level bispec-
trum based on the nonlinear power spectrum Pnl or on the
linear power spectrum Plin. The tree-level bispectrum with
Pnl is known to not be an accurate model and the numbers
obtained from that are useful as an upper limit only. The
BUZZARD estimate is expected to be themost accurate at large
scales and intermediate scales, with the only the limiting
factors being limited resolution at the smallest scales,
especially for the low lens redshift bins, and some level of
noise from themeasurements. Still, to perform the robustness
tests we use the largest estimate of the three to be
conservative. Comparing the addition of reduced shear using
the theoretical estimate with the tree-level Pnl with the

J. PRAT et al. PHYS. REV. D 105, 083528 (2022)

083528-22



fiducial modeling, we find a Δχ2 ¼ 0.45 after the scale cuts
of 6 Mpc=h without point mass marginalization and Δχ2 ¼
0.15 with PM marginalization. This translates to a shift of
0.07σ in the 2D Ωm-S8 plane [72]. Within the DES Y3 3 ×
2 pt analysis, we have adopted the threshold of 0.3σ shifts in
theΩm-S8 plane to decide whether some effect is significant
enough to be included in the fiducial model. Therefore we
found the reduced shear approximation to be good enough
for the 3 × 2 pt DES Y3 analysis. In this work we have not
computed the term that comes out of the coupling between
lens magnification and reduced shear since it would be
smaller than the reduced shear only term, and therefore
negligible for our analysis. However, this termmight become
important in future analyses.

2. Source magnification and source clustering

Here we consider the effects of source magnification and
source clustering, which both impact the observed source

number density. Given our choice of estimator for the
tangential shear signal, Eq. (18), we are sensitive to the
density of source galaxies in three ways: (1) the boost
factors, (2) intrinsic alignments, and (3) the relative
weighting of lenses and sources in the sample given that
we are averaging the tangential shear in lens-source galaxy
pairs. The boost factors, which come from the excess
number of lens-source pairs due to clustering, are discussed
in Sec. III B. We correct for this effect on the measurement
side to match the theoretical predictions for the tangential
shear signal that use the mean survey nðzÞ. The impact
of intrinsic alignments is modulated by the number of
observed source galaxies. Thus, any correlation between
intrinsic galaxy ellipticity and observed source density can
appear in the signal.
The third effect above arises because the tangential shear

signal is weighted by the source positions, both their
angular positions and redshifts. Lenses with more observed

FIG. 9. Reduced shear impact on the tangential shear quantity for the redMaGiC sample. We compare the results from N-body
BUZZARD simulations to the ones using theoretical predictions from COSMOLIKE both with tree-level nonlinear power spectrum, labeled
as PNL, and with linear theory, labeled as Plin. See Krause et al. [72] for the theoretical expressions used for these predictions. The
vertical gray shading corresponds to the 6 Mpc=h scale cuts and the blue shading to the tangential shear uncertainties. The numbers in
each panel correspond to the lens and source redshift bins, in that order.
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background sources will receive more weight in the signal.
This effect can potentially bias the tangential shear signal
when the source observed density is correlated with the lens
density, for instance via magnification or when lenses and
sources overlap in redshift. It could be partially removed if
we averaged the tangential shear for each lens galaxy and
then we averaged again over all lenses to ensure that they
are weighted equally, modulo the lens weights themselves
(e.g., Taylor et al. [90]). However, we choose to average the
tangential shear in lens-source pairs because of the sig-
nificant increase in SNR this method yields, due to optimal
handling of shape noise.
We note that if we had access to the true scale-dependent

nðz; θÞ, giving the relevant source number density as a
function of separation from lens positions, we could
accurately model the tangential shear signal, including
the impact of source magnification and source clustering,
and without needing any boost factor correction in the
measurement since the impact of lens-source clustering on
the redshift distributions would naturally be accounted for
in the model. However, this information is not readily
available in photometric surveys, and thus we instead test
how significant these contributions are.
Source clustering refers to the clustering of source

galaxies due to large scale structure. This implies we are
more likely to find a galaxy for shear estimation in regions
that are overdense in the underlying density field. As long
as the source and the lens redshift are well separated, the
large scale structure at the source redshift is not correlated
with that at lens redshift, and therefore, even if we will still
be weighting the lens galaxies in front of these over-
densities more, this will not bias our signal. Alternatively, if
there is some correlation between the large scale structure
at the redshift of the source galaxy δs and the one at lens
redshift δl this can potentially bias our tangential shear
estimator. To test the impact of source clustering, we use
the following transformation when computing the integrals
developed in Krause et al. [72]:

nsðχÞ → nsðχÞ½1þ δð3DÞs ðn̂χ; χÞ(; ð55Þ

which applies the transformation at the source redshift
distribution level, with n̂ being a line of sight unity vector.
The resulting contribution to the lensing correlations is

very small, and indeed it vanishes in the Limber approxi-
mation, because sources at the lens redshift are not lensed.
However, an analogous contribution exists for the source
clustering-IA term, which is more important since IAs arise
when lenses and sources are physically nearby, i.e. the
same regime where they are clustered. We account for this
in our fiducial TATT model perturbatively using the bTA
parameter defined in Eq. (48) (also see Blazek et al. [82]).
Note that the contributions discussed here are different

from the boost factor correction, which must be applied for
Eq. (53) to hold—i.e. it is written assuming that hδobsg eobsi is

normalized by the “random-random” number of pairs in the
tangential shear estimator since the terms are computed
using the mean survey nðzÞs.
Source magnification refers to the magnification pro-

duced to source galaxies by the large scale structure in front
of them. Because of magnification, the number density of
source galaxies will be influenced by the overdensities or
underdensities present at the lens redshift bin in particular.
Thus, given our tangential shear estimator, lines of sight
with higher matter densities will be weighted differently
than those with less matter, potentially biasing the tangen-
tial shear signal. The impact depends on the characteristics
of the source sample, specifically on whether the magni-
fication factor Cs [analog to the one defined in Eq. (51) for
the lens sample] is positive or negative. For the same reason
as for the source clustering case, we also model the
correction at the three-dimensional nðzÞ level. When
combining both effects this leads to [72]

nsðχÞ → nsðχÞ½1þ δð3DÞs ðn̂χ; χÞ(½1þ Csκðn̂; zÞ(: ð56Þ

Using COSMOLIKE we have computed the term that includes
both reduced shear and source magnification, which has the
same form as the term with only reduced shear but also
including the factorCs that determines the strength of source
magnification and is sample dependent. Analogously as for
the lens sample (see Sec. IV C) we can change the notation
to Cs ¼ 2ðαs − 1Þ. Elvin-Poole, MacCrann et al. [40] has
measured αs for the DES Y3 shape catalog, using BALROG

[54] and obtained the values shown in Table I for each of the
source bins. Using these estimates for the magnification
coefficients,weobtained aΔχ2 ¼ 1.8 for the tangential shear
part after scales cuts of > 6 Mpc=h without point-mass
marginalization (1.3 with PM marginalization) and a corre-
sponding shift of 0.128σ in the 2D Ωm-S8 plane. These
estimates are basedon the tree-level bispectrummodels using
the nonlinear power spectrum. We therefore do not find the
combination of source magnification and reduced shear
significant for this analysis, but it is possible this already
becomes relevant for DES Y6 data. Regarding the coupling
between lens magnification, source magnification, and
reduced shear, we have not computed this term since it will
be smaller than the one we have found negligible in the
current analysis.

D. Deflection effects

Galaxies at z ∼ 1 are typically deflected ∼1 arcmin by
the large scale structure in front of them [91]. This could in
principle significantly affect our estimation of the galaxy
positions, both lenses and sources, and therefore the
estimated angular separation between a given lens-source
pair. However, it is important to note that for source
galaxies, which are the ones that will generally be experi-
encing more deflection, the original position does not
actually matter. The only relevant position is where the
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FIG. 10. Cross-component of the galaxy-galaxy lensing signal around redMaGiC (top) and MagLim (bottom) lenses. The same lens-
source bin combinations used for the tangential galaxy shear measurements have been considered.
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light from the source galaxy is lensed by the foreground
galaxy; thus we only need to consider the deflection
experienced between the redshift of the lens and the
observer. Lens galaxies will also be deflected. Hence,
the error that will propagate into the estimation of the
angular separation between a given lens-source pair comes
from the difference between the deflection angles of the
source and lens galaxies between the lens redshift and us.
This difference, Δα⃗, will generally be larger for larger
angular separations, since the gravitational potential along
more separated lines of sight will differ more. The relevant
component of Δα⃗ (the one propagating to angular separa-
tions) can be as large as ∼0.6 arcmin for zl ¼ 1 at the
maximum angular separation used in this analysis, of
250 arcmin, and lower for smaller separations and lens
redshift. At lens redshift zl ¼ 1 and θ ¼ 10 arcmin, the
error on the spatial separation between the source and the
lens is about 1%, and 0.2% for θ ¼ 250 arcmin [91]. We do
not expect such errors to significantly impact the results
presented in this paper nor in the DES Y3 cosmological
analysis, but might need to be considered in future
generation surveys.
There is a second effect to be considered. Since the

relative position of a given lens-source plane will be
affected by the difference in the deflection angles, this
induces an error on the projection of the Cartesian
ellipticity components to the tangential, as illustrated in
Fig. 3 of Chang and Jain [91]. This is also a second-order
effect and is still below a percent [91]. For the cross-
component of the shear this becomes a first-order effect.
Since we do not measure any signal in γ× (see Sec. VI A)
we conclude that this is not significantly impacting our
tangential shear measurements but might become relevant
in future datasets.

VI. MEASUREMENT ROBUSTNESS TESTS

In the previous section we have explored the impact of
several effects on our modeling of the galaxy-galaxy
lensing signal. Similarly, we can assess the robustness of
the galaxy-galaxy lensing measurement using DES Y3
data. In this section, we perform a series of tests that should
produce a null signal when applied to true gravitational
shear, but whose nonzero measurement, if significant,
would be an indication of systematic errors leaking into
the main galaxy-galaxy lensing observable. Other tests of
the shear measurement, but not specific to galaxy-galaxy
lensing, are presented in Gatti, Sheldon et al. [35].

A. Cross-component

The mean cross-component of the shear γ×, which is
rotated 45 degrees with respect to the tangential shear γt, is
expected to be compatible with zero if the shear is produced
by gravitational lensing alone, because all the galaxy-
galaxy lensing signal is captured by the tangential shear.

The cross-component should also vanish in the presence of
systematic effects that are invariant under parity.
In Fig. 10 we show the resulting cross-shear measured

around MagLim and redMaGiC lenses (including random
point subtraction, but not boost factors) for the exact same
bin specifications used for the tangential shear. In that
figure we use jackknife uncertainties (see Appendix C for a
comparison of jackknife uncertainties to theoretical ones).
In order to quantitatively assess the compatibility of the
cross-shear with a null signal, we compute the χ2 of our
measurements against a null signal. In Fig. 11 we present
the null χ2 histogram coming from all the lens-source bin
combinations of γ×, computed using the jackknife covari-
ance for each lens-source bin. Note that we neglect any
cross-covariance that might exist between different lens-
source pairs (see Appendix A for a justification based on
lognormal simulations). We consider both the MagLim and
redMaGiC samples. In order to compute the χ2 ¼ γT×C−1γ×
we need an estimate of the inverse of the covariance matrix.
Given the fact that jackknife covariances contain a signifi-
cant level of noise, we correct for the biased estimation of
the covariance matrix with the Hartlap correcting factor,
that, while not mathematically exact in the case of
nonindependent realisations, it was shown by Hartlap et al.
[92] to yield accurate results also in this case. Therefore, we
multiply the inverse covariance matrix by ðNJK − p − 2Þ=
ðNJK − 1Þ, where NJK is the number of jackknife (JK)
regions (150 in our case) and p the number of angular bins

FIG. 11. Null χ2 distribution for all the lens and source redshift
bin combinations of the cross-component of the galaxy-galaxy
lensing signal compared to the expected χ2 for 20 degrees of
freedom. The blue histogram represents the MagLim lenses, while
the orange histogram stands for redMaGiC lenses. In both cases
the histogram is comparable to the expected χ2 distribution. We
conclude that the γ× measurements are compatible with a null
signal.
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(20 in our case). As can be seen from the figure, our results
are consistent with a null signal. Note that for this test we
have used all angular scales. Therefore, our cross-shear
measurements are compatible with zero at all scales, not
only at the ones used for the galaxy-galaxy lensing probe in
the DES Y3 3 × 2 pt cosmological analysis. However, we
have also checked the results considering only the largest
scales (above one degree) and obtained a very good
agreement with a null signal.

B. Point spread function residuals

The estimation of source galaxy shapes involves their
modeling after being convolved with the point spread
function (PSF) pattern, which depends on the atmosphere
and the telescope optics and which is characterized using
stars in our data sample [35]. Here we test the impact of
PSF modeling residuals on the galaxy-galaxy lensing
estimator and their compatibility with a null signal.
In particular, we consider two kinds of PSF residuals. On

the one hand, we look at PSF shape residuals which are the
differences between the measured shape of the (reserved)
stars and the point-spread functions in the full field of view
model shape [50] at those same locations. On the other
hand, the PSF size residuals are computed by rescaling the
size of the measured PSF to match the difference in PSF
size between the measurement and the model of the PSF,
but keeping the PSF shape to its measured value. In Fig. 12
we show the measurement mean of the tangential compo-
nent of the two PSF residuals we just described around
redMaGiC galaxies, including the subtraction of the same
quantity around randompoints, in the samemanner as for the
tangential shear signal. For the PSF shape residuals, we

obtain the following null hypothesis χ2 values, using a
jackknife covariance, for the PSF measurements in the three
bands considered (r, i, z): 27.1, 21.5, 14.3 (for 20 data
points). Correspondingly, we find the following χ2 values
for the PSF size residuals: 15.0, 13.5, 13.6 (for 20 data
points). In summary, we find no sign of contamination from
PSF residuals.

C. Impact of observing conditions

Time-dependent observing conditions are intrinsic to
photometric surveys, and they may impact the derived
galaxy catalogs, for instance, introducing galaxy density
variations across the survey footprint. The dependence of
galaxy density on observing conditions introduces a spu-
rious clustering signal that can have a strong impact on
some of the observables used in the DES Y3 cosmological
analysis, particularly on galaxy clustering.
In order to correct for such dependence, a weighting

scheme has been developed in Rodríguez-Monroy et al.
[30] developed to remove the dependence of lens galaxy
density on observing conditions. The scheme utilizes the
maps of observing conditions such as exposure time,
airmass, seeing, and others to then produce a set of weights
which when applied to the galaxy population no correla-
tions are observed between galaxy density and such
observational properties. The impact of such a weighting
scheme is significant for galaxy clustering measurements,
as expected [30]. However, since galaxy-galaxy lensing is a
cross-correlation between lens and source galaxies, we
expect the impact of varying observing conditions, and
hence of the weighting scheme, to be less important [10]. In
Fig. 4 we show the impact of the weighting on the galaxy-
galaxy lensing measurements, and we report a Δχ2 ¼ 4.2
for all the scales (corresponding to 400 data points) and a
Δχ2 ¼ 3.1 for scales above 6 Mpc=h used directly in the
cosmological analysis for the redMaGiC sample (see
Table III for similar results of the MagLim sample).
Besides this, in Fig. 16 from Appendix C we compare

the jackknife uncertainties using 150 patches to the
theoretical uncertainties using the fiducial covariance used
in the 3 × 2 pt analysis from Friedrich et al. [68]. The fact
they agree provides some evidence that the tangential shear
measurements presented in this work do not present
stronger variations across the footprint than expected.

VII. SUMMARY OF MEASUREMENT AND
MODELING UNCERTAINTIES

In this section we discuss the contribution of each of the
components of the model and the measurement as well
providing an estimate of their uncertainty. We present this
in Table V. In the top part of the table we summarize the
effects which are included in our fiducial model and in the
bottom the ones which are not included in the fiducial
model but whose impact we have estimated. We also
classify the effects depending on whether they are

FIG. 12. Measurements of PSF shape and size residuals in r, i, z
bands, as described in Sec. VI B. The measurements are found to
be consistent with the null hypothesis.
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measurement or model components. Here we detail how we
compute the uncertainty column shown in the table for each
of the effects and point to the part of the paper where each
effect is explained:

(i) LSS weights: see Sec. VI C. We determine how
the uncertainty on the LSS weights propagates to the
tangential shear measurements by comparing the
fiducial set of weights with an alternative version
that uses a different methodology. The fiducial set of
weights, validated in Rodríguez-Monroy et al. [30],
is obtained using a principal component analysis of
the 107 observing conditions maps, using the first 50
identified modes as the basis (labeled as ISD-PC <
50 in Rodríguez-Monroy et al. [30]). We compare
the impact of using the fiducial weights to applying
the ones labeled as ISD-STD34 in Rodríguez-Monroy
et al. [30], which were obtained using 34 observing
conditions maps as a basis instead.

(ii) Shear response: see Sec. III D 2. The uncertainty on
the shear response correction is determined using
image simulations in MacCrann et al. [34] and

propagated to the analysis using the multiplicative
bias parameters, which are marginalized over in the
cosmological analysis.

(iii) TreeCorr approximation: see Sec. III F.
(iv) Boost factors: see Sec. III B.
(v) Lens magnification: see Sec. IV C. We determine

how the uncertainty on the lens magnification model
component propagates to the tangential shear total
model by comparing two different set of magnifi-
cation coefficients. We compare the fiducial values
which are fixed in the 3 × 2 pt analysis (displayed in
Table I and obtained using BALROG in Elvin-Poole,
MacCrann et al. [40]) to the values obtained from
the data themselves, displayed in Table II from
Elvin-Poole, MacCrann et al. [40].

(vi) IAs: see Sec. IV D. We determine the uncertainty in
the tangential shear model coming from the uncer-
tainty in the IA model by comparing the best-fit
theory curve to the one generated using different IA
values, chosen from a point in the 3 × 2 pt chain that
is at around 2σ from the best-fit values: A1 ¼ 1.02,

TABLE V. Summary table of the effects included in the DES Y3 3 × 2 pt fiducial measurements and model that are relevant for the
galaxy-galaxy lensing probe (top) and the ones that are not included (bottom) but that we test in both this paper and the DES Y3 3 × 2 pt
methodology paper in Krause et al. [72]. In the first column we show the contribution of each of these effects in either the measurement
or the best-fit fiducial DES Y3 3 × 2 pt model. The contribution is estimated by computing the Δχ2 between the best-fit model and the
same model removing the corresponding contribution. In the second column we show the uncertainty in each of the effects, estimated
computing the Δχ2 between the best-fit model and the model with a 2σ deviation in the corresponding effect. In the third column of the
upper part we indicate whether the uncertainty is propagated to the cosmological contours. In this table we consider the redMaGiC lens
sample. We use the inverse of the theoretical covariance with and without the point-mass marginalization to estimate the Δχ2s,
considering only the large scales used in the cosmological analysis for the galaxy-galaxy lensing part (above 6 Mpc=h), which include
248 points. See Sec. VII for more details and discussion about future prospects.

Included in the DES Y3 GGL fiducial setup

Contribution (Δχ2 with vs without) Uncertainty (Δχ2) Uncertainty propagated?

Measurement LSS weights 3.1 (3.0 with PM) 1.3 (1.2 with PM) No
Shear response 405 (125 with PM) Captured by the

multiplicative Shear bias
Yes

TreeCorr approx. ∼1 0 No
Boost factors 0.1 Negligible No

Model Lens magnification 20 (9.4 with PM) 7.7 (3.1 with PM) No
Intrinsic alignments 46 (38 with PM) 22 (20 with PM) Yes (within TATT)
Source redshifts & & & 20 (11 with PM) Yes (on mean)
Lens redshifts & & & 4.8 (2.4 with PM) Yes (on mean and width)
Multiplicative Shear bias 3.7 (1.8 with PM) 0.65 (0.54 with PM) Yes

Not included in DES Y3 GGL fiducial setup

Contribution (Δχ2 with vs without) Uncertainty (Δχ2)
Measurement NK shear response 0.0002 Negligible

Model

Nonlinear galaxy bias 22 (0.42 with PM) ∼17 (∼0.16 with PM)
Baryonic effects 10 (1.7 with PM) ∼10 (∼1.7 with PM)
Reduced shear 0.45 (0.15 with PM) ∼0.25
Source magnificationþ reduced shear ∼1.8 (∼1.3 with PM) ∼1
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A2 ¼ −1.22, α1 ¼ −0.016, α2 ¼ 0.41, bTA ¼ 0.14
(vs A1 ¼ 0.60, A2 ¼ −0.16, α1 ¼ 4.2, α2 ¼ 3.8,
bTA ¼ 0.074 for the best fit). We do not include
uncertainty coming beyond the TATT model.

(vii) Source redshifts: we do not show the contribution of
the source redshifts to the model since they are
essential, i.e. the model cannot be computed without
an estimated redshift distribution. We compute the
uncertainty comparing the best-fit model to values in
the source redshift parameters that are 2σ away from
the best-fit values in the 3 × 2 pt posterior.

(viii) Lens redshifts: analogous to the source redshifts.
(ix) Multiplicative shear bias: the uncertainty is com-

puted analogously to one for redshifts.
(x) NK shear response: see Sec. III D 2. This test

corresponds to using the scale dependent response
factors using the NK correlations within TreeCorr.

(xi) Nonlinear galaxy bias: see Sec. VA. The contribu-
tion from higher-order terms to the fiducial linear
galaxy bias model together with the baryonic effects
described below was the main limitation to define
scale cuts. We estimate its uncertainty by comparing
the fiducial nonlinear bias model used for scale cuts
(and shown in Fig. 8) with the same model generated
with different values for the higher-order b2 term. The
values from the b2 term have been obtained from a
point in the 3 × 2 pt chain assuming a nonlinear bias
that is separated ∼2σ from the best-fit values (spe-
cifically 0.83; 1.04;−0.38, 0.17, 3.72, for each of the
lens redshift bins, in comparison with the original
0.38, 0.37, 0.44, 0.72, 0.90 values).

(xii) Baryonic effects: see Sec. VA. To estimate the
uncertainty in the baryonic effects on the galaxy-
galaxy lensing probe we compare the fiducial
contamination obtained from the OWLS hydrody-
namic simulation [93,94] to contamination from the
EAGLE simulation [95]. The contamination coming
from EAGLE is much smaller than the OWLS one
and actually almost negligible over the scales that we
use for the cosmology analysis. That is the reason
why in the table the contribution and uncertainty
have a similar value.

(xiii) Reduced shear: see Sec. V C 1. We estimate the
uncertainty in this higher-order effect using the
differences between the theoretical model for
the reduced shear labeled as tree-level PNL in Fig. 9
and the one estimated from the BUZZARD N-body
simulation, also shown in that figure.

(xiv) Sourcemagnificationþ reduced shear: seeSec.V C 2.
We estimate its uncertainty scaling the uncertainty we
obtain from the reduced shear effect (since the source
magnification term is computed using the same base
integral).

Analyzing in detail the contribution and uncertainties of
the current analysis is also useful to help us make

predictions for future analyses, including understanding
better what the limitations will be. A critical question for
larger lensing datasets, such as DES Y6, and the Euclid,
LSST and WFIRST lensing surveys, is how the control of
uncertainties will be improved. This improvement is
required to keep them subdominant to statistical errors.
While we have not studied this challenging problem here,
the results summarized in Table V provide a basis for
figuring out the prospects for galaxy-galaxy lensing. A
number of sources of uncertainty are small enough that we
can be confident they will remain subdominant for a survey
with SNR that is 2–4 times larger (e.g., boost factors with
DES Y6 and LSST Year 1 data). Other sources of
uncertainty, such as source redshifts may require improved
calibration, while astrophysical effects such as intrinsic
alignments may require improved theoretical modeling
coupled with empirical constraints. We leave this exercise
for future work.

VIII. CONCLUSIONS

We obtain and validate the galaxy-galaxy lensing mea-
surements that are used in the DES Y3 3 × 2 pt analysis
[22]. They are also used in the 2 × 2 pt analyses [31,75]
and to obtain the small scale lensing ratios described in
Sánchez, Prat et al. [23] that are then used in the cosmic
shear analyses (Amon et al. [96]; Secco et al. [97]). We
measure the mean tangential shear between 2.5 and
250 arcmin for two different lens galaxy samples: a sample
of photometrically selected luminous red galaxies with
excellent photometric redshifts (the so-called redMaGiC
sample; Rodríguez-Monroy et al. [30,42]) and a four times
denser flux limited sample (MagLim; Porredon et al. [25]),
which is used as fiducial in the 3 × 2 pt analysis. For source
galaxy shears we use the DES Y3 METACALIBRATION

catalog described in Gatti et al. [35]. We validate the
measurements both in the large-scale regime used in the
cosmological analysis (above 6h−1 Mpc) and in the small
scale regime (below 6h−1 Mpc) which is used for the shear-
ratio analysis [23]. The same measurement methodology
and testing we develop in this paper is also used in
Zacharegkas et al. [24] to extend the measurements to
smaller scales (down to 0.25 arcmin) in order to fit them
with a HOD model. We also present and illustrate the
different components of our fiducial model, which was
defined in Krause et al. [72], and discuss the impact of
higher-order lensing effects.
Our fiducial mean tangential shear measurements are the

highest signal-to-noise galaxy-galaxy lensing measure-
ments to date. For the magnitude-limited sample we obtain
a SNR of ∼148 (∼120 for redMaGiC). The SNR becomes
∼67 (∼55) after applying the scale cut of 6 Mpc=h and
removing the two highest redshift bins for the MagLim
sample, which are excluded from the DES Y3 3 × 2 pt
cosmological analysis. After applying the point-mass
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marginalization scheme developed in MacCrann et al. [29]
to localize the tangential shear measurements the SNR
becomes ∼32 for MagLim and ∼28 for redMaGiC. Our
fiducial measurements include boost factors, random point
subtraction, and a correction for the mean shear
METACALIBRATION response. We find that the approxima-
tion of using the mean shear response for each source
redshift bin—instead of averaging the response for lens-
source pairs falling in each angular bin—is highly accurate
given the current uncertainties. Therefore scale-dependent
shear responses are not needed in this analysis and will
likely not be necessary for future datasets either. In this
analysis we use a sample of random points which is 40
times more numerous than the lens sample. We find that
this adds a minor level of noise but recommend using more
random points in future analysis to further minimize the
impact of this effect. We find that the boost factors, which
correct for lens-source clustering effects on the redshift
distributions, are negligible for large scales but become
relevant at small scales. We also conclude the tangential
shear measurements are robust to observing conditions and
PSF model residuals, as well as obtaining that the cross-
component of the shear is compatible with the null.
The fiducial model used in the DES Y3 3 × 2 pt analysis

is based on the nonlinear matter power spectrum from
HALOFIT [76] with a linear galaxy bias model validated with
higher-order effects [75], a Fourier-to-real space curved-
sky projection and angular bin averaging. To account for
the fact that the mean tangential shear quantity is non-local,
we analytically marginalize over a point-mass following the
procedure described in MacCrann et al. [29]. We also
include effects from lens magnification, with the constants
of proportionality determined from BALROG image simu-
lations in [40], a five-parameter IA model that includes
TATT terms and source galaxy bias effects, and terms
including the interplay between lens magnification and IA
effects. We have performed an extensive code comparison
of our fiducial model pipeline, COSMOSIS, with the
COSMOLIKE code. We find this model to be a decent fit
to the data with a χ2 of 236.3 for 192 data points for
MagLim and a χ2 of 285.7 for 248 data points for redMaGiC,
for the tangential shear part.
In this work we also explore and illustrate the impact of

source magnification, source clustering and reduced shear,
and how they interplay with each other and with the other
effects already included in our fiducial model. We discuss
how these effects depend on the chosen estimator, in this
case the mean tangential shear averaged over lens-source
pairs. In this work together with Krause et al. [72] we find
that none of the higher-order effects or their combinations
will bias our cosmological constraints by more than 0.3σ in
the Ωm-σ8 plane.
Overall, we show that the high SNR tangential shear

measurements presented in this work are free of systematic

effects and ready to be used in the companion papers
showing the combination of clustering and galaxy-galaxy
lensing in Pandey et al. [75], Porredon et al. [31], and the
combination with cosmic shear in DES Collaboration [22].
The low statistical uncertainties of the measurements
presented in this work have motivated us to perform a
thorough study of several approximations that are com-
monly used to measure and model the mean tangential
shear quantity. The impact of such effects will only become
more important in the future with larger and deeper data-
sets. Thus, the methodology developed in this work lays the
foundation for upcoming analyses, e.g., for the final DES
Y6 data and future galaxy surveys such as LSST or Euclid.

APPENDIX A: CROSS-COVARIANCES IN THE
CROSS-COMPONENT ANALYSIS

In Sec. VI A we have shown that our cross-component
measurements are compatible with a null signal neglecting
any cross-covariance that might exist between different
lens-source bin pairs. In order to support this assumption
we have used lognormal simulations. This kind of simu-
lation has shown good agreement with N-body simulations
and real data up to nonlinear scales [98–100] and have
previously been used in galaxy-galaxy lensing analyses
[10]. We use the publicly available FLASK [101] code to
generate 1799 realizations of shear and density mock
catalogs consistent with our lens and source samples.
We limit ourselves to redMaGiC lenses, for simplicity,
and we refer the reader to Friedrich et al. [68] for all
the details regarding the generation of the simulations. We
then measure the cross-component in each one of these
realizations and derive the covariance matrix. In order to be
less sensitive to the exact setup used when generating the
simulations and capture potential effects in the data, we
combine the covariance obtained from simulations with the
uncertainties obtained with the jackknife resampling.
Following Sánchez et al. [102], we normalize the simu-
lations-derived covariance with the diagonal elements of
the jackknife covariance:

Covcomb
θi;θj

¼ CorrFLASKθi;θj
σJKθi σ

JK
θj
; ðA1Þ

where Corr stands for the correlation matrix.
The full combined correlation matrix is shown in Fig. 13.

We can appreciate some cross-covariance between different
lens-source pairs. In more detail, we observe that pairs of
lens-source bins sharing the same sources and with adjacent
lenses are correlated. This is due to the same shape noise
realization (of the same sources) and the overlap between
adjacent lens bins that can be observed in Fig. 1. The lens-
lens clustering increases the probability (above random) to
have a lens in each bin near the same angular location and
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therefore getting the same cross-component contribution
from noise.
As can be seen in Fig. 13, the absolute value of these

cross-covariances is much smaller than the main correla-
tions in the diagonal ð∼30%Þ. However, in order to confirm
whether or not the cross-covariances between different
lens-source pairs can be neglected, we compute the total χ2

of the measured γ× data vector with respect to a null value
using this combined covariance matrix. The final value is
χ2Null ¼ 339 for a data vector of 400 values. Therefore, the
joint analysis also shows that our measurements of the
cross-component are compatible with a vanishing signal.
Note that in this case we have applied the Hartlap factor
with 1799 simulations and 400 angular bins. Just for
completeness, we have redone the analysis considering
only the largest scales (above one degree). In this case we
have obtained a final value of χ2Null ¼ 117 for a data vector
of 120 values, showing that also the large-scale measure-
ments are compatible with a vanishing signal.

APPENDIX B: BIN-AVERAGING
AND MASK EFFECTS

When performing the angular bin-averaging in Eqs. (24)
and (25) we have not taken into account the variation in the
pairs counts due to the survey geometry, which is expected
to affect mostly large scales. This effect has been consid-
ered in previous analyses such as Asgari et al. [103] and

Singh et al. [104]. Here we have estimated its impact
computing the window autocorrelation function as

WðθÞ ¼
X

l

2lþ 1

4π
Plðcos θÞCðlÞ; ðB1Þ

withCðlÞ being the Fourier space correlation function of the
mask. The window function is shown in Fig. 14, with the
value at the smallest scale normalized to unity. The variation
of the window function within an angular bin provides an
upper limit on the impact of this effect to the modeling of the
tangential shear. We have computed the Δχ2 between the
fiducial tangential shear model and the fiducial model scaled
by the quantity Wðθi;minÞ=Wðθi;maxÞ, where i labels a
given angular bin. We have found that it has negligible
impact, with a result of 0.18 using the covariance without
point mass marginalization and 0.13 including the point
mass, for the 248 data points considered in the cosmological
analysis for the redMaGiC sample.

APPENDIX C: TANGENTIAL SHEAR AROUND
RANDOM POINTS AND JACKKNIFE

COVARIANCE TESTS

The mean tangential shear around random points tests
the importance of geometrical and mask effects in the
signal. Although our estimator of galaxy-galaxy lensing
includes the subtraction of tangential shear measurement
around random points, it is useful to check that this
correction is small, which is shown in Fig. 15, especially
for the bins with the highest signal. The uncertainties in that
plot are obtained from the jackknife method, implemented
as described in Sec. III F. We compare the JK uncertainties
to the theoretical uncertainties obtained in Sánchez et al.
[68] using a halo model covariance [68] in Figs. 16 and 18.

FIG. 14. The survey window function WðθÞ as computed from
the mask autocorrelation function from Eq. (B1), with the value at
the smallest bin normalized to unity.

FIG. 13. Correlation matrix of the cross-component for the
redMaGiC sample accounting for all lens-source pairs cross-
covariance using 1799 lognormal simulations combined with
jackknife resampling (see the text for details). The figure shows
the correlation matrix minus its diagonal for illustrative purposes.
Each one of the large squares corresponds to one of the five lens
bins, while the small squares correspond to one of the four source
bins. Beyond the autocorrelations in each lens-source pair, we can
see that bin pairs sharing the same sources and with adjacent lens
bins are also correlated.
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FIG. 16. Comparison of the JK error bars computed in this work as described in Sec. III F with the theory error bars from Friedrich
et al. [68].

FIG. 15. Tangential shear around random points using the MagLim sample as lenses in comparison with the signal, with jackknife error
bars in both cases, and comparing with the theoretical uncertainties shown in the blue bands.
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We find that the diagonal elements are in agreement to the
10–20% level. We also compare the uncertainties between
the MagLim and the redMaGiC samples, finding the MagLim
uncertainties are significantly smaller, due to the larger
number density of this sample.

APPENDIX D: GALAXY-GALAXY LENSING
COMPONENTS IN FOURIER SPACE

In Fig. 17 we show the importance of each component of
the model at the best-fit values of the 3 × 2 pt cosmology,
analogously to Fig. 7 but now in Fourier space.
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