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Abstract

We revisit the nonlinear stability of the critical invasion front in the Ginzburg-Landau
equation. Our main result shows that the amplitude of localized perturbations decays with
rate t~3/2, while the phase decays diffusively. We thereby refine earlier work of Bricmont and
Kupiainen as well as Eckmann and Wayne, who separately established nonlinear stability but
with slower decay rates. On a technical level, we rely on sharp linear estimates obtained through
analysis of the resolvent near the essential spectrum via a far-field/core decomposition which is
well suited to accurately describing the dynamics of separate neutrally stable modes arising from
far-field behavior on the left and right.

1 Introduction

The Ginzburg-Landau equation
Ay =Agy + A— A|AP?, A= A(zx,t) €C. (1.1)

arises in many contexts as a modulation equation describing approximate dynamics near a Turing
instability in pattern-forming systems. In many cases, patterns nucleate locally near a small,
localized perturbation of the trivial background state, and then grow, saturate, and spread through
a spatially extended system. A fundamental question is then to determine the speed at which
localized disturbances spread through the system and the pattern this invasion mechanism produces
in the wake. One often restricts mathematical considerations to a one-sided invasion processes,
in which case a first description of the invasion process focuses on the existence and stability of
invaston fronts connecting the stable and unstable rest states. In the Ginzburg-Landau equation,
these are traveling wave solutions A(x,t) = q(x — ct; c) satisfying

¢"+ed +q-¢>=0, lim ¢(&e)=0, lim g(&e) =1, (1.2)
E——00 £—o0

For each fixed ¢, ¢(-; ¢) generates a two-parameter family of invasion fronts with speed ¢ via spatial
translation and rotation of the complex phase, owing to the translation invariance and gauge
symmetry of (1.1). The real fronts are monotone for ¢ > 2, and the front with the minimal speed
¢, = 2 is the most interesting in light of the marginal stability conjecture [28, 7, 10], which postulates
that solutions to (1.1) with compactly supported initial data, the most relevant in most invasion
processes, spread with asymptotic speed 2. We therefore write ¢, = ¢(+;2), and refer to this solution
as the critical front.

When restricted to real-valued solutions, (1.1) obeys a maximum principle, and one can then use
comparison principle based arguments to show that non-negative, compactly supported initial
data spread with asymptotic speed 2 [1, 5, 6, 14, 23, 24]. The lack of a maximum principle
for complex-valued solutions, however, presents a substantial challenge to resolving the marginal



stability conjecture in (1.1). The present authors recently proved the marginal stability conjecture
in a general framework of higher order parabolic equations, which in particular lack maximum
principles, under conceptual assumptions on the existence and spectral stability of critical fronts
[2]. In a broader setting, the minimal speed ¢, = 2 is replaced by the linear spreading speed, which
characterizes marginal pointwise linear stability in the co-moving frame; see [2, 17] for details. The
analysis in [2], however, relies on an additional technical assumption that the invading state in the
wake of the fronts is exponentially stable, with spectrum strictly contained in the left half plane.
This assumption is violated here due to the gauge invariance of (1.1), with the invading state instead
being only diffusively stable; see Figure 1.

Nonlinear stability of the critical front in the Ginzburg-Landau equation against sufficiently localized
perturbations was established in [10, 7]. The analysis in [10] is based on energy estimates, and
establishes stability without identifying a precise decay rate, while [7] gives a more detailed description
of the dynamics via renormalization group theory, establishing stability with decay rate t~1*¢ in
the amplitude and ¢t~'/2%¢ in the phase. Here we revisit this stability analysis and obtain sharp
decay rates for the amplitude and phase of perturbations, thereby improving upon the results of
[7, 10]. We consider (1.1) in the co-moving frame with speed ¢, = 2, so that ¢, is an equilibrium
solution to the resulting equation

Ap = Agp + 24, + A— A|AP, (1.3)

and consider complex-valued perturbations of g, of the form A = (g. + r)e'?. To state our main
result, we first introduce a smooth positive exponential weight w satisfying

as well as smooth positive algebraic weights p,_,, for r_,ry € R, satisfying
(L+a?) /2, x>,
Pr_,r+( ) {(1 +x2)r7/2’ z< 1. (1.5)
Our main result is the following nonlinear stability of the critical front.

Theorem 1. There exist positive constants C and ¢ so that if (ro, o) € L'NL>®(R) x L'NW 1> (R)
satisfy

lwpoarollzr + llwrollzee + [lpollLrawre <, (1.6)

then the solution A = (s + 7)e'? to (1.3) with initial data Ag = (g« + 10)e'° exists for all t > 0
and satisfies

Ce

[lp0,~10r (-, 8)[[wree < D (1.7)
Ce

||p0,—190('7t)||W1100 < m (1.8)

for allt > 0.
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Figure 1: Left: the Fredholm borders of the linearizations £, and £,, which bound their respective essential spectra.
Right: a schematic of a real critical front (red) and the time evolution of an exponentially localized perturbation in
the imaginary component b(z,t), in the co-moving frame with speed 2. The perturbation initially grows due to the
pointwise instability of the background state, but is advected into the bulk of the front where it decays diffusively.
This imaginary perturbation to the real front also induces a faster-decaying real perturbation to the real front, which
we omit in this picture.

X

As usual, WH5¢(R) denotes the Sobolev space of weakly differentiable functions up to order & with
integrability index ¢. Due to the gauge invariance of (1.1), Theorem 1 of course holds if one replaces
¢. with ¢, for any fixed phase 6 € [0,27). The t=3/2 decay exhibited here for the amplitude was
established under the restriction to real-valued solutions in [13, 11, 3] and is known to be sharp in
light of the asymptotics given in [13, 3]. Key to the analysis of [2] establishing the marginal stability
conjecture for an exponentially stable invading state are sharp decay estimates for perturbations of
the critical front, used there to close a perturbative argument near a refined approximate solution.
Indeed, the t3/2 decay rate is closely related to the logarithmic delay —%t in the position of a front
solution evolving from initial data compactly supported on the right as predicted by Ebert and
van Saarloos [8]. In light of this, we are confident that the present analysis is not only of technical
interest but also represents a significant step towards resolving the marginal stability conjecture in
the Ginzburg-Landau equation.

1.1 Preliminaries

Choice of coordinates and general approach. Considering perturbations of the critical front
of the form A = (g, + r)e'? leads to the system

Tt = Tan + 2rp + (1 = 3¢2)r — 3qur® — 1% — qu02 — 12, (1.9)
Oy(qs + 17
Pt = Pae + 20z + 27"””((1 )w. (1.10)
g« + 1

The linearization about (r,¢) = (0,0) is diagonal, and Palmer’s theorem [25, 26] implies that the
essential spectrum of the 7 component of the linearization is unstable, since 1 — 3¢? — 1 as & — 0o.
Conjugating with the exponential weight w defined in (1.4) stabilizes the essential spectrum, so
that it touches the imaginary axis at the origin and is otherwise contained in the left half-plane; see
Figure 1, left panel. Hence we define the weighted variable p = wr, so that we recover this marginal
stability by restricting to exponentially localized perturbations.

The linearization in the ¢ component is L, = Ozz + 203 + 2¢},/¢0;. The essential spectrum of
this operator is marginally stable but we encounter an additional technical difficulty, namely that



the coefficient 2¢/ /¢, attains its limit at 400 at only an algebraic rate. As we shall see, this slow
algebraic convergence would obstruct our approach to obtaining linear estimates, and we therefore
remove this difficulty by introducing a weighted variable 1) = wq.p. These coordinates are used in a
heuristic argument for the expected decay rates in [7], and are similar to those used to establish
nonlinear stability of source defects in the complex-coefficient Ginzburg-Landau equation in [4].

An alternative approach would separate A = a + ib into real and imaginary components; indeed,
these coordinates are natural in that the rest state A = 0 admits a two-dimensional linear pointwise
instability, with separate growth in the real and imaginary components. Hence the linearization
about a critical front in the imaginary component is also unstable, requiring an exponential weight
to push the essential spectrum to the imaginary axis. This is somehow masked in (r, ) coordinates
due to the singularity in polar coordinates as r — 0%. The technical difficulty with using (a, b)
coordinates is that in these coordinates, critical nonlinear terms appear in the analysis of the state
in the wake, so that a normal form-type coordinate transformation would be needed to remove
these terms and close a nonlinear argument. We note here that ¢(z,t) ~ e*b(z,t) for z > 1, so
that 1 captures the behavior of the imaginary component in the leading edge, while simultaneously
enjoying the advantage that polar coordinates capture only irrelevant nonlinear terms in the wake.

The weighted variables (p, 1)) then solve the system

pr = Lypp — 3¢ p? —w7?p* — (W g ).)? - plw T g )] (1.11)
= L+ 20, (s = 1) @7+ 2007 e () @7 e
(1.12)
where
Ly =0 +2(1 +w(w™))0: +1 -3¢ + 2w(w™ ) +ww”. (1.13)
and
Ly =0 +2(01+ w Hwd, + (W H)w+1-¢ (1.14)

The coefficients of L, and £, each attain limits exponentially quickly as x — $o0o, with limiting
operators

LF =0p, L, =0 +20: —2, (1.15)
and
L) = 0w, Ly = Opa + 20, (1.16)

The essential spectra of these operators are given by the dispersion curves

Oess(Ope) = LT ={—-k? € C: k € R}, (1.17)
Oess(L,) =%, = {—k*+2ik —2 € C: k€ R}, (1.18)
Oess(Ly) =5, = {—k*+2ik € C: k € R}, (1.19)

These curves determine the boundaries of the essential spectra of the full operators £, and Ly; see
Figure 1, left panel, for a schematic and [21, 12] for background. Our analysis is based on sharp
linear decay estimates which we obtain by deforming the integration contours in the definitions of



the semigroups e“rt, e£vt near the essential spectrum. We then extract time decay from precise

estimates on the behavior of the resolvents of £,, £, near their essential spectrum. Crucial to our
approach is the use of a far-field/core decomposition which allow us to efficiently separate behavior
arising from the limiting dynamics at +oo from that determined by dynamics at —co. We are
thereby able to decompose the resolvent into two terms and deform the integration contours in the
formula for the semigroup separately in each of these terms, using contours adapted to the behavior
on the right as in [3, 2] in one case and contours adapted to the diffusive spectrum with quadratic
tangency at the origin, ¥, as in [20, 19], in the other.

The stability of the critical front considered here bears some conceptual similarities to the stability
of source defects in the complex Ginzburg-Landau equation considered in [4]. In particular, a key
challenge in both contexts is characterizing diffusive stability in the presence of outward transport.
The approach in [4] uses an ansatz to explicitly capture outgoing diffusive wave packets and then
establish decay using pointwise semigroup estimates. Here, rather than explicitly capturing the
diffusive wave packets advected to the left in the bulk of the front (see Figure 1), we take advantage
of the fact that the outward transport induces additional decay in weighted norms which allow for
algebraic growth. We are able to estimate the nonlinearities in such norms due to the fact that
only derivatives of ¢ appear in the (7, ¢) system, and hence when we change to (r,1) coordinates,
every term in the nonlinearity term involving 1, rather than 1, carries a factor of (w™'¢; '), and
hence is very localized on the left. This is ultimately due to the gauge invariance in the original
coordinates in (1.1). The improved decay of 9 in algebraically weighted norms allowing growth as
well as improved decay of 1, when compared to the diffusive decay rate t~/2 is then sufficient to
close a nonlinear argument. Our approach to the nonlinear argument is therefore somewhat more
direct than that of [4], but at the cost of a detailed description of the outgoing wave packets.

We also mention related work establishing stability of supercritical fronts — moving faster than the
linear spreading speed — in the Swift-Hohenberg equation [9] and in the Ginzburg-Landau equation
coupled to an additional conservation law [16], where the main difficulty is again to characterize
diffusive decay in the presence of outward transport. The methods there are specifically adapted
to supercritical fronts, relying crucially on the fact that one can obtain exponential in time linear
stability of the unstable rest state in a suitable exponentially weighted norm.

Outline of the paper. In Section 2, we revisit the study of the resolvent of £, in order to
obtain new decay estimates for e“r* in L'(R), as we will need these estimates to close our nonlinear
arguments. In Section 3, we study the resolvent of L, separating behavior originating from limiting
dynamics on the left and on the right via a far-field core decomposition, extending techniques
introduced in [3, 2]. In Section 4, we translate the resolvent estimates obtained in the preceding two
sections into linear decay estimates via integrating over appropriately chosen contours. In Section 5,
we use control of a carefully constructed time-weighted norm to show that the linear decay estimates
persist for the full nonlinear system, thereby proving Theorem 1.

Function spaces. We require more general exponential weights for our analysis of the resolvent
near the essential spectrum. For n_,n; € R, we define a smooth positive exponential weight w,_ .
satisfying

emtr x>1,

Wi () = {ew, e (1.20)

For an non-negative integer k and 1 < ¢ < 0o, we then define the exponentially weighted Sobolev



space Wk (R) through the norm

eXP,1N—,M+
= . 1.21
s, = o Tl (1.21)
When k = 0, we write W&fw-,m (R) = Lﬁxp,n—m (R). Similarly, for r_,r; € R, we define

algebraically weighted Sobolev spaces Wf_’eyr N (R) through the norm

Fle, = or flwsc (1.22)

where p,_,, is given by (1.5), and for k = 0 we write W!, (R) = L¢ , (R).

T_ T4 T_,rq

Additional notation. We let B(X,Y") denote the space of bounded linear operators between two
Banach spaces X and Y, equipped with the operator norm topology. For § > 0, we let B(0, ) denote
the open unit ball centered at the origin in the complex plane with radius 4. When the intention
is clear, we may abuse notation slightly by writing a function u(z,t) or u(x;~) as u(t) = u(-,t) or
u(y) = u(;7), viewing it as an element of some function space for each ¢ or . Throughout the
paper, we use the notation (z) = (1 + z2)'/2,
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well as through NSF-DMS-1907391. Any opinions, findings, and conclusions or recommendations
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2 Resolvent estimates for £,

The linearization in the amplitude component £, is precisely the linearization about a real Fisher-
KPP front, which we have studied in greater generality via our far-field/core approach in [3, 2]. To
unfold the branch point in the right dispersion curve 1, we let v = v/, with branch cut chosen
along the negative real axis. The sharp ¢~3/2 decay rate is implied by the following regularity of the
resolvent near the essential spectrum, which is a special case of [2, Proposition 3.5].

Proposition 2.1. There exist positive constants C and § and a bounded limiting operator Rg :
Lj,(R) — Wolf'i(R) such that for any f € Ly (R), we have

6y =437 F = B lyyaos < CHII I, 2.1)
for all v € B(0,6) such that Rey > 0.

To close the nonlinear argument here, we require an additional linear decay estimate measuring the
solution in L', which we prove by estimating the resolvent near the essential spectrum in L'. We
start by analyzing the resolvent of the limiting operator on the right, [,; = Opq-

2.1 Resolvent estimates for E;

As in [3, 2], we take advantage of the absorption mechanism induced by the strong spectral stability
of £, by establishing estimates on (ﬁ; — 42)~! restricted to odd functions, and then enforcing this



oddness in our far-field/core decomposition when we pass estimates to the full resolvent. For any
sufficiently localized odd function f, the action of (£} —~%)~! = (9ze —7*) ™! for any v € C with
Re~ > 0 is given by

(O =) @) = [ 7 G5 f0) (2.2)
with integral kernel
1
G2 (z, y) = o (e—w\r—yl _ e—vlm+y|) _ (2.3)

Using this representation, we establish the following estimate.

Lemma 2.2. There exists a constant C' > 0 such that for any odd f € Lh(R), we have

100 =2 Flur < 71, (2.4)
for any v with Re~y > %|Imfy\.
Proof. First we establish the pointwise estimate

G5 (2, y)| < Cem M lvl(y) (2.5)

for z,y > 0, for some constants C, ¢ > 0, and for any v with Re~y > %|Im’y|. To prove this estimate,
first consider the case x > y > 0, for which we have

1
odd — —y(z—y) _ o 2vy
G (2, y) = 276 (1 e ) .

The restriction Rey > 1[{Im~| implies that —Rey < —c|y| for some constant ¢ > 0. Together with
the fact that |1 — e*| < C|z| for Re z < 0, we thereby obtain

2 C el —clyl|lz—
|G7dd(x,y)!§me M@=9) (2]y||y]) < Ce=Ml=vl(y)

for x >y > 0. For y > x > 0, the same argument with the roles of x and y interchanged leads to
the estimate

|G§dd(az7y)| < Ce M=) (2) < Cecllz=vl )

since (z) < (y) for 0 < x <y, and hence we have the desired pointwise estimate. Using this estimate,

we obtain
M@fﬂ%*myscéu;fMWw@uwwﬂm
<c [l [ el dedy
R R
C
< ey,
as desired. [



The following estimate establishes boundedness of the resolvent in L* provided an extra factor
of exponential localization, and is useful in passing resolvent estimates onto the core terms in our
far-field /core decomposition.

Lemma 2.3. Fizn > 0. There exist positive constants C and & such that for any odd f € L'(R),
we have

sup e ™|(9pe — %) 7' f(2)| < Clfll1 (2.6)

x>0
for all v € B(0,0) with Rey > 0.
Proof. The result follows from the pointwise estimate
e |G (2, y)| < C (2.7)

for z,y > 0, and Re~y > 0. To prove this, first consider x > y > 0. In this case, arguing as the
preceding lemma, we have

¢TG22, y)| < Ce™™(2)|e VY| = Ce™™ (z)|e 71|

Since x > y, we have e < e‘gze_gy, and hence if v is sufficiently small relative to 7,
e " (x)|e”"*||e?¥| is bounded, so that (2.7) holds for x > y > 0. For y > = > 0, we again
argue as in the preceding lemma to instead obtain

e |G (2, y)| < Ce ()| WI| = Ce M (z)|e V||| < C,

as desired. O

Finally, we state a basic estimate which corresponds to the standard L'-L>, t=1/2 decay estimate in
the heat equation, which will prove useful in establishing the same estimate for e“¥t. This estimate
follows readily from Young’s convolution inequality.

Lemma 2.4. There exists a constant C > 0 such that for any f € L*(R), we have
2\ -1 ¢
102z —7°) " fllLe < meHLl (2.8)

for any v with Rey > %|Imfy\.

2.2 Full resolvent estimates for £,
In order to establish the equivalent of Lemma 2.2 for the full resolvent (£, —~v%)~!, we revisit the

far-field /core decomposition used to prove Proposition 2.1 in greater generality in [3, 2]. We first let
(X—» Xes X+) be a partition of unity on R with

1, = >3,
and x_(z) = x4 (—z). Hence x.(x) is compactly supported. We decompose a given f € Lj,(R) as

f=x-f+xe+x+f=[-+fc+ [+ (2.9)



We let pt solve

(LF =)t = 12, (2.10)
where fjidd = fi(z) — f1(—=z) is the odd extension of f,. We let p~ solve
(L, =™ = [, (2.11)
and decompose the solution to (£, —v*)p = f as
p=p +p"+x1p", (2.12)
so that p°© solves
(Lp =) = f(7) (2.13)
with
FO) = fet O =X = L5 xalp™ + (L = Lp)Oap™) + (L = Lo~ (2.14)

where [L], x+] = L} (x+-) — x+£,f- is the commutator. Since the coefficients of £, attain their
limits exponentially quickly as  — 400 and the commutator [C; ,X+] is compactly supported, f(7)
is exponentially localized with rate uniform in v for v small. Utilizing also regularity of p* in v, we
see that f() has a well-defined limit at v = 0, and we obtain the following detailed estimate, which
is a special case of Lemma 3.7 of [2].

Lemma 2.5. Let n > 0 be small and let f € Lé}l(R). There exist positive constants C and ¢ such
that for v € B(0,6) with Rey > 0, we have

1Fo) = FOllge, . < Chllfly, (2.15)

With exponential localization of f(7y), we solve (2.13) via the far-field/core ansatz
P(x) = w() + by (z)e . (2.16)

Inserting this ansatz into (2.13) gives an equation

F(w,b;y) = f(7), (2.17)
where
F(w,b;7y) = Lyw + bLy(x1e ") = 7% (w +bxre™). (2.18)

Using Fredholm properties of £, on exponentially weighted spaces, we obtain the following invert-

ibility of F'. See [3, 2] for further details. We also carry out a similar argument in the following

section in order to obtain estimates on (£, —~?)~ 1.

Proposition 2.6. For n > 0 sufficiently small, there exists a 6 > 0 such that for each v € B(0,9),
the map

(w,b) = F(w,b;7) : Wy (R) x C = Ll (R) (2.19)

is invertible. We thereby denote the solution to F(w,b;y) = f by
(w,b) = (T(M)f, B, (2.20)

with analytic maps

v (T(7), B(v)) : B(0,8) — B(LL wit )y x B(LL Q). (2.21)

€Xp,—1,m? "7 €Xp,—1n,1 exp,—mn,n’

9



We use this proposition to solve for p¢ and obtain the following estimates on the full resolvent.
Proposition 2.7. There exist positive constants C' and & such that for any f € Léjl(]R), we have
_ C
1Ly =) fllwrr < o

for all v € B(0,6) with Rey > [Im~|.

Ty (2.22)

Proof. The estimate on the derivative is strictly easier, so we focus only on estimating (£, —?)~1f
in L'. The desired estimates for y,p* and p~ follow from Lemma 2.2 and the fact that the spectrum
of £, does not contain the origin, so we only need to establish the estimate for p°. By Proposition
2.6, we have

P’V =T f(v) + B f(v)x+e 7
Using the boundedness of T'(y) together with the estimates in Lemma 2.5, we readily obtain

TG < T, e O, <Clfllg,
For the other term, similarly using boundedness of B(v), we have

1B Fx+e Nl < Cllflly, Ixse .

Since

0 C
el <€ [ el dr < =
0 ol

for Rey > 1{Im~|, we obtain
C

(Ml <
kol

1y .

which completes the proof of the proposition.

3 Resolvent estimates for £

We use the same overall far-field/core approach to analyze the resolvent of £,. The main difference
is that the spectrum of E; is also marginally stable, in addition to that of L':;, so that we have
to take into account neutrally stable modes arising from behavior on the left as well as from the
right. We first establish spectral stability, ruling out unstable eigenvalues and the possibility of an
embedded “eigenvalue” (with a bounded eigenfunction) at the origin.

Lemma 3.1. The operator Ly : W*(R) C LY(R) — L*(R) has no eigenvalues with Re A > 0 for
any 1 < p < oco. Furthermore, there is no bounded solution to Ly = 0.

Proof. The linear equation L1 = 0 has a positive pointwise solution ¢ = wg,. A Sturm-Liouville
argument therefore implies that there can be no eigenvalues with non-negative real part; see
for instance [27, proof of Theorem 5.5]. Using standard theory of exponential dichotomies, one
concludes that wgq, is the only solution which is bounded for z < 0. Since wgq, is unbounded on
x > 0, we therefore see that there is no solution which is bounded on the whole real line, as desired.
Alternatively, one can revert to ¢ coordinates and explicitly solve the resulting first-order ODE for
u = @, to find the other linearly independent solution which is unbounded on z < 0. O

10



3.1 Resolvent estimates for L;

Here we study the resolvent for the limiting operator on the left in the v linearization, E;b = Opy+20,.
This resolvent is given by

(£; =N (@) = [ Grla= )y, (31)
where G is the resolvent kernel
1 e N2 >0
Gy = - ’ =7 3.2
£ (@) 2v 14 A {e”+()‘)‘”, x <0, (3:2)

with spatial eigenvalues v*(\) given by
rEN) = -1+ V1+ A\ (3.3)

Since the dispersion curve associated to L’; has no branch points, the resolvent kernel Gy is pointwise
analytic in A in a neighborhood of the origin. Using the formula (3.2) for the resolvent kernel, one
readily obtains the following lemma.

Lemma 3.2. There exist positive constants C and § such that for any f € L*(R), we have

£y =N fllze < Cllfllp (3-4)

for all A € B(0,9) to the right of the essential spectrum of L,.

We next analyze the regularity in A of the spatial derivative of (/31; — A)71f in order to later
characterize time decay of derivatives of .

Lemma 3.3. There exist positive constants C and § and a bounded limiting operator D;’O : LY(R) —
L>®(R) such that for any f € L'(R), we have

10:(Ly = N = Dy )l < CINIIf 11, (3-5)

for all A € B(0,9) to the right of the essential spectrum of L,.

Proof. For any X to the right of the essential spectrum of E;, we have

0:(L; =N () = [ 0G5 (a =) f(w)dy (36)
1 / _ - _ + _
= —— v~ (A Ve £y dy—i—/ v (N)e? NE=D £y dy| .
i | Jiyen (N) () - (N) ()
(3.7)
The coefficient ——~— is analytic in A, so we only need to estimate the integrals. For the first term,

2v1+X1
we have

e/ WE =2 | (=26 (o (V4DE _ 1)

11



If [v=(X) + 2||¢] < 1, then by Taylor expansion we have
e V1) < Clvm (V) +2]1¢] < CIA[¢]

for X small. If on the other hand |[v~(\) + 2||¢| > 1, then we simply use the additional factor of
e~% to absorb the small exponential growth of e~ M+2)¢ possible for A small, so that

e (e WHDE — 1) < Ce™® < Clv™ (V) + 2/j€]le™® < CIAJJEle ™.

Hence we obtain

sup

_ 1 -
“(Ne VED flyydy + S / v (0)e” Q@ £(y) dy| < CIN|[| £ 2
z€R

{y<z}

1
—_— v
214+ X ~/{y<x}

For the other integral, we note that Rev*(\) > 0 for X to the right of the essential spectrum of E;,
and v (\) = O()) for A small, so

‘ J e O gy < OOV [ 1)y < ORI
ty=a}

for A small, completing the proof of (3.5), with

v) = [ 86y (=) w) dy.

O]
Lemma 3.4. There exist positive constants C, ¢, and 6 and a contour I' given by
I = {ia — ca®: a € [-6,0]} (3.8)
such that we have
102 (Ly; = X) " fllr < Ol fl e (3.9)

for any f € LY(R) for A small and to the right of T.

Proof. We split the integral representation of the resolvent as in (3.7). Note that if we choose ¢
sufficiently small, " is to the right of the essential spectrum of £;, touching it only at the origin.
The estimate on the first integral in (3.7) follows readily from the uniform exponential localization
of e~ M=) for y < z and X to the right of the essential spectrum of E;, so we focus on the second
integral. Using the change of variables y = x — z there and then changing the order of integration,

we have
/ / V+()\)e”+()‘)(z_y)f(y) dydr = v~ / / W2 f(x — 2) dz da
RJx

) </Rf(§) d£> </Oo T2 dz)
o

provided A is to the right of the essential spectrum of E;Z), from which the lemma follows. O
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Lemma 3.5. There exist positive constants C and 6 and a bounded limiting operator R;’O : LY(R) —
L>®(R) such that for any f € L*(R) with supp(f) C (—o0,0], we have

e [eeg =t =" 1], < NIl (3.10)
—1,0
for any X € B(0,0) to the right of the essential spectrum of L.

Proof. Using the formula (3.2) for the resolvent kernel, we have

-l L v (N (@—y) v (@)
(£¢ )‘) f($)_ 2m </{y§x}e yf(y)dy+/{y2:c}e yf(y)dy>

Regularity in A of the first integral may be established as in the proof of Lemma 3.3, so we focus on
the second term. Exploiting the fact that supp(f) C (—o0, 0], we have

0
(@) [ et e )y = x_ (@) [ e O p(y) dy.
{yz=z}

xT

For z <y <0 and for A to the right of the essential spectrum of £,;, we have Re TN\ (z—y)] <0,
and so

¢ e 1] < Ot (W)l -yl < CIN(e] + Jy]) < CIAlal.

Hence we have

0 0
(o) [ (O 1) sy dy] < - (@)le) [ 1) dy < CIN- @)@l
from which the lemma readily follows. O

Next we characterize regularity in a full neighborhood of A = 0 given an extra exponentially localized
coefficient, which is needed to reconcile with regularity of the right resolvent in our far-field/core
argument in the following section.

Lemma 3.6. Fizn >0 and 1 < /¢ < oo. There exist positive constants C and § such that for any
f € LYR) with suppf C (—o0,0], we have for X € B(0, )

lemx-[(eg =N =Ry

L < ORIl (3.11)

Proof. We focus first on the case £ = co. As in the proof of Lemma 3.5, we split the integral
representation of the resolvent into two terms and focus on the integral from x to 0. We claim that
for x <y <0, we have

e (e T NVE=y) _ )| < C|A| (3.12)

for \ sufficiently small. To prove this, we first consider the case where v (\)(z — y)| < 1. In this
case, we have by Taylor’s theorem

e (e e —1)| < Cer|w — gl (V)] < Clale™ A < O,

13



since |y| < |z| for x <y < 0. On the other hand, if [ (\)(z — y)| > 1 and z < y < 0, we have
’enx(dﬁ'()\)(zfy) —1)| < IR L (|ey+()\)(zfy)| + 1) < 3TV (eRey“'()\)xefRey-l-()\)y + 1) .

Revt(N\)zx —Revt(\)y

If A is sufficiently small relative to 7, then the small exponential growth of e and e

can be absorbed into the factors of e4® and e2¥. Hence we obtain
e (e M@= _1)| < Ced® < Ol (V) (@ — y)|et® < Ol (V)]|zlet® < O,

which completes the proof of (3.12). By this estimate, we have

0 0
()| [ (@O s dy| < O [ 150 dy < CIIS

which completes the proof of the lemma in the case £ = co. To handle 1 < ¢ < oo, we simply write
e [ieg = n7t = Ry SRS (GRS bl N
. - - -0
edx- (g =N =R gL

and repeat the above argument with 7 = /2. O

n
S Clx-eR ]|

<C|

3.2 Resolvent estimates for £,

As in Section 2.2, we solve the equation (£, —?)y = f via a far-field/core decomposition. We
again decompose f using the partition of unity introduced in Section 2.2 as

f=x-f+Xxcf+x+f=Tf-+ [+ [+
We let f949(z) = fi(z) — f1(—=) be the odd extension of fi, and let ¢T solve
(L =t = o (3.13)

in order to take advantage of the improved properties of (ﬁ:g —42)7t = (0 —~*)~! on odd functions.
We let 1~ solve

( 1; _’72)’1/)7 = f—7
and then decompose the solution v to (£ — %)y = f as
=Xt P+ x4
As a result, ¢ solves

(Ly — V)" = f(v), (3.14)

where

FO) = fotr (= =X+ O =X = Ly x4+ (£ = Lo)(x-7) = [, x4 ot
(L~ L)), (315)

As in the previous section, we start by establishing regularity of f in ~ in appropriate exponentially
weighted spaces.

14



Lemma 3.7. There exist positive constants C' and § such that for any v € B(0,d) with Rey > 0,
we have

1F(v) = FO)l e < Chlliflley, (3.16)

exp,—mn,1M

for any f € L(1)71(R), for £ =1 or oo as well as

1FO) iz, < C U1l + ) (3.17)
for any f € L' N L>®(R), and
1F ey, <Clfl (318)

for any f € L*(R).

Proof. First we prove (3.16). The dependence on v enters through ¢+ and 1~. The coefficients of
YT and its derivatives in (3.15) are all supported on z > 0 and exponentially localized with a rate
uniform in v for v small. It follows from [2, Proposition 3.1] that these terms are Lipschitz in 7 in
the desired region.

For the terms involving 1~ expansions to order A = 42 are guaranteed by Lemma 3.6 in a full
neighborhood of A = 0 thanks to the strongly localized coefficients, so in particular for Rey > 0, as
desired.

The estimate (3.17) follows similarly, but with localization of terms involving 1™ obtained from
Lemma 2.3. The term || f||ze on the right hand side is needed to control ||f. + (x— — x2)f + (x4 —
X2 fllzee in terms of spatial regularity. The estimate (3.18) is similar. O

exp,—1,1

We solve (3.14) by taking advantage of this exponential localization of f and the Fredholm properties
of Ly on exponentially weighted spaces. To carry this out, we make the ansatz

V(@) = Box—(@)e” Ot u(@) + Byxy (x)e 77, (3.19)
requiring v to be exponentially localized. Inserting this ansatz into (3.14) leads to an equation
F(v, 8-, B+i7) = f(), (3.20)

where

(0, Bi7) = (Lo = 7)o+ B-(Ly =) (x=¢” O+ Bu(Ly =) (xse 7). (3:21)
For n > 0, we let (X,,,Y;) denote either pair of spaces

Xy =Ly _py®), Yy =W2i  (R) or X,=L%, _,(R),Y,=Wi3  (R). (3.22)

Lemma 3.8. For n > 0 sufficiently small, the operator Ly, : Yy, — X, is Fredholm with index —2
for either pair of spaces (X,,Y;) defined in (3.22).

15



Proof. The Fredholm index may be computed from the asymptotic dispersion relations,
di(\v) =7 = A, (3.23)
dy(\v) = VA4 20 — )\, (3.24)

obtained from substituting ¢ = et into 1, = Liw, as follows; see for instance [21, 12] for
background. To take into account the effect of the exponential weight, we compute the roots to
v d;;()\, v —n) for n > 0 small, and find a double root at v =7 > 0. The roots of d; (0, v +n) are
v = —n and v = —n — 2, each negative for n > 0. The fact that none of these roots are zero implies
that £, is Fredholm on X, and its Fredholm index is given by the difference of the Morse indices,

ind(Ly) = (# of positive roots of dqz) — (# of positive roots of d:g) =0-2=-2
as desired. ]

Lemma 3.9. For n > 0 sufficiently small and for either pair of spaces (X,,Y,) defined in (3.22)
there exists a § > 0 such that F' 'Y, X C? x B(0,6) — Xy, is well defined and the mapping

v = F(+-57) : B(0,0) — B(Y, x C?, X,) (3.25)

s analytic in .
Proof. We rewrite F as

F(v,8-,8437) = (Ly =7 v+ - ((ﬁw — L) (x—e"" 0y 4 (L7, X—]e”+(72)')
+ 81 (Lo = £ e ™) + L5 e ™),

taking advantage of the fact that (£, — 72) (e ) = (% —42)e™ = 0. The terms involving
(Ly — [,f;) or commutators with the cutoff functions are all exponentially localized with uniform rate,
so I preserves exponential localization and hence is well defined on the above spaces, as desired.

Analyticity follows from the fact that v+ (y2) is analytic; for more details, see for instance [2, proof
of Lemma 3.9)]. ]

Corollary 3.10. For n > 0 sufficiently small and for either pair of spaces (Xy,Yy) in (3.22), there
exists a 6 > 0 such that for v € B(0,6), the map

(0,8, B+) = F(v, 8-, B37) : Yy x C* = X, (3.26)
is invertible. We denote the solution to F(v,B_,By:v) = f by
(v,8-,8+) = (T f, B-(1) [, B+ (M) (3.27)
with analytic maps
v (T(y), B_(7), BL(7)) : B(0,8) = B(X,,Yy) x B(X,,C) x B(X,,C). (3.28)

Proof. Note that F'is linear in (v, 8_, f4). Since D, F (v, B, B+;0) = Ly is Fredholm index -2 on
Y, by Lemma 3.8, it follows from the Fredholm bordering lemma that (v, 5_, 54) — F(v, 8-, B+;7)
is Fredholm index 0 for ~ sufficiently small. Lemma 3.1 implies that this map has trivial kernel at
v = 0, since a nontrivial kernel would give rise to a bounded solution to £, = 0. The result then
follows from the implicit function theorem. O
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Having solved (Ly — 7v?)¢ = f in a neighborhood of v = 0 in the preceding corollary, we now analyze
the regularity of the solution in v near the essential spectrum. The following proposition will be
used in Section 4 to establish diffusive decay of ||e“¥*||;1_, foo.

Proposition 3.11. There exist positive constants C and § such that for any f € L*(R) N L*=(R),
the solution v to (Ly —¥*) = f admits a decomposition ¢ = left o qpright pith

[ Nl < C (Ul + 1f 1) (3.29)

for all v € B(0,0) such that ~* is to the right of the spectrum of ﬁ;, and

. C
e
M= < 1

for all v € 3(0,5) with Re~y > %|Im’y|. Furthermore, for each fizred x € R, the maps v —
(Yot (z; ), M8t (1;9)) are analytic for Rey > 0.

(Lfler + N1 f o) (3.30)

Proof. With notation as in the far-field/core decomposition carried out above, define

P () = X~ (7) + B(N) F(r)x—e” O, (3.31)

The term x_1~ (7) satisfies the desired estimate by Lemma 3.2. For the second term, we have by
Corollary 3.10
r v 2). r v 2).
IB- () f(y)x—€”" OV || < CIB-Mlzee. el f)llzes Ix—e” 0 oo

2Y.
< Clfllzrpee - O e,

exp, nn exp,—1,1

using Corollary 3.10 to estimate the operator norm of B_(v) and Lemma 3.7 to control the norm of
f (7). For 42 to the right of the essential spectrum of Ew, x_€” 0% s bounded, so ' satisfies
the desired estimate.

We collect the remaining terms in the far-field/core decomposition in 48" including the exponen-
tially localized “center” term, so

I () = x 1T () + T() F(7) + B () F(7)xe ™ (3.32)

The term x4 (7) satisfies the desired estimate by Lemma 2.4, and the center term T() f (7) is
controlled in L> by || f|[z1qr thanks to Corollary 3.10 and Lemma 3.7. Also using Corollary 3.10
and Lemma 3.7 to control By (vy)f(7), we obtain

1B+ F(x+e NIz < Cllfllpinre

for Rey > 0, so in particular 1" 8" satisfies the desired estimate.

The pointwise analyticity follows from the analyticity in v from Corollary 3.10 as well as the
representation formulas for ¢)* and 1~ via integration against the resolvent kernels. O

The next proposition takes advantage of the outward transport on the left to extract faster temporal

decay, characterized here by higher regularity in +, by measuring the solution in a norm which
allows algebraic growth on the left.
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Proposition 3.12. There exist positive constants C' and § such that for any f € L(lm(]R) N L*(R),
the solution to (Ly —¥*) = f admits a decomposition 1) = Pleft 4 qpright - ayith

19 () = F Oz, , < CP (111, + 1Fllz) (3.33)

for all v € B(0,0) with 42 to the right of the essential spectrum of E;, and

1578 ()l zes,, < C (If1ly , + 1Fll=) (3.34)

for all v € B(0,8) with Rey > [Im~|.

Proof. We modify the decomposition from Proposition 3.11 slightly, this time writing
Pt ) = x-9™ (0 + B F()x- (e 0 - 1), (3.35)
and
P (y) = BN ()X + x40 (1) + TN () + B () F(1)x+e " (3.36)

By Lemma 3.5, we have
=9~ (0) = x=~ Ol , < Chl s,

since f_ is supported on (—o0,0] by construction. Since Rev™(y2)x < 0 for 42 to the right of the
essential spectrum of £, we have e ()7 _ 1| < Clut(7?)||z| < C|v[2|z| for v small in this region
and z < 0. By Corollary 3.10 and Lemma 3.7, B_ () f(7) is controlled by || f|| Lo, uniformly in + in
this region, and hence we conclude

19 () = PO, < Chl (IFl1g, + 1Fl12)

as desired.

We now estimate 4" By Corollary 3.10 and Lemma 3.7, we have

IB-MF()x-llrx, < CIB-Mlire, ., —elfWllee, . < Clfle=

exp,—n,1 exp,—mn,n

for v small with Rey > 0. For the term x4 (7), we have
o0
@t (@) = xae) [ G5 ) 12 w) dy.

By the pointwise estimate (2.5) on ngd, we have

sup [ (@) (@3 7)| < xa (o) [ e Pllel ) £299y) dy < Oy,
z€R 0 ’

as desired. For the remaining terms in ¢ we have

IT()FO) + B F)xe Nz o < C (1, + 1Flle) (14 s oy )
<C(Iflsy, + 1)

for v small with Re~vy > %\Im 7], using Corollary 3.10 and Lemma 3.7 to control T'(v)f(v) and

B (7)f(7). This completes the proof of the proposition. O
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We now establish improved regularity in « of spatial derivatives of v, which will eventually translate
into improved temporal decay. First, we characterize this regularity when measuring the derivative
in L.

Proposition 3.13. There exist constants C' and 6 > 0 such that for all f € L*(R), decomposing
the solution to (Ly —¥*)1 = f as in Proposition 3.11, we have

102" (W)l 21 < Clfllze (3.37)
for all v € B(0,0) with v to the right of the contour T defined in (3.8), and

1%
el

10297 ()| 12 < N1 fll (3.38)

for all v € B(0,8) with Rey > 1[Im~|.

Proof. First we estimate 9,¢'°". We have
Fu(x-¥~ (7)) = X_¥™ (7) + x-0u¥™ (7).
The second term satisfies the desired estimate by Lemma 3.4. For the first term, we have
IX_™ (Dl < XNzl ™ (N llzee < Cllfll
by Lemma 3.2. For the other part of 9,4"®, we have by Corollary 3.10 and Lemma 3.7
102 (B-(n) F(r)x-e” O MIpr < Cllfllr (I-e” O flon + () Ix-e 0 1)
For the first term in parenthesis, we have
IX_e” Ol < CIXllpallx—e” O [l < ©

for 2 to the right of the essential spectrum of /J;. The second term in the parenthesis is bounded
by the argument in the proof of Lemma 3.4. Hence 0,1' satisfies the desired estimate.

Now we estimate d,1" 80 First, we write ¢/ as

W (@) = 217 ey . (3.39)

using the integral kernel for (9., — v?)~! on the real line without specifically taking advantage of

odd data. We then have by Young’s inequality

C
<

10:9F (Nl < Clle a0 10 < 1 [alA

provided Re~y > 1|Im~|. We write

Du(x4™) = X/jdffr + X4+ 00T

The second term satisfies the desired estimate by the above argument. For the first term, we have

IX vl < Clle™ ) Ml le™ Xt [l < Cllf e,
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for a fixed n > 0, using the compact support of x/, to absorb the exponential factor, and then using
Lemma 2.3 to estimate the remaining term involving 1. By Corollary 3.10 and Lemma 3.7, we
have

10:T(V) F(N Iz < ClIfll -
Finally, using similar arguments to the estimates on 9, (x+%™"), we obtain

C

B4 (7) f (1) (x+e )1 < A

vl

for v small with Re~y > %|Im’y|. Hence 0,180 satisfies the desired estimate. O

The regularity in v of spatial derivatives is further improved when we measure in L> instead of L.

Proposition 3.14. There exist constants C > 0 and § > 0 such that for all f € L*(R) N L=(R),
the derivative of the solution to (Ly — v*)¢ = f admits a decomposition

Opp = Wiett 4 grieht (3.40)
with
[ (7) = W (0)|[ o < CIyP (I fllLr + 1fllze) (3.41)

for all v € B(0,0) with 42 to the right of the essential spectrum of £1;, and

15 oo < C (111 + 1 £1]zo) (3.42)

for all v € B(0,8) with Rey > Im~|.

Proof. Using the far-field/core decomposition to solve for 1, we again write.

0pt) = D (X—07) + 0o (x10™) + B_(3) F(1) e (x—¢" ) + 0,T(7) f(7) + B (N F(7)0u(x4¢77).
We then define

U = 7 4+ 0 (1 ¥F) + Bo(NF()X_e” O + 9, T(7) ()
+ By (Nf()0e(xre ). (3.43)

We group the terms x_ ¢~ and B_(y)f(7)x_e’ ") in \Ilzlight even though they involve terms
originating from the neutral mode on the left because they do not have sufficient regularity in ~y
to obtain decay at the optimal rate when integrating along a parabolic contour tangent to the
imaginary axis. Indeed, f (7) is only Lipschitz in v, whereas to obtain decay at with rate ¢t~ by
integrating over such a contour, one would need expansions to order A = v2. However, these terms
have a compactly supported factor Y’ which can absorb the small exponential growth of e” %)
when 72 passes to the left of the essential spectrum of El but remains small, and hence we can
still control these terms in this region and thereby use the contours otherwise reserved for terms
originating from the right.

More precisely, by Lemma 3.6, we have

X"~ (ML < Cllf I
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for any v € B(0,9) with Rey > 0 for ¢ sufficiently small. By a similar argument, also using Corollary
3.10 and Lemma 3.7 we obtain

IB-() F)X-e” O |1 < Cllfll e

for all v € B(0,6) with Rey > 0. The other terms in \nght are bounded in L™ for v € B(0,4) with
Revy > %|Im ~| by arguments similar to those in the proof of the preceding proposition.

The remaining terms collected in \Ilifft are

W = x 0.0 + B (1) F(1)x-vT (e 07 (3.44)

The first term satisfies the desired expansion by Lemma 3.3. For the second term, we have by
Corollary 3.10 and Lemma 3.7

IB-NFx-v(7)e” 0 |poo < Ct (P flrnzelle” O o < ClvPfllpize

for v small with 2 to the right of the essential spectrum of L;b, which completes the proof of the
proposition. O

4 Linear estimates

We now translate the regularity of the resolvents of £, and L, near their essential spectra into
time decay estimates on the semigroups they generate. As elliptic operators with smooth bounded
coefficients, £, and L, are both sectorial operators on LP(R) for any 1 < p < oo, and hence they
generate analytic semigroups through the inverse Laplace transform,

1
ﬁpt — At _ —1 4.1
e 5 /Fp e (Ly —AN) " dA, (4.1)
1
Lyt — MLy — A7 dA 4.2

for appropriately chosen contours I',,I'y,. We take advantage of the estimates on the resolvents
obtained in Sections 2 and 3 to deform the integration contours near the essential spectrum and
thereby extract temporal decay.

4.1 Large time estimates on e*»!

Lp

First we state the t=3/2 decay estimate on e“r!, which follows as in [3, 2] from the regularity of the

resolvent in Proposition 2.1.

Proposition 4.1 ([2], Proposition 4.2). There ezists a constant C > 0 such that for any py € Lé,l(R),
we have for allt > 0

C
Lpt
e pollypace < 5575 lpollzy, (43)

In our nonlinear argument, we will need to estimate p(t) in the stronger norm L!, and so we also
state and prove the following linear decay estimate in this space.
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Figure 2: Integration contours I'fs for € > 0 and e = 0 (left, center left) and I}y, for ¢t > 0 and ¢ >> 1 (center right,
right).

Proposition 4.2. There exists a constant C > 0 such that for any py € L(lm(R), we have for all
t>0

C
L
le“"*poll 1 < WHPOHL(%J' (4.4)

Proof. By Proposition 2.7, for any pg € L(IM(]R), we have
C

”(Ep - ’72)_1})0”141 < |PY|

Ipollzy

for any v sufficiently small with Re~y > %|Im~|. With this estimate in hand, we obtain time decay
from a standard argument, choosing I', in (4.1) to be a circular arc centered at the origin whose
radius scales as ¢!, connected to two rays extending out to infinity in the left half plane; see the
right two panels in Figure 2. The above estimate on the rate of blow up of the resolvent then
translates into the desired decay rate; see, for instance, [3, Proposition 7.4]. ]

4.2 Large time estimates on e+

The first linear estimate we prove here states that 1 decays diffusively, with the expected L'-L>
estimate.

Proposition 4.3. There exists a constant C > 0 such that for any 1o € L'(R), we have for all
t>0

C
lle“etapg]| o < mquHLl' (4.5)

Proof. First we restrict to 1o € L'(R) N L>®(R). Decomposing (Ly — v%) " 1ehg = 't (v) + yrisht ()
as in Proposition 3.11, we write

A / R (1) d(r?) — - / e byl () d(4?).
Ty Iy

211 21

The terms '8 (y) and 9'°®(v) remain analytic in % for 42 in the resolvent set of Ly, so we
may separately deform the contours in these two integrals by Cauchy’s theorem. For the integral
involving ¥!°(v), we first fix ¢ > 0 small and integrate along the contour

e _ 1+ l,e 0, | 2,6 -
lete = Dl U Doty U Dl Yl Ul et
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pictured in the left most panel in Figure 2. We choose the lengths of the line segments Flle’?t, Ffe’fat to
be equal to €. The boundedness of the resolvent from Proposition 3.11 then guarantees that

=0.

L1—Lo®

lim
e—0t

At -1
/rm M(Ly — N)"LdA

left

Hence we may send ¢ — 01 and thereby write the semigroup as the integral over the limiting
contour I'eg = Fl—’e—ft U I‘?eft U T4 pictured in the center left panel of Figure 2. We parameterize the
parabolic arc tangent to the imaginary axis as

I = {ia — ca® : a € [~6,6]}

for some §,c > 0 sufficiently small. The contribution from the rays extending out to infinity is
exponentially decaying in time, since these are contained strictly in the left half plane, so we focus
on estimating the integral over T'\.;., for which we have

5
/ 672t¢left(,y) d(’)/2) _ / ezat—caQtwleft( i — caz)(i _ QCCI,) da.
F?cft —0
By the control of 9'*® in Proposition 3.11, we then have

d
< Cllbolng= [ e da
0

[, e de?)
r

0
left

LOO

1 ove s
= Clollpram 7z [ e dz

C
< %H%HleLw-

For the term involving 118" (), we integrate over the same contour used in the proof of Proposition
4.2, pictured in the right two panels of Figure 2. Note that for ¢ large, the contour Fﬁight passes
through the essential spectrum of L,; however, the resolvent is still pointwise analytic in v in
this region by Proposition 3.11, so that the resulting contour integral is well defined and still
determines the action of the semigroup e“+* [18]. We thereby obtain, using the estimate on ¢"8ht
from Proposition 3.11,

L /F ) e tyrEht () d(4?)

21

C
< — o .
. = \/%Hd}OHLlﬂL

The restriction to 1y € L'(R) N L>(R) may be removed by combining these estimates with the
standard small time parabolic regularity estimate

C
le ol oo < %H?/JOHL%

for 0 <t < 1; see Lemma 4.6 below. Hence we obtain
<
Vit

for all ¢ > 0, as desired. t

le“ )l <

1ol x
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In the nonlinear argument, we will need to establish sufficiently fast decay of terms of the form
fa(t)?, where f is a function which is exponentially localized on the left. The pure diffusive decay
rate t7/2 of 9 is not sufficient to close our nonlinear argument for such a term. However, we can
take advantage of the outward transport as well as the localization of f to obtain a stronger decay
estimate, sufficient to close our nonlinear argument, by measuring in a norm which allows some
algebraic growth on the left.

Proposition 4.4. There exists a constant C > 0 such that for any g € L(lm(R), we have for all
t>0

¢

lle“" ol ps, , < .

Iolzy . (4.6)
Proof. We again restrict at first to iy € L%M(R) N L*°(R) and use Proposition 3.12 to decompose
the resolvent, this time writing

Eotipy = o [ MFR0) AR o [ ) - 9 0) )
Ty Ty

21 21

— [ g ) de?). (@)

" 211

The integrand in the first integral only depends on  through e'YQt, and hence is analytic in 2 on C,
so that this term vanishes. For the second integral, we integrate over the contour I'iesy used in the
proof of Proposition 4.3 and use Proposition 3.12 to estimate the remainder ' () — '*®(0) to
obtain

1
< Cl[Yollpinze / 6_0a2t|ia — Ca2||i — 2cal da
1)

o [, ) - PR 0) dr?)
I

211
left

oo
L> ,

C
< ?H%HLlan,

gaining an extra factor of t~1/2 in decay from the O(|y|?) estimate on the remainder. The contribu-
tions from the other parts of the contour I'iet are again exponentially decaying in time.

The estimate on the term involving ¢ight () follows as in the proof of Proposition 4.3, but we gain
an extra factor of t~1/2 since ||4)""#"(v)||p~ is bounded rather than blowing up at rate ||~ by
Proposition 3.12. The restriction to 1y € L*°(R) can again be removed by the small time regularity
estimate in Lemma 4.6. O

Finally, we establish the following decay estimates on derivatives, equivalent to those for the heat
equation.

Proposition 4.5. There exists a constant C > 0 such that for any 1o € L'(R), we have for all
t>0

10a(e551250) [ 1 < j}uwoum, (48)
and
Lot C
10x(e= )z < & ollr (4.9)
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Proof. The proof of (4.8) is completely analogous to that of Proposition 4.3, with Proposition 3.13
replacing Proposition 3.11. The proof of (4.9) is similar, using Proposition 3.14 but gaining an extra
factor of t~1/2 decay due to the O(|y|?) estimate on the remainder || W% (y) — Wt (0)]| foo. O

4.3 Small time estimates

As L, and Ly are both elliptic operators with smooth, bounded coefficients, eLrt and et obey the
same well known small time regularity estimates; see for instance [22, 15]. The estimates in this
section thereby hold for £ = £, or L.

Lemma 4.6. Fiz 1 </ < oo. There exists a constant C' > 0 such that for all 0 < t < 1, we have
C

le“ Fllzee < 7l Fllzr for all f € LY(R), (4.10)
e Fllwe < Cllflwre for all f € WH(R), (4.11)
and
C
1022 (“ F)llaoe < il Fllwree for all f € WHE(R). (4.12)

5 Nonlinear stability — proof of Theorem 1

The system (1.11)-(1.12) for (p, 1)) is locally well posed in L*(R) N L>®(R) x W1>°(R). By parabolic
regularity, a solution with initial data (po,1o) small in L'(R) N L®(R) x WLH°(R) is small in
Whee(R) N WHL(R) x W1°(R) after a fixed short time. Hence in proving Theorem 1, we may
assume without loss of generality that d,pg is small in L' N L.

The system (1.11)-(1.12) for (p, 1)) is also locally well posed (in particular) in W&ﬁ(R) x WL (R)
by standard theory of semilinear parabolic equations [15, 22], in the sense that given any (pg, o) €
Wolf'i (R) x W1°(R), there exists a maximal existence time T, € (0,00] and a unique solution
(p(t),9(t)) to (1.11)-(1.12) for ¢t € (0, T) satisfying

o [(Cr = A1 0 p)\  [(L, =Nt 0 o (5.1)
0t 0 (Ly =N \we)) — 0 (Ly — A1) \ o '

for any A in the resolvent sets of both £, and £,. Furthermore, the maximal existence time T}
depends only on ||[(po, ¥0)ly1.% w100~ For the remainder of this section, we let (p, ) be a solution
0,—1

with initial data (po,40) € L (R) N W (R) N WH(R) x L, (R) N WH*°(R) and let T, denote
its maximal existence time in Wolf'i(R) x W (R).
We then define the norm

o) = S (1+ S)‘O’ﬂIIP(S)HWO{go1 + (L4 9) 2 () lwrs + (1 +5)2 [0 (s)]

+ L+ 9)[9(5)llz, o + 5" (9) |0+ (1+ 9)[8a(5)| 2 + Locacrys' [ tea(s) || (5.2)

By the local well-posedness theory, uniform control of ©(¢) up to time 7% implies global existence of
the solution to (1.11)-(1.12) together with the desired decay estimates.
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To control the nonlinearity, we will use the fact that by Taylor’s theorem, there exists a constant
C > 0 such that

1
1+wlglp

1

Troigty = 3

— 1| < Clw gy 'pl, ‘

and
lw™2p?| < Clw™1p?, (5.4)

provided ||w™!g;'p|r < 3. We will obtain global control of ©(t) through the estimate in the
following proposition.

Proposition 5.1. There exist positive constants Cy and Co such that the function ©(t) from (5.2)
satisfies

O(t) < C1 (lIpollzy , + Ipollwreawrs + [ollzy , + [ollwrs ) + C20(1)?, (5.5)
for all t € (0,T.), provided ||w™q;'p(s)||Le < & for all s € (0,1).

We start by rewriting the system (1.11)-(1.12) in mild form via the variation of constants formula,
obtaining

p(t) = €7'po + Tp1(t) + Lpa(t) + Tpa(t) + Lpalt), (5.6)
() = e o + Ty 1 (1) + Ly a(t) + Ly (1),
where
Ta(0) = — [ 5 [3ap(s)? + 0 n(s)?] s (5.5)
0 L
Ta(t) = [ 500 [T ()] s, (5:9)
0 L
t -
Tya(t) == [ 507 [wqul(w a2 ()] ds (5.10)
0 L
t
Tpa(t) = = [ 50 [plo)(w g o)l d (5.11)
0
and
¢ o
_ [ utt=s) [92x 1 N
Ty (0) /O e£ult=9) [ o <1+w1q*1p 1) %(s)] ds, (5.12)
t I 1
— Ly (t—s) N -1 -1
Tya(t) /0 Lo _2wq*<1+w_1q*_1p 1) (Wl )m(s)] ds, (5.13)
¢ I 1
= Ly (t=s) -1 S -1 -1
Ty a(t) /0 Lot |20 p)z(lw_lq*_l)(w 0 w(s))z] ds. (5.14)

The coefficients in the nonlinear terms gain spatial localization due to the factors involving w and
g«. Precise estimates on this localization effect may be inferred from the front asymptotics [1],

a—+bx)e ™ xle 2 T — 00
q*(x)z{( +bz)e + Of ) oo (5.15)

1— cre-1 V2 4 O(e(_2+2ﬂ)x), x — —00.

To characterize decay rates of nonlinearities throughout this section, we will make frequent use of
the following elementary estimate.
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Lemma 5.2. Fiz o > 0 and let 8 > 1, further assuming 8 > «. There exists a constant C' > 0
such that for all t > 1, we have

t=1 1 1 C
< —. .
/0 (s (11s)f ¥ (5.16)

Proof. The integral in question is clearly uniformly bounded for 1 < t < 2, since s is bounded away
from t in the region of integration, so there is no singularity in the integrand. We may therefore
assume t > 2. When estimating the full nonlinearities, there will of course be a piece of the integral
from t — 1 to t, but here we focus on only the part from 0 to ¢ — 1 in order to separate the large
time decay from small time regularity estimates.

For ¢t > 2, we note that t — 1 > %, and write

t—1 1 1 s — t/2 1 1 J t—1 1 1 J
/0 (t—s)*(1+s)s S_/o (t—s)*(1+s)s 8+/t/2 (t—s)*(1+s)s >

In the first region of integration, t — s ~ t, and so we have

t/2 1 1 c t?2 1 C [~ 1 C
<= - ds< = _gs< =
/0 (t—s)a(1+s)ﬁds—ta/o (1+s)5d8_t0‘/0 TED AT

since 8 > 1. In the second region of integration s ~ t, and so we have

/tl 1 L C /tl L C /t/2 L
N R N R e I i Y VS R FR LIV e
If « > 1, we have
C t/2 1 C C
- — < 7 <« =
(1+t)/3/1 TS S e

for t > 2, since 5 > a. If a = 1, we gain a factor of logt, but since 5 > 1, this can be absorbed by
(14 t)~7 while still retaining decay at rate t~'. Finally, if o < 1 we have

C /t/z 1 ir < C oo o C < C
- dr < —
A1+t )y 7o — (1+t)8 T (14 t)ftel T (14t
for t > 2, since f > 1, s0 S+ a — 1 > «, completing the proof of the lemma. O

We note that if o < 1, then the integral from 0 to t — 1 in Lemma 5.2 may be replaced by an integral
from 0 to t, since the singularity in the integrand near s =t is integrable in this case.

We prove Proposition 5.1 by breaking the estimate into several pieces, first establishing control of
p(t).

5.1 Estimates on p(t)

We begin by estimating |[p(t)| ;1. , taking advantage of the estimates on p and ¢ encoded in the
0,—1
definition of ©.
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Lemma 5.3 (Wolf'i estimates on 7, 1(t)). There ezists a constant C' > 0 such that for allt € (0,T)
we have

(1+ lt)?’/QHIm(t)IIWO{,go1 < co(t)’
provided ||w™ g p(s)||Le < L for all s € (0,1).
Proof. We split the integral in the definition of 7, 1(t) as
=l ! Ly(t 102 2. ()3
i) == ([ [ ) [ 0o tp( + %051 ]

7
t—1

For the first piece, we have by Proposition 4.1

t—1
(1+1)32 / eLr(t=s) {3q*w71p(s)2 + win(s)?’} ds
0 W
< C(1+1)3? /t_1 _ H3q wp(s)? + wfzp(s)g‘ ds
- o (t—s)32 17 Ly,
The nonlinear terms have exponentially localized coefficients, so that
w p(s)” +w Tp(s)7| = CIPS)llips)llcg., p(s)lizrlip(s)lizg.,
3a.w”'p(s)* + w7 p(s)?|| < C (Ilp()lnallp(s)lizge, + Clip(s) L llp(s)]
0,1
1
<CO(s5)? —
<006 o7
provided |w™tg; 'p(s)||re < 3 for all s € (0,¢). Hence, since O(t) is non-decreasing, we have
t—1
(14 t)3/? / eLr(t=s) [3q*w_1p(s)2 + w_2p(5)3} ds
0 Wo
cowra+n2 [ L L4
< t t
<CO@)"(1+¢) /0 (t— )32 (1 + 5)2 5
By Lemma 5.2, we have
t—1 1 1
1+t 3/2/ ds < C,
+9 0o (t—5)32(1+s)2 o=

so that we have the desired estimate for the piece of the integral from 0 to ¢ — 1. The estimate on
the integral from ¢ — 1 to t is similar, but we use the small time regularity estimate (4.11) from
Lemma 4.6 in place of Proposition 4.1. O

Lemma 5.4 (Wolfi estimates on 7, o(t)). There exists a constant C > 0 such that for allt € (0,T5),
we have

(14 02| Tpa @l < COW?, (5.17)
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Proof. For 0 <t < 1, we have, using Lemma 4.6,
t
(1+t)3/2HIp,2HWO{vS‘H < C(1+t)3/2A Heﬁp(tfs) {wflq*flwx(s)QH‘WLoo ds
t
<O [ ot () e ds
¢ 2
<O [ (IWal)F + IWasls) e[ (5) 1 ) ds
t 1 571/2
< 2
< co(t) /0 <(1+8>2+ 1+s> ds
< CO(1)?,

as desired, also using the fact that ©(t) is non-decreasing by definition.

For t > 1, we split the integral into two pieces in order to handle small time regularity separately
from the decay estimates for large times, writing

Toa(t) = - | e@WQPAQWM@ﬂw_/t

t—1
The integral from ¢ — 1 to t is estimated as in the 0 < ¢ < 1 case above. For the other integral, we
have, using Proposition 4.1,

t—1
/0 oLo(t—s) {w‘lq*_l¢x(s)2} ds

t—1
eFr(t=s) [w_lq*_llbm(s)ﬂ ds. (5.18)

(1 + t)3/2

1,00
WO,*I
1

t—1
< C(1+t)3/2/0 ]

g e (s) g, ds. (5.19)

By the front asymptotics (5.15), we have |w™1g; 1| < Cpp —1, so that

lo™ g a ()2l 1y, < Clla(s)llr < Clivw(s) | pallva ()]l < 06(8)2(1+13)3/2'
Hence we obtain
t—1 t—1 1 1
(1+1)%? /0 ebrlt=s) {w_lq;l%(s)ﬂ ds Wi <C(1+ t)3/29(t)2/0 (t— 5372 (1 4 5)32 ds
| < CO(t)?
by Lemma 5.2 and the fact that O(t) is non-decreasing, as desired. O

Lemma 5.5 (Wolf'i estimates on 7, 3(t)). There exists a constant C > 0 such that for allt € (0,Ty),
we have

1+ DT, 5(1) [y < CO)®. (5.20)

Proof. We focus on the case t > 1, as the small time estimates can be handled in a similar manner
to the proof of Lemma 5.4. We again split the integral into two pieces, writing

Ip3(t) = —/0

t—1

Lo(t=s) {wq*[(w_lqyfl)z]%(sﬂ ds = /t

oLo(t—5) [wq*[(w—lqgl)x]%(s)ﬂ ds.
t—1

(5.21)
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Again, we focus on the integral from 0 to ¢ — 1, as the other integral involves only small time
estimates similar to those in the proof of Lemma 5.4. For this first integral, we have

02 | [ e [l a0 s

1,00
Wo' 5

1
3 llwal(@ e ol e(s) Iy ds. (5.22)

< C(1+1t)%? /Ot_1 T

By the front asymptotics (5.15), we have

wa[(w ™ g )a]?| < Cwyopo,—3 (5.23)

for a fixed n > 0 sufficiently small. In particular

C
-1, -1y 12 2 2 2
lwg[(w™ g )] (5)7 M1y | < Cllwnsz0m0,-2llL ()T | < (1+s)2®(8)
Hence we obtain
szl [0 Lo 1, -1y 12 2
(1+0%2 | [ et fugfw a2 o)) ds|
0 %% ,O0
0,—1
<C@(t)2(1+t)3/2/t_1 ! L s < cow?
S
- o (t—s)32(1+s)2 "
by Lemma 5.2, as desired. O

The estimates on 7, 4(t) are strictly easier than those on Z, ;(t),7 = 2, 3, since the only difference is
that the factor of wg, is replaced by a factor of p(s), which has the same spatial localization but

extra temporal decay: that is, we have ||wg.|z | < C but [[p(s);1.0 < C(1+ 5)~3/20(s). We
— 0,—1

thereby obtain the following lemma.

Lemma 5.6 (Wolf'i estimates on Z, 4(t)). There ezists a constant C > 0 such that for allt € (0,T),
we have

(1+ t)?’/QHIpA(t)HWO{,S.@I < co(t)’
provided ||w™ g p(s)|| < & for all s € (0,1).
Proposition 5.7 (Wolf'i estimates on p(t)). There exist positive constants C1 and Cy such that
A+ 0¥ pO)llyzo < Cr (Ipollzy, + Ipollwoe) + C20(1)? (5.24)
provided ||w™lq 1p(s)|| e < & for all s € (0,1).
Proof. Having already handled all the nonlinear terms in Lemmas 5.3 through 5.6, it only remains

to estimate the term e“»!py in the variation of constants formula (5.6). For 0 <t < 1, we have by
Lemma 4.6

(1+ t)g/zlleﬁptPOHW(}gol < O+ )*pollwr < Cllpollw.e-
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For t > 1, we instead use Proposition 4.1 to estimate

3/2
c (1+1)
(L4 %2 pol e < C-—g5—lpolliy, < Cllpollny -

so that for all ¢ > 0 we have
3/2
1+ >0l < Cr (lpollzy, + Ipollwres )
as desired. O
We now establish control of p(t) in W11, which is in turn used in estimating several terms in the

nonlinearity.

Proposition 5.8 (W!! estimates on p(t)). There exist positive constants Cy and Cy such that for
all t € (0,T), we have

1+ 0Y2pWllwrs < 1 (ol g, + 19ep0llcr) + €200 (5.25)

provided ||w™lq 1p(s)||Le < L for all s € (0,1).

Proof. The proof is exactly the same as that of Proposition 5.7, but with Proposition 4.2 replacing
the linear estimate Proposition 4.1. O

5.2 Estimates on 1(t)

We first prove estimates on [|¢(t)| e, . since in light of Proposition 4.4, these require measuring
the nonlinearities in L{ ;, and so these estimates are strictly harder than estimates on [[¢(t)]| e,
which only require measuring the nonlinearities in the weaker L' norm.

Lemma 5.9 (Lg%, estimates on Zy,1(t)). There exists a constant C' > 0 such that for allt € (0,T%),
we have

L+ Zp 1Oz, < CO(t)? (5.26)

provided ||w™ g p(s)|| < & for all s € (0,1).

Proof. We again split the integral in 7, 1(¢) as

Tya(t) = (/t_l + t ) eFu(t=s) [2(11k (1 — 1) wz(s)} ds.
’ 0 t—1 ¢ \14+w g p

Throughout this section, we will focus on estimating the integral from 0 to ¢ — 1. The estimates
on the other integral are similar, but we replace Proposition 4.4 with Lemma 4.6 to guarantee
integrability near t = s. Of course if ¢ < 1, then we only write one integral from 0 to ¢, and use the
small time estimates of Lemma 4.6 in this single integral. Hence for the remainder of this section
we will assume ¢ > 1. Using Proposition 4.4, we estimate

t—1 q/ 1
(1+1) ‘ / eFult=9) {2* (_1 - 1) ¢x(s)] ds
0 ¢ \1+wlg p L™=,
t=1 1 q. 1
§Cl+t/ ‘*( —1> (s ds
(1+1) o (t—s)llg \1+wlg'p ¢()L51
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Taylor expanding the nonlinearity and using that |w= g | < Cpp—1 and ¢, /g is bounded, we have

(SR

g \1+wlglp

<C Hw’lqllp(S)%(S)‘
Lg,

< Clip(s) 2142 ()] oo

1 1
< CO(s) (1+)Y2(1+s)

1
Lg 4

Estimating the integral from ¢t — 1 to t similarly but using the small time estimates from Lemma
4.6, we obtain

t=1 1 1 ¢ 1 1
L+ 8)||Zya(t)|[ze < C(1 t@t2</ —d d)
( + )” ¢,1( )HLo,—l — ( + ) ( ) 0 t—g (1 +S)3/2 s+ -1 (t _ 5)1/2 (1 +5)3/2 s
< CO(t)?
by Lemma 5.2 and an analogous argument for the second integral, provided ||w™1q; 1p(s)|| L=~ < %
for all s € (0,1), as desired. O

Lemma 5.10 (L§_; estimates on Zy, o(t)). There exists a constant C' > 0 such that for allt € (0,T%),
we have

(1 + O Zpa(®)lix, , < COL) (5.27)
provided ||w=lg1p(s)||Le < L for all s € (0,1).

Proof. We again focus on the integral from 0 to ¢t — 1 in the definition of Z; (). By Proposition
4.4, we have

t—1 1
)| [ e g (o 1) @ )| ds
0 I+w g p L=,
<can [ ]wq; (e - 1) @ )| s
o (t—s) 1+w g p L,

Taylor expanding the nonlinearity and exploiting the localization of (w™'¢;!), implied by (5.15),
we obtain

qu; <1+w}1q;1p - 1> (W™l ath(s)

< Clip(s)llpalleo(s)llze=,

Lg
1 1
< CO(s)? :
< OO AR It

Estimating the integral from ¢ — 1 to ¢ similarly, we obtain

t=1 1 1 t 1 1
W+ 1T, < 0007 ([ =gyt [ sogmaran )
< CO(t)?

by Lemma 5.2, provided ||w™ g, 'p(s)||z < 5 for all s € (0,t), as desired. O

32



Lemma 5.11 (L§°_; estimates on Zy 3(t)). There exists a constant C' > 0 such that for allt € (0,T%),
we have

L+ ) Zps)llze, , < CO)? (5.28)

provided ||w=lq 1p(s)||Le < & for all s € (0,1).

Proof. Again, we focus on the integral from 0 to ¢t — 1 in the definition of Z, 3(¢). By Proposition
4.4, we have

a+o| [

= [t () e e ds

14+ w g

L=,
) @ )

t—1 1

C(1+t)/ L

0 (t—s)

1

_— ds.
1+wlg'p

1
Lo

w(w 'p)e <

We estimate the nonlinearity as

w(w p)s < ! ) (W g ' (5))a

[ < Cllp(s)[lwr (||1/fx(3)||L°° + W(S)HLC’,OLO)

1
Lo,

1 1 1
< 2
< C8(s) (1+ s)1/2 (1+s + 1+s>

Loy,

<Cr—eops
— (14 s)3/2
provided |lw™1g; 'p(s)||r < 3 for all s € (0,¢). Hence we obtain

=1 1 t 1 1
L4+t Zps(t)|ze < COM)?(1+1t / — 5 d d)
( + )H 1/’73( )HL—l,O — <) ( + )( 0 t—8(1+8)3/2 5+ 1 (t—S)l/Q (1+5)3/2 S
< CO(t)?

by Lemma 5.2, as desired. O

Combining the preceding three lemmas with the small time estimates from Section 4 as in the proof
of Proposition 5.7, we obtain the following control of [|¢(¢)]|L |

Proposition 5.12 (L§°_; estimates on t(t)). There exist positive constants Cy and Cz such that
for allt € (0,T), we have

A+ D@z, < Cr (IIbollzy, + [Yollz= ) + C20(#)? (5.29)

provided ||w™ g p(s)||Le < L for all s € (0,1).

Proof. Having estimated the nonlinear terms in the preceding three lemmas, it only remains to
estimate the term e“¥!)y in the variation of constants formula (5.7). For 0 < t < 1, we have by
Lemma 4.6

(L +B)lle“ ol , < CL+ )0l < Clleol|ze.

-1,0 —

For ¢t > 1, we instead use Proposition 4.4 to estimate

(1+t)

L
(1+t)lle™*"ollre, , < o Iollzy < Clivollzy

which completes the proof of the proposition. O
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By similar arguments, we obtain the following control of 1 (t) in L°°.

Proposition 5.13 (L™ estimates on ¢(t)). There exist positive constants Cy and Co such that for
all t € (0,T), we have

(L+ )72l < Cr (1ol + [%ollze=) + C20(t)? (5.30)

provided ||w™lq 1p(s)|| e < & for all s € (0,1).

Proof. The proof is exactly the same as that of Proposition 5.12 but with the estimate ||e“¥*|| ;1_, 00 <
Ct=1/2 of Proposition 4.3 replacing Proposition 4.4. The control of the nonlinearities in the stronger
norm L(IM obtained in the proof of Proposition 5.12 is sufficient to close the argument. O

It only remains to estimate 1, (¢) in the spaces encoded in the definition of ©(t), (5.2). To do this,
we differentiate the variation of constants formula (5.7), obtaining

Vo (t) = 0 (eX0"0g) 4 0Ty 1 (1) + 0oLy 2(t) + 0Ty 5(t). (5.31)

Notice that the linear estimates on 9,e£%! all measure the initial data in the L' norm. Hence

the nonlinear estimates on derivatives are again strictly easier than those obtained in the proof of
Proposition 5.12, which requires measuring the nonlinearities in the stronger norm L%,l» and so we
readily obtain the following nonlinear estimates on derivatives.

Proposition 5.14 (Estimates on v, (t)). There exist positive constants C1 and Co such that for
allt € (0,T%), we have

(14 Dea()lpee + 2 [$e (Ol < Cr (1ollr + [[Lollwre) + C2O(t) (5.32)
provided ||w=lq;1p(s)||Le < L for all s € (0,1).

Lemma 5.15 (Small time control of 1,,(t)). There exist positive constants C1 and Co such that
for all 0 < t <min(1,T}), we have

2 [wa ()| e < C ([Wollwrs) + C20(1)?, (5.33)
provided |lw™1g; 'p(s)||re < 3 for all s € (0,1).

Proof. We differentiate the variation of constants formula (5.7) twice, use the estimate

1920 (e540) [ L < CE2|[3pollr.00

from Lemma 4.6, and estimate the nonlinear terms in a similar manner to the proof of Proposition
5.13 for small times. O

The desired control of ©(t), Proposition 5.1, follows readily from the control of the individual terms
from Propositions 5.7, 5.12, 5.13, and 5.14 together with Lemma 5.15.

Proof of Theorem 1. Define

Qo= |lpollry, + lPollwrecqwrr + llvollry | + [[Yollwroe
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By Proposition 5.1, there exist positive constants C; and Cy such that
O(t) < C19Q + CL0(1)? (5.34)

for all ¢t € (0,7.) provided [lw™lg; 'p(s)|z= < 3 for all s € (0,¢). It follows from the local well-
posedness theory that there exists a constant Cp > 0 such that O(t) < CopfYp for t sufficiently small.
Set C; = max(C1, Cp), and suppose ) is sufficiently small so that

~ 1 ~
2C1Q < 5 and 4C;C58) < 1. (5.35)

In particular, ©(t) < CoQy < 3 for ¢ sufficiently small, so that (5.34) holds for ¢ sufficiently small.
We show that

O(t) < 20100 < % (5.36)

for all t € (0,T%). By construction, ¢ — ©(t) is continuous on (0,7%). Hence if (5.36) does not hold,
then there is some time t; at which ©(¢;) = 2C1Q¢. Considering (5.34) at time ¢1, we obtain

2010 < C19Q + 4(2C1Q0)C3C03 < C1Q0(1 + 4C1 C20y),
using that in particular 2C1Q0 < 1. Since we also have 4C;CoQ < 1 by assumption, we conclude
2 < 1+4C1CoK(B)Qy < 2,

a contradiction. Hence O(t) < 201 for all t € (0,Ty), which implies by the local well-posedness
theory that T, = oco. This global control of O(¢) implies in particular

C
Iy, < ¢

1 +1t)3/2Q0

and

C

Hw(t)HWL‘X’ < WQQ

Reverting to (7, ) coordinates and using the fact that there exist constants ¢,C > 0 so that
cpo,—1 < ]wilq; 1\ < Cpop,—1, we find that these estimates are equivalent to those stated in Theorem
1, and the smallness of €}y translates to the smallness condition on the initial data in the statement
there. We note that from the control of ©(¢) we further obtain detailed estimates on p and 1 in
stronger norms, as well as decay estimates on derivatives. O
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