Instant Data Sanitization on Multi-Level-Cell NAND
Flash Memory

Md Raquibuzzaman
The University of Alabama in Huntsville
mr0068@uah.edu

Aleksandar Milenkovic
The University of Alabama in Huntsville
milenka@uah.edu

ABSTRACT

Deleting data instantly from NAND flash memories incurs
hefty overheads, and increases wear level. Existing solutions
involve unlinking the physical page addresses making data
inaccessible through standard interfaces, but they carry the
risk of data leakage. An all-zero-in-place data overwrite has
been proposed as a countermeasure, but it applies only to
SLC flash memories. This paper introduces an instant page
data sanitization method for MLC flash memories that prevents
leakage of deleted information without any negative effects
on valid data in shared pages. We implement and evaluate
the proposed method on commercial 2D and 3D NAND flash
memory chips.

CCS CONCEPTS
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1 INTRODUCTION

Due to the increasing popularity of flash memories for stor-
ing private data in smartphones, SD cards, USB flash drives,
and solid-state drives (SSDs), instant sanitization of user
data from the flash media has become extremely important
to preserving user privacy. According to the Data Protec-
tion Act (DPA) 2018 [15], the deletion of information must
be real, ie., the content should not be recoverable in any
way. Unfortunately, the standard data deletion methods of
today’s solid-state storage devices do not offer any instant
data sanitization capabilities to the end-user [9, 10, 16, 17, 22].
Although the state-of-the-art data deletion methods make
the data inaccessible through standard memory interfaces,
recent research efforts demonstrate that data is partially or
fully recoverable by employing advanced memory characteri-
zation techniques. According to a recent report from Blancco
Technology Group, 42 of used SSDs sold on eBay hold sen-
sitive data [6, 20]. Furthermore, the report states that the
data is recoverable even from SSDs that were subjected to
standard data sanitization methods. This highlights a major
concern that while sellers clearly recognize the importance
of data deletion, they are, in fact, using methods that are
inadequate and do not ensure true sanitization of data.
NAND flash memories present several challenges to in-
stant data deletion due to their organization and operation.
First, flash memory chips are organized in flash blocks, where
each block consists of multiple pages. Basic flash operations
are page write (program), page read, and block erase. Thus,
flash-write operations that store data into the flash memory
take place at a page-level granularity, whereas erase opera-
tions take place at a block-level granularity. Second, NAND
flash memories employ an erase-before-write paradigm that
requires that blocks be erased before pages within a block
are written into. This requirement makes in-place page up-
date operations impractical because all valid pages in a block
would need to be copied into another block before the block
is erased and the page is updated. Instead, the updated data is
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written into a different page, whereas the existing page is sim-
ply “unlinked” or marked as invalid. However, the original
content remains in the “unlinked” flash page. Third, NAND
flash memories have finite endurance, meaning that only a
fixed number of program and erase operations is allowed
on a NAND block during its lifetime; once this number is
exceeded, the block becomes unreliable for storing data. To
manage these basic flash operations (erase block, program
page, read page) and map high-level storage abstractions
into physical pages and blocks, an intermediate firmware
layer called Flash Translation Layer (FTL) is employed [2].
This firmware typically runs on a dedicated flash memory
controller that employs sophisticated algorithms for wear
leveling, garbage collection, error correction, and others.
These algorithms try to minimize read latency, ensure data
integrity, and maximize the lifetime of physical media.

In order to alleviate significant overhead of erase-based
techniques and achieve page-level sanitization of deleted
data in flash-based storage, a page-overwrite with all-zeros
technique was introduced by Wei et al. [23] and later im-
proved by others [1, 5, 7]. The method creates an all-zero
page by an over-write operation, thus removing the informa-
tion from the page. Even though all-zero sanitization works
for single-level cell (SLC) memories, it cannot be directly
applied to MLC memories where two logical pages share the
same set of memory cells. An all-zero overwrite on one logi-
cal page may corrupt data on the other shared page. Thus,
instant data sanitization remains an open problem for multi-
level cell (MLC), triple-level cell (TLC), or quad-level cell
(QLC) flash memories.

This paper introduces an instant page sanitization method
for MLC flash memories that prevents leakage of deleted
information without any negative effects on valid data in
shared pages. Our experimental evaluation on commercial
NAND flash memory chips shows that the proposed method
ensures true data sanitization that leaves no traces of the orig-
inal data even in the analog threshold voltage distribution
of the sanitized pages. The proposed method incurs minimal
disturbance on valid data residing in neighboring pages, it
does not require any hardware modification, and it can be
implemented using standard user-mode flash commands in
the FTL firmware.

The rest of the paper is organized as follows. Section 2
describes the background through a brief NAND flash pre-
liminary and a summary of existing techniques and academic
research in the area of NAND flash data sanitization. Sec-
tion 3 describes our proposed sanitization method. Section
4 describes the results of the experimental evaluation, and
Section 5 concludes the paper.
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2 BACKGROUND

2.1 Nand Flash Memory Preliminaries

A basic building block of a NAND flash memory is a memory
cell, a MOSFET transistor with a floating gate (FG) that can
trap negative charge. The presence of negative charges on the
FG effectively increases the transistor’s threshold voltage (V;)
relative to the case when there is no charge on the FG. Thus,
a flash memory cell is a charge-based analog memory that
stores information in the form of threshold voltages — cells
with no charge are erased holding a logic ‘1’ and cells with
trapped charge are programmed holding a logic ‘0.’ This type
of memory cell holds one bit of information — a.k.a. SLC. A
NAND flash memory block is organized as a two-dimensional
array of memory cells, as shown in Fig. 1(a). Cells in a row
constitute a page, and their control gates are connected to
a shared word line (WL). The page size varies from 2-16
kilobytes, depending on the manufacturer. A collection of
pages (e.g., 2048) forms a flash memory block. The cells in a
vertical column of a memory block are connected via select
transistors to a metal bit line (BL) at one end and to the
ground at the other end. In NAND flash memories, data
are read or programmed at the page level, whereas erase
operations are performed at the block level. Any flash cell
that is set to a logic ‘0’ by a program operation can only be
reset to a logic ‘1’ by erasing the entire block. Thus, flash
memories do not support in-place data update to change the
content of a logical page, the new content is programmed
into a fresh flash page.

Cell 'V, distribution in MLC. MLC flash memory cells store
2 bits of data, and they are programmed to have their V; in
one of four different states, Ly, L1, L2 and Lg as shown in Fig.
1(b). The data bits corresponding to each V; state are shown
in two colors to indicate the most significant bit (MSB) in
red and the least significant bit (LSB) in blue. The Gray’s
code is commonly used to encode the states (Lo = 11,L; =
01,Ly = 00 and Ls = 10). The MSB bits of all memory cells’
states in a row form the MSB page. Similarly, the LSB bits
of all the memory cells’ states form the LSB page. Thus,
every LSB page has a corresponding MSB page, and they
are called shared pages because they share the same set of
physical memory cells. When a block is erased, all charges are
removed from the cells’ floating gate (FG), placing the cells
into the erased state (Ly). Programming an LSB page involves
injecting charges on selected cells’ FG to move their state
from Ly to Lo as illustrated in Fig. 1(b). The corresponding
MSB page is programmed after the LSB page programming
is finished. During MSB page programming, certain cells
transition from Ly to L; and certain cells transition from Lo
to Ls. Thus, after programming both pages, four V; states are
created in the memory array. Two read reference voltages
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Figure 1: (a) NAND flash memory block organization. (b) Threshold voltage distribution plot for MLC flash
memories. (c) Simplified view of a storage system containing a memory chip and controller. (d) Main functions of

FTL.

are used to read the MSB page data, whereas only one read
reference voltage is needed to read the LSB page data, as
shown in Fig. 1(b).

Flash-based storage system. Fig. 1(c) shows a simplified view
of a flash memory-based storage system consisting of a flash
memory controller and one or more NAND flash memory
chips. The flash controller manages the flash media by execut-
ing several tasks defined in the FTL. FTL provides an interface
between the host file system on one side and the physical
NAND flash memory chips on the other side by mapping
the logical addresses to physical addresses in NAND flash,
as shown in Fig. 1(d). In addition, FTL contains firmware
modules that perform error correction, garbage collection,
and wear-leveling [4]. The garbage collection module period-
ically reclaims all the invalid pages in the media to perform
a block erase operation, which will free up memory space
for new data. The wear-leveling module manages the limited
endurance of the flash media by ensuring uniform program-
erase operations across different NAND flash memory chips
and blocks within a chip.

2.2 Data Sanitization in NAND Flash

Standard overwrite-based erasure techniques used in hard
drives do not work in NAND flash-based storage systems
since in-place updates are not possible in NAND flash mem-
ories. Instead, the following methods are typically employed
by the flash controller for data sanitization.

Block erase. The block erasure is a basic NAND command
to remove data from all pages in a flash block. This method
essentially removes charges from all flash cells in the block
and hence physically erases the data from the media. Typ-
ically, the garbage collection function of the FTL uses this
method to remove old invalid data once the drive is almost
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full. A major drawback of using the block erasure for instant
sanitization is its poor performance caused by significant
overhead due to valid data migration [3, 19, 21] and a block
erase operation that takes more time than a page program
operation. In addition, this technique increases wear level
and thus limits the effective capacity/operating time of stor-
age systems. Thus, this command is sparingly used by the
flash controller.

Logical data deletion. Since the block erasure suffers from
poor performance, solid-state storage devices usually per-
form logical deletion of data by invalidating the page ad-
dresses of obsolete data [13, 14, 24]. The page address map-
ping is handled by the FTL, which performs one-to-one map-
ping between a logical page address and a physical page
address on the flash media. Thus, for any page update opera-
tion, the FTL will write the new contents to another fresh
page (or block) and update the address map table to point
to the new page. As a result, the old version of the data re-
mains in the physical storage medium, from where it can be
retrieved by an adversary with advanced memory interfaces.
Thus, this method does not ensure true sanitization of data.

Encryption-based data deletion. Several authors have recently
proposed data deletion methods based on encryption [10, 16—
18]. The basic idea in this method is to encrypt the user
file with an encryption key and store the encrypted data
and the key in two separate NAND blocks. A secure data
deletion is achieved by removing the keys, which can be
done efficiently as keys require less space in memory. Even
though encryption-based techniques are promising, they
suffer from the following drawbacks. First, the encryption-
based deletion method carries the risk of data recovery as
its implementation may have certain issues, e.g., random
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number generation (for encryption key) that can be compro-
mised by a motivated adversary. Second, encryption-based
deletion requires proper removal of encryption keys and
any other derived values that might be useful in cryptanal-
ysis. Third, many existing storage systems and embedded
platforms do not include hardware modules for accelerating
encryption/decryption tasks and rely on software solutions
that can severely limit system performance.

All zero-overwrite-based page sanitization. In order to achieve
the page-level deletion in flash medium, the idea of “data
scrubbing” was proposed by Wei et al. [23] and later im-
proved by others [1, 5, 7]. The “scrubbing” based sanitization
relies on programming an all-zero data, which is equivalent
to the deletion of data from that page. Thus, “scrubbing”
provides an alternative route to digital sanitization by repro-
gramming all the cells in the page. Unfortunately, the “scrub-
bing” method only applies to SLC flash memories, leaving
the problem of instant data sanitization unsolved for MLC
flash memories.

Sanitization using one-shot programming. Lin et al. [11] pro-
pose a technique for partial sanitization for MLC flash mem-
ories. Specifically, they utilize one-shot programming to san-
itize data in MSB and LSB pages. Whereas this technique
can achieve fast sanitization, it relies on proprietary flash
commands for one-shot programming that are not typically
exposed through standard NAND flash interfaces. In addition,
as it does not involve any verification steps, it requires prior
characterization to determine one-shot programming volt-
age for individual cell states, limiting its practicality. Next,
one-shot programming does not completely prevent data
leakage as it eliminates only one of the possible four cell
states. Note that to prevent any data leakage from a sanitized
shared page, the flash cells in the shared page should be in
at most two cell states.

Evanesco. Kim et al. [8] introduce Evanesco — a hardware-
supported technique for efficient data sanitization in modern
flash-based storage systems. It provides data sanitization by
blocking access to invalidated data either on page or block
level. Whereas this approach is very effective, it requires
additional hardware and is not applicable to the existing
flash memory chips. In addition, the data stored in the flash
medium is not physically removed, making it susceptible to
future direct or indirect data retrieval attacks.

3 PROPOSED SANITIZAITON METHOD

To alleviate problems of the existing approaches, we intro-
duce a method for instant sanitization that does not require
any special hardware support and can be fully implemented
in the FTL using non-privileged commands on commercial
chips. The proposed method allows for the sanitization of
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(a) an LSB page while preserving the data in the correspond-
ing MSB page, (b) an MSB page while preserving the data
in the corresponding LSB page, and (c) both LSB and MSB
shared pages. Even though shared LSB and MSB pages are
logically independent of each other, physically, they are in-
terdependent as they share the same set of memory cells.
Thus, overwriting an LSB or MSB page may corrupt the data
stored in the corresponding shared page. Hence, data sani-
tization requires careful implementation in order to ensure
data integrity of the corresponding shared page.

3.1 Sanitization of LSB page only

We start off with valid data in both LSB and MSB shared
pages. Fig. 2(a) illustrates V; distribution among all four states.
If random data are written in both pages, memory cells shar-
ing a single word line will be evenly split among four states
(25% in each). Fig. 2(b) shows state transitions of cells that
are required to sanitize an LSB page while preserving data
in the corresponding MSB page. Specifically, all cells in the
L, state need to transition into the Ly state, thus converting
the LSB bits from 1 to 0 while retaining values of the cor-
responding MSB bits. Similarly, all cells from the Ly state
need to transition into the L3 state. After these transitions
are carried out, all cells will be in either Ly or L3 state. An
LSB read will return all 0s because all the cells will have
i > VrLe?B. An MSB read will return the original content
from the MSB page.

To carry out the state transitions described above using
common flash operations, the flash controller needs to carry
out a sequence of steps as illustrated in Fig. 2(e). The first
step is to read the MSB page and store it in a temporary
buffer. Next, the controller sends all-zero data for the LSB
page and the buffer data for the MSB page and initiates a
page program operation.

The overhead of the proposed sanitization method in-
cludes the time needed for (a) one MSB page read, (b) sending
data for both LSB and MSB pages, and (c) programming data
into the selected memory cells. However, this overhead is
orders of magnitude smaller than the overhead required
to copy all valid pages from the target flash block to an-
other fresh block and then perform a block erase operation.
It should be noted that MLC flash memory chips use two
different approaches when programming MLC pages. The
chip used in this research requires both pages to be loaded
into the internal buffers of the flash memory chip before
a program command triggers program operation on both
pages. Other flash memory chips allow LSB and MSB pages
to be independently programmed. In that case, the overhead
of LSB sanitization includes the time needed for one page
read, sending data for both pages, programming an LSB, and
programming an MSB page.
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Figure 2: (a) Four V; states of MLC memory cells with read reference voltages. State transitions for the proposed (b)
LSB only sanitization, (c) MSB only sanitization, and (d) concurrent LSB and MSB sanitization. Sequence of steps to
carry out (e) LSB sanitization, (f) MSB sanitization, and (g) concurrent LSB and MSB sanitization.

3.2 Sanitization of MSB page only

Fig. 2(c) shows the required state transitions of memory
cells to sanitize an MSB page while preserving data in the
corresponding LSB page. Memory cells in the L state need to
transition into L; state, converting the MSB bits from 1 to 0.
To create an all-zero MSB page, we would need to transition
cells from the L3 into Ly state. However, cell V; cannot be
decreased with a page program operation. Thus, we cannot
create an all-zero MSB page without affecting LSB data. To
circumvent this limitation, we propose to move cells from
the Ly into L3 state. This way, the new content of the MSB
page is a mirrored image of the data from the LSB page. Still,
the sanitization goal is achieved as there are no traces of the
original data from the MSB page, while the LSB page data is
fully preserved. We can expect that the reliability of the LSB
data will even improve after the sanitization of the MSB page.
The voltage margin between L; and L3 states is significantly
higher than before the sanitization, so 0—1 bit flips in the
LSB page are less likely.

Fig. 2(f) illustrates the sequence of steps needed to sanitize
only an MSB page. First, the flash controller reads data from
the corresponding LSB page and stores it into a buffer. Then,
the inverted buffer content is transferred to the chip for the
MSB page programming. Finally, the program command is
initiated that programs the selected physical page. Please
note that we typically do not have to resend the content
for the LSB page as it can be copied internally in the flash
memory chip. The overhead of the proposed MSB page only
sanitization includes the time needed for (a) one LSB page
read, (b) sending data for the MSB page, and (c) programming
data into the selected memory cells. Please note that we
do not count the controller’s processing time as inverting
the content of the buffer is a very simple operation that is
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not going to place any computational burden to the flash
controller.

3.3 Concurrent LSB and MSB page
sanitization

In order to sanitize concurrently both the LSB and MSB
shared pages, all the cells of the memory layer need to be
moved into the L3 state, as illustrated in Fig. 2(d). In that
case, the sanitized LSB page will contain all 0s, and the sani-
tized MSB page will hold all 1s. Fig. 2(g) shows the sequence
of steps needed to carry out the concurrent sanitization of
shared pages. The controller sends all 0s for the LSB page
and all 1s for the MSB page into the respective flash memory
buffers and initiates a shared page program operation. This
method incurs even smaller overhead than the LSB only or
MSB only sanitization, as it is agnostic of the original data
stored in the shared page and does not require any page read
operation. Please note that the proposed method allows for
serialization of individual page sanitizations in the case of
NAND flash chips with independent programming of LSB
and MSB pages. For example, to sanitize the corresponding
MSB page when its LSB pair is already sanitized, the flash
controller will send all 1s data pattern and issue an MSB page
program operation. To sanitize the corresponding LSB page
when its MSB pair is already sanitized, the flash controller
will send all 0s data pattern and issue an LSB page program
operation.

4 EXPERIMENTAL EVALUATION

The experimental evaluation is performed on multiple 2D
and 3D NAND memory chips from two different major
NAND manufacturers. The chips support so-called read
offset operations that allow the flash controller to adjust
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Figure 3: (a) MSB and LSB page before sanitization. (b) MSB and LSB page after LSB sanitization. (c)-(e¢) Measured V;
distribution of cells before and after sanitization for the L;, Lo, and L3 states, respectively. Cell V; is measured with
respect to the default read reference voltage of the page shown on x-axis.

read reference voltages VrLeSfB, VrAffsf , Vrjgjff (Fig. 2(a)). Nom-
inally, this feature is used to help in recovering data when
standard ECC correction fails. In this research, we progres-
sively increase an offset and thus shift the reference volt-
ages to the right from the default level to V,.r + AV X i,
i=0,...,127,AV = 7.5 mV and then read data from the
LSB and MSB pages. This way, we can extract the V; distri-
bution of memory cell states. For example, by shifting VrAf;f
from its default value to the right by ~ 952 mV in steps of
7.5 mV, we can extract the distribution of the L; state.

4.1 Evaluation of LSB page only
sanitization

To evaluate the effectiveness of the proposed LSB only sani-
tization method, we conduct the following experiment. First,
we write two different images of 16 KiB into shared pages; an
Albert Einstein image is written to an LSB, and a Mona Lisa
image is written to the corresponding MSB page. We read
the written images and plot them in Fig. 3(a).The next step
involves the characterization of memory cells’ states before
sanitization is performed. We utilize read offset operations
on the read reference voltages Vrlf;f , VrI;‘}B , V?g;f to extract
V; distributions for the Ly, Lo, and Lj states, respectively.
Black dots in Fig. 3(c)-(e) show the percentage of cells from
the shared page with V; in each 30 mV range (4 X 7.5 = 30
mV), whereas the black curves approximate the extracted V;
distribution for the Ly, Lo and L3 states, respectively. Please
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note that V; of cells in the L state is not accessible with the
given range of V.. sweep.

The next step in the evaluation is to carry out the LSB
page only sanitization as described in Fig. 2(e). The pages
are then read and plotted in Fig. 3(b). The LSB page with the
blue frame is fully sanitized (contains all 0s), whereas the
MSB page is intact. Thus, LSB page is fully sanitized with
no information leakage. We calculate the raw bit error rate
(BER) for the Mona Lisa image after sanitization. We find
that it is the same or even lower than before sanitization. In
addition, we extract the V; distribution of cells’ states after
sanitization. Green dots in Fig. 3(c)- (e) show the percentage
of cells with V; in 30 mV range after LSB sanitization, whereas
the green curves approximate the extracted V; distribution
for the Ly, Ly and L3 states, respectively. There are several
takeaways from this evaluation. First, V; distribution after
sanitization does not distinguish the newly transferred cells
from the original ones indicating true sanitization of the LSB
page. Even if an adversary performs cell V; analysis on a
sanitized page, he/she will not be able to recover the original
data. Second, the V; distribution forms slightly longer tails
after sanitization operation. Since there is a sufficient voltage
margin between the reference voltage and cell V;, BER of the
valid data in the MSB page is not affected by these long tails.
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Figure 4: (a) MSB and LSB page before sanitization. (b) MSB page and LSB page after MSB sanitization. (c)-(e) V;
distribution of cells before and after sanitization for the L, L, and L3 states, respectively. Cell V; is measured with
respect to the default read reference voltage of the page as shown on the x-axis.

4.2 Evaluation of MSB page only
sanitization

Fig. 4 summarizes our evaluation results for the MSB page
sanitization. The selected MLC layer is programmed to con-
tain images of Einstein and Mona Lisa images on shared LSB
and MSB pages, respectively, as shown in Fig. 4(a). The cell
states are characterized like in the previous experiment, and
then the steps for the MSB page sanitization are performed
as described in Fig. 2(f). The MSB and LSB pages are read
and plotted in Fig. 4(b). We find that the LSB data remains in-
tact, and an inverted Einstein appears instead of the original
Mona Lisa image in the MSB page. The effectiveness of the
proposed method is further analyzed through V; distribution
measurements on the shared pages. Fig. 4(c)-(e) show the V;
distribution of flash cell states before sanitization in black
and after sanitization in green. As expected, we find that
after MSB page sanitization, there are only two V; states,
Ly and L3. We also verify that cells from the Ly state have
moved to L; and cells from the Ly state have moved to L.
We would like to emphasize several important points that
we can infer from the V; distributions. First, the evaluation
confirms that the MSB page is truly sanitized as the original
Mona Lisa image is replaced by an inverted Einstein image.
V; distribution of transferred cells and the original cells in a
given state remains indistinguishable. Second, the BER of the
LSB data improves after sanitization. Indeed, the separation
between L; and Ls is quite high to cause any errors due to
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noise or retention loss. Thus, we expect the reliability of the
LSB data to increase after the sanitization of the correspond-
ing MSB page. Third, an inverted LSB page data is copied
on the MSB page. This can be utilized as a redundant copy
of the LSB data to correct errors in the original LSB page if
required.

It should be noted that having inverted copy of data from
the LSB page in the sanitized MSB page does not imply any
information leakage. The sanitized MSB page does not con-
tain any trace of the original data, and a copy of the data that
is already in the flash memory cannot be considered as infor-
mation leakage. However, the FTL will have to keep track of
all sanitized pages. Thus, if the LSB page (Einstein image in
our example) is deleted after the corresponding MSB page is
deleted (which now holds inverted Einstein image), we need
to sanitize both pages as described in Fig. 2(d). All the cells
of the shared pages are moved to L state after both LSB and
MSB pages are sanitized, creating an all zero LSB page and
all one MSB page.

4.3 Evaluation of concurrent LSB and MSB
page sanitization

Finally, we evaluate the effectiveness of the concurrent LSB

and MSB page sanitization. We start by writing Einstein and

Mona Lisa images on shared LSB and MSB pages, respec-

tively (Fig. 5(a)). Then, we sanitize both pages following the

steps described in Fig. 2(g). After both the pages are sanitized,
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Figure 5: (a) MSB and LSB page before sanitization. (b) MSB and LSB page after concurrent MSB and LSB sanitization.
(c)-(e) V; distribution of cells before and after sanitization for the L, Ly and L3 states, respectively. Cell V; is measured
with respect to the default read reference voltage of the page as shown on the x-axis.

we find all-zero data on the LSB page and all-one data on the
MSB page (Fig. 5(b)). The corresponding V; distributions be-
fore and after sanitization are shown in Fig. 5(c)-(e). We find
that all cells are transferred to the L3 state after concurrent
sanitization of LSB and MSB pages.

4.4 Effects of page sanitization on retention
of valid data

We evaluate the page sanitization effects on the retention
errors of the valid data in the shared pages by baking the
memory chip at a higher temperature (120°C) for 1, 2, or 3
hours. Using the acceleration factor based calculation, we
find that the 3 hours of baking time corresponds to 5 years
at room temperature assuming activation energy for charge
loss in 3D NAND as Eq=1¢V [12].  Fig. 6 summarizes our
evaluation results. We compare retention errors of unsani-
tized standard LSB/MSB pages with the retention errors on
the valid data of the LSB/MSB pages after the correspond-
ing shared pages are sanitized. We find that the retention
reliability of the LSB page improves after the corresponding
MSB sanitization. However, the retention reliability of the
MSB page after LSB sanitization degrades compared to the
unsanitized MSB pages. Since V; margin between program
states increases after MSB sanitization as shown in Fig. 2(c),
retention reliability improves for the LSB page. However,

92

V; margin between Ly and L3 states reduces after LSB sani-
tization as shown in Fig. 2(b), and hence MSB page shows
more retention errors after LSB sanitization. Nevertheless,
the BER after 3 hours of baking remains significantly lower
than what can be corrected by the standard error correction
code (ECC). Thus, we find that the proposed mechanism does
not severely impact the retention of shared valid pages.

0.02 = V/alid data (I'_SB) after sanitized MSB
""" Valid data (LSB) before sanitization
=Valid data (MSB) after sanitized LSB
;\? 0.015 j..... Valid data (MSB) before sanitization
=
a 0.01 '
o
<C
0.0057 e
. Py
5~ o T kot o
0&=——
0 1 2 3

Bake Time ( hour)

Figure 6: Effects of page sanitization on the retention
errors of valid data of the shared page.
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Table 1: Multiple chip sanitization results

Chip Type LSB Page BER MSB Page BER
Before MSB  After MSB  Before LSB  After LSB
Sanitization Sanitization Sanitization Sanitization
64-Layer 3D NAND  3.9x107%% 0% 5.6x107°% 0.006%
19-nm 2D NAND 0.007% 0.001% 0.09% 0.475%

4.5 Effects of page sanitization on valid
data in neighbor layers

Since sanitization of a page involves an extra write operation
on a memory page, it may disturb the valid data on neigh-
boring memory layers. We evaluate the effects of MLC page
sanitization on the BER of the neighboring memory layers.
We first write random data in the entire memory block. Then,
we sanitize shared memory pages in the MLC layer one by
one. There are 12 shared pages (12-LSB and 12-MSB pages)
in an MLC layer of the 3D NAND memory block. We per-
form concurrent LSB and MSB sanitization as it causes the
worst-case disturbance on the neighboring memory layers.

Fig. 7 summarizes the evaluation results where we plot
the BER of the valid pages in the neighboring memory layers
as a function of the number of sanitized memory pages in a
given memory layer. We observe an increase in BER for the
data stored in the nearest neighboring layer (Layer n — 1) as
we increase the number of sanitized pages in a target layer
(Layer n). The maximum BER increase is ~ 5 times after
all the pages of a given layer are sanitized. Though this is
seemingly a significant increase in BER, the actual magni-
tude is still significantly below what can be corrected using

0.01 15t neighbdr Layer, n-1
— 2nd neighbor Layer, n-2
0.008 ¢
£ 0.006]
=
)
gb 0.004 - 1
=z 'M
0.002 |
0 L s
0 5 10

# of sanitized pages on layer n

Figure 7: Effects of proposed page sanitization on the
valid data on neighboring memory layers.
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standard ECC. Interestingly, other memory layers (n — 2 and
beyond) remain unaffected by the sanitization process.

4.6 Evaluation on multiple chips

Table-1 summarizes our evaluation results that demonstrate
that the proposed technique is applicable to 2D and 3D MLC
chips manufactured by two different vendors. Table-1 quan-
tifies the impact that the proposed sanitization has on the
valid data in the corresponding shared page by comparing its
average BER before and after sanitization is performed. The
first row in the table corresponds to a 64-layer 3D NAND
chip that has been used in the evaluation thus far. The second
row in the table shows the results from a 19 nm 2D NAND
chip from a different vendor. We find that sanitization of an
MSB page improves the BER of valid data on the correspond-
ing LSB page, whereas sanitization of an LSB page increases
the BER of valid data on the corresponding MSB page. These
findings are in line with those described in Section 4.1 and
Section 4.2.

4.7 Limitations

It should be noted that some flash memory chips may not
support overwriting of memory pages once a block is fully
programmed, thus preventing any overwrite-based data san-
itization. Next, internal data randomization of NAND mem-
ory chips can also pose challenges to overwrite-based san-
itization. However, we believe these are not fundamental
limitations and can be addressed by chip vendors.

4.8 Future work

The proposed mechanism has been tested for 2D and 3D
MLC flash memory chips. This work can be extended in
several directions as follows. The first is to evaluate the pro-
posed mechanism in TLC/QLC flash memories. Although the
proposed mechanism should work for TLC/QLC chips with
some minor modifications, a detailed evaluation is needed
to determine its effectiveness and robustness. The higher
number of bits per cell in TLC/QLC chips results in lower
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threshold voltage margins between the cell states. Thus, san-
itization steps may result in increased BERs in shared and
neighboring pages.

The second direction is to further investigate original data
recoverability after sanitization is performed. Whereas our
evaluation establishes a full sanitization by observing the
states of individual cells, it is conceivable that more sophisti-
cated attacks may try to uncover the differences in threshold
voltages between cells that were originally in a given state
and cells that are moved into the given state through the
sanitization. This evaluation requires a detailed flash cell
characterization.

The third direction requires investigation of reliability
issues in worn-out pages. Our experiments mainly focused
on fresh memory blocks and more rigorous evaluation is
needed on worn-out blocks.

The fourth direction involves analyzing subpage sanitiza-
tion. With subpage sanitization a portion of a page is sani-
tized while the rest of it retains the original data. We have
performed a set of experiments with subpage sanitization
and they indicate that this approach is feasible in all com-
binations discussed in this paper. However, more detailed
experiments are needed to investigate its robustness.

5 CONCLUSION

This paper describes an instant page sanitization method
for MLC flash memories with minimal impact on the corre-
sponding shared memory page. The proposed method does
not affect memory endurance (no block erase operation is
used), does not reduce the available memory space, and can
be implemented within the standard FTL with a minimal
firmware change.
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