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Abstract

The need for manual and detailed annotations limits
the applicability of supervised deep learning algorithms in
medical image analyses, specifically in the field of pathol-
ogy. Semi-supervised learning (SSL) provides an effective
way for leveraging unlabeled data to relieve the heavy re-
liance on the amount of labeled samples when training a
model. Although SSL has shown good performance, the per-
formance of recent state-of-the-art SSL methods on pathol-
ogy images is still under study. The problem for selecting
the most optimal data to label for SSL is not fully explored.
To tackle this challenge, we propose a semi-supervised ac-
tive learning framework with a region-based selection cri-
terion. This framework iteratively selects regions for an-
notation query to quickly expand the diversity and volume
of the labeled set. We evaluate our framework on a grey-
matter/white-matter segmentation problem using gigapixel
pathology images from autopsied human brain tissues. With
only 0.1% regions labeled, our proposed algorithm can
reach a competitive IoU score compared to fully-supervised
learning and outperform the current state-of-the-art SSL by
more than 10% of IoU score and DICE coefficient.

1. Introduction
Deep learning methods have shown promising perfor-

mance on pathology images. For example, FCN [4] and U-
Net [39] are two popular architectures applied to pathology
image segmentation. To tackle the difficulty in training deep
neural networks on gigapixel images, Lai et al. [31,32] pro-
posed a patch-based method to achieve competitive results
compared to FCN and U-Net for segmentation of whole
slide images (WSIs) of brain tissues. However, all of the
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Figure 1. An example of WSI and its GM and WM regions: the
red and blue blocks are from GM and WM respectively; the green
block contains the boundary between GM/WM; the orange block
contains the boundary between tissue and the background.

aforementioned methods heavily rely on a well-curated and
fully annotated dataset. Dataset annotations are typically
conducted by trained experts with sufficient domain knowl-
edge. This can be a time-consuming task and can limit
scalability. In Alzheimer’s disease (AD) research, neu-
ropathologists normally assess histopathology by detect-
ing and identifying extracellular Amyloid-β plaques [17],
one of the hallmarks pathological feature associated with
AD [14, 46]. A recent work [48] claimed that more than
30,000 patches from gigapixel WSIs need to be anno-
tated by neuropathology researchers to train a deep learn-
ing model to detect the Amyloid-β plaques with acceptable
accuracy. Hence the requirement of large amounts of cu-
rated data that involves substantial labeling cost may limit
the wide-adoption of supervised deep learning methods in
real-world medical problems [15, 38].

To circumvent the need of a large labeled dataset, semi-
supervised learning (SSL) has been attracting more atten-
tion recently as a way to relieve the labeling requirements
and build comparable models [6,19,24,47]. Although these
methods show good results, efforts on deploying them on
pathology images are still limited [8, 40]. Specifically, the



selection criterion for labeled data in pathology images re-
main unclear. There are no well-established SSL guide-
lines on how to determine the amount of labeled data that is
needed.

Active learning (AL), on the other hand, aims at max-
imizing a model’s performance with minimal labeling ef-
forts [3]. One challenge of AL is the cold start problem:
when the selection of starting set is poor or the size is
not sufficiently large, the models trained in subsequent cy-
cles can be high-biased, resulting in poor selection again
in the following cycles [23, 29]. Another challenge is that
the annotation acquisition during the training process may
require substantial rounds of labeling, while at the same
time, the annotators cannot guarantee unlimited availability
during the whole process. This would notably extend the
time needed for the entire project. To reduce the number
of rounds needed, batch-mode AL methods are proposed
[2,22,27,28,45,52] to select a batch of data to be labeled at
once. However, these methods still require many rounds of
labeling and have not been evaluated on histology images.

Therefore, to minimize the labeling efforts, a natural di-
rection is to combine AL and SSL as both of them aim
to improve a model’s performance on limited labeled data.
More importantly, SSL and AL are complementary in func-
tion: SSL has the potential to leverage the unlabeled data
to relieve the cold start problem of AL; on the other hand,
AL can select the most optimal data to label for SSL. In
this paper, we propose a SSL framework with AL-driven
region-based labeled data selection. We evaluate our frame-
work on an Amyloid-β stained neuropathology images at
gigapixel level to separate grey matter (GM) and white mat-
ter (WM), which is an important task for analyzing density
and distribution of Amyloid-β plaques in the brain. Figure 1
shows an example of the WSI dataset used to evaluate our
approach. Although supervised learning methods [31, 32]
have already shown promising results, their performances
face a severe degradation when labeled data is limited (as
shown in Table 2).

Our contributions can be summarized as follows:

• We combine SSL and AL to construct a label-efficient
learning framework with well-defined selection of re-
gions for annotation to construct a small but effectively
labeled dataset.

• To tackle the “cold-start” issue of AL, we design a
region-based selection criterion to expand the diversity
and volume of the labeled set effectively.

• We evaluate the proposed framework on a pathology
segmentation task and it outperforms the state-of-the-
art SSL (FixMatch [47]) by more than 10% of IoU
score and DICE coefficient [12].

2. Related work
2.1. Semi-supervised learning

Semi-supervised learning (SSL) leverages unlabeled
data to improve the performance of supervised learning
when the amount of labeled data is limited [51]. Classi-
cal SSL approaches generate pseudo-labels for each unla-
beled sample based on model’s prediction, and use them to
train the model via pseudo-labeling [1,34], consistency reg-
ularization [36, 49], and the combination of them [5, 6, 30,
47]. Recent state-of-the-art SSL algorithms such as Fix-
Match [47] apply regularization consistency on different
augmented views of the same unlabeled data, while gen-
erating pseudo labels accordingly during the training pro-
cess. Although these SSL methods achieve promising re-
sults, their applicability on histology images is still under
study [40]. There are two challenges for these SSL ap-
proaches: 1) pseudo labels, generated based on a poorly es-
timated class distribution of limited labeled data, increases
the difficulty in updating the true distribution of unlabeled
data. [44]; 2) another natural question is how to determine
the most valuable samples and the size of the samples to be
labeled and added to the labeled set.

2.2. Active learning

Active learning (AL) aims to maximize the performance
gain of learning by selecting the fewest possible samples
and sending them to annotators for labeling [7, 42]. Recent
AL approaches include uncertainty-based, diversity-based,
and model performance change-based. The uncertainty-
based AL approaches use max entropy and max margin [25]
as the selection criteria due to simplicity. Earlier meth-
ods [18, 20, 50] worked on the setting that only one sample
is selected for labeling in each cycle of AL. Batch-mode AL
methods [2, 22, 27, 28, 45, 52] were proposed later to select
a batch of samples at once. However, all of these methods
rely on a sufficiently large and representative labeled set as
the starting set, otherwise the cold-start problem would ap-
pear and hurt the performance by biasing the model.

2.3. Semi-supervised active learning

Although both SSL and AL share a similar goal for min-
imizing labeling efforts, only a few works have considered
combining them. In [16], they combine SSL and AL for
speech understanding to reduce significant errors with lim-
ited speech data. Rhee et al. built a semi-supervised AL
system in the pedestrian detection task [43]. Sener et al. re-
defined AL as core-set selection and considered SSL during
AL cycles [45]. However, all of these treated SSL and AL
independently without considering their mutual impact on
each other [19]. In addition, none of them have been eval-
uated on the histology images, hence their applicability is
still questionable.



Figure 2. Overview of the proposed semi-supervised active learning framework for gigapixel pathology images.

3. Method
3.1. Problem setup

We first set up the GM and WM segmentation problem
on gigapixel histopathology images. A recent work [11] re-
vealed that per-pixel classification is not all one needs to
tackle a semantic segmentation problem. Lai et al. [32]
transforms this problem into a patch-based classification
problem, where one WSI is tiled into a group of patches.
Here we follow their approach and apply semi-supervised
learning to classify each patch into three categories, i.e.,
WM, GM, and background. The training data D contains
a labeled set X = {(xi, yi)}, and an unlabeled dataset U =
{xj} where xi ∈ Rd×d is the i-th patch and yi ∈ {0, 1}3
is the corresponding one-hot label. Our goal is to train a
classifier h(x, θ) : Rd×d → [0, 1]3, where θ is the CNN pa-
rameter and the k-th component of h(x, θ) is the predictive
probability of the k-th class for an input x. θ is trained by
minimizing an objective loss function:

min
θ∈Θ

L(X , θ) + Ω(D, θ), (1)

where L(X , θ) :=
∑

(x,y)∈X l(x, y, θ) and Ω(D, θ) :=∑
x∈D ω(x, θ). We denote the per-sample supervised loss

and regularization as l and ω, respectively. We mainly adopt
FixMatch [47], which generates artificial labels using both
pseudo-labeling and consistency regularization. Specifi-
cally, the pseudo label is generated based on a weakly-
augmented unlabeled image (weak), which will be the target
to be compared with the output of the model on a strongly-
augmented version of the same unlabeled image (strong).

One example of weak and strong augmentation operations
is shown in Figure 3: weak augmentations include random
flip and rotations while strong augmentation include Ran-
dAugment [13] and CTAugment [5].

(a) Original patch (b) Weakly augmented (c) Strongly augmented
Figure 3. An example of weak/strong augmentation.

3.2. Semi-supervised active learning

One of the critical issues in applying SSL is the selection
of the labeled data X . In this subsection, we aim for an ef-
ficient selection of the labeled data by combining SSL and
AL. The selection criteria of traditional AL [18,20,50] were
designed based on only one sample in each cycle of AL.
Here one sample corresponds to one patch in our pathology
images. However, one patch may not contain sufficient fea-
tures for GM/WM and the criterion focusing on only one
patch can lead to a haphazard selection for labeling query.
Therefore, instead of patch-based selection, we propose a
region-based selection criterion to not only reduce the num-
ber of labeling queries, but also to provide more “informa-
tive” data (details as shown in Session 3.3). Here a re-
gion R ∈ Rnd×nd can be tiled into n2 patches. With the



Figure 4. Illustration of the proposed region-based selection criterion: a sliding window is used to traverse the whole slide with semi-
supervised learning model to produce patch-level prediction matrix M , which is then convoluted with kernel H to transform it into M̂ that
contains region-level metrics.

region-based selection, the labeled data set can be quickly
expanded as

X = X ∪ (W, J(W)),

where W represents a set of patches from R. J(x) is the as-
signed label for x, J(W) is a set of labels {J(x)}x∈W . The
proposed framework is shown in Figure 2: starting from all
WSIs, we deploy our proposed region-based selection cri-
terion (details as shown in Session 3.3) to choose regions
for annotation query. These regions would be added into
X , subsequently the updated X and U are used for semi-
supervised training to optimize the encoder. We use m to
denote the number of regions to be selected for labeling
in one round of active learning. Therefore, m is a hyper-
parameter that can be tuned based on the annotation bud-
gets, such as the number of affordable rounds of labeling.

For a well-defined initialization, we follow a recent
work [33] that adopts a pre-training process by using a self-
supervised module to pretrain the encoder on the unlabeled
set U . SimCLR [9] is a simple self-supervised framework
that applies contrastive learning to capture visual represen-
tations on unlabeled set. We adapt SimCLR [9] to train the
encoder f . Then we select several diverse regions among
WSIs for annotation query and fine-tune h = f ◦ g, where
g is the last layer for the classifier h as the initialization
of our AL cycles. For our GM/WM problem, the number of
the regions for the fine-tune initialization stage is set as two:
one is from the boundary between GM and WM, the other
is from the boundary between the tissue and background.
These two regions can provide the annotations for all three
classes (GM, WM, and background) in this problem.

3.3. Region-based selection criterion

In this subsection, we propose a region-based selection
criterion for our AL framework. We hypothesize that label-
ing samples with high entropy in the prediction should be
valuable. However, traditional uncertainty-based methods
focus on each individual sample, which may result in hap-
hazard and the “overconfident” issue [19]. This may lead
the model to select less valuable samples. Therefore, to en-
hance the robustness of the uncertainty criterion, we pro-
pose a region-based selection criterion to focus on a region
consisting of a batch of neighboring samples together in-
stead of on only one sample at once. The regions where
the majority of samples have high uncertainty would be se-
lected for annotation query. The details of this process is
shown in Figure 4.

Specifically, the proposed metric quantifies the accumu-
lative entropy of predictions over a whole region: for each
patch in the region, the value of the most confident class
would be selected. Then we can generate a matrix M where
the i-th entry is

mi = max{h(xi, θ)1, h(xi, θ)2, h(xi, θ)3}. (2)

Here these three entries correspond to WM, GM, and back-
ground. As the classifier h is at the patch level, we need
to transform the metric from the patch level into the region
level. By introducing a kernel H , we process a convolution
between M and H , i.e., as M̂ = M ∗H. Here H ∈ Rq×q

could be a mean filter with all the entries being 1/q2 to col-
lect the statistic information in each region. The dimension
of H is determined based on the original resolution of the



histology images: the size of H should be large enough to
contain more areas with sufficient information from each
class. In our case, as the boundaries of GM and WM form
gradual changes across hundreds of pixels and the size of
one patch is set as 256 × 256, we set the dimension of
H as 5 × 5, which represents a corresponding region of
1280×1280 pixels to include multiple classes in one region.
Based on our hypothesis, we will select m regions with m
lowest values (regions with most uncertainty) among entries
of M̂ . To avoid redundant selection, the value of entries se-
lected in the previous iterations will be set as infinity. We
summarize the whole process in Algorithm 1.

Algorithm 1 Region-based semi-supervised active learning
for gigapixel histology images

Input: training dataset D, the total number of steps and
cycles S, T , a kernel H , the number of regions m selected
in one cycle
Pre-training: obtain f via SimCLR [9] among D
Initialize: randomly select two regions for pixel-wise la-
beling query and tile them into patches to formulate a
labeled datset X0

Set an unlabeled data by U0 = D/X0

Fine-tuning: θ0 = argminθ∈Θ L(X0, θ) + Ω(D, θ)
while t < T do

for s = 0, . . . , S − 1 do
Patch prediction on Ut

Generate M̂s with the i-th entry being
max{h(xi, θ)1, h(xi, θ)2, h(xi, θ)3}
Set those entries in Ms corresponding to regions
from Xt as infinity
M̂s = Ms ∗H
Select the regions {Ri}mi=1 corresponding to the m

lowest value of entries in M̂s

Split {Ri}ri=1 into a group of patches Ws

Xt = Xt ∪ (Ws, J(Ws))
Ut = Ut/Ws

end for
Update θ : θt+1 = argminθ∈Θ L(Xt, θ) + Ω(D, θ)
t = t+ 1

end while

4. Experiments
4.1. Dataset description

This work uses pathology images generated from 5 µm
formalin fixed paraffin embedded sections of Superior Mid-
dle Temporal Gyri in the temporal cortex. The tissues in
these slides were stained with an Amyloid-β antibody 17-24
4G8 with a dilution of 1:1600, from the BioLegend provider
(catalog number SIG-39200). This type of staining is rou-
tinely used for detection of Amyloid-β [37]. All WSIs were
scanned at 20× magnification and digitized by an Aperio

AT2 machine, which outputs each WSI scan as a SVS file.
Each SVS file has an average resolution of 60,000 × 50,000
pixels. The area of tissue extracted is in the order of magni-
tude of one squared inch, which represents ultra-high reso-
lution.

The cohort of this study comprised of 18 cases of de-
ceased patients with pathological diagnosis of Alzheimer’s
disease (referred as AD cases). The classification of
cases as AD followed the method proposed by the Con-
sortium to Establish a Registry for Alzheimer’s Disease
(CERAD) [35]. The average age at death +/- standard devi-
ation of the AD cases was 84± 7 years with 10 males and 8
females. There were also 12 slides that clinicopathological
diagnoses of Alzheimer’s disease (referred as NAD cases).
For racial ethnicity composition, the cohort consisted of:
22 non-Hispanic White (73%), 5 African Americans (17%)
and 3 Hispanics (10%). To fully protect data confidential-
ity, we assign the tag WSI-1 to WSI-18 to AD cases, and
WSI-19 to WSI-30 for NAD cases.

As downsampling [10] would lose minute pathologi-
cal features, we follow a previously published patch based
method [32] to tile WSIs into 256 × 256 patches. 20 WSIs
(12 AD cases and 8 NAD cases) are selected for the training
process inclusive of the training and validation set. The val-
idation set includes 600 patches from 2 WSIs among these
20 WSIs. The remaining 10 WSIs (6 AD cases and 4 NAD
cases) are kept as the hold-out test set.

4.2. Training setup

We used the ResNet-18 [21] as the encoder for all exper-
iments. We tuned the following hyper-parameters based on
the validation set in the training process. The batch size is
32 for both labeled and unlabeled data. For the training op-
timizer, we use Adam with β1 = 0.9 and β2 = 0.999 in our
experiments. The learning rate is 0.001. All computations
were run on an Intel Xeon W-2102 CPU (4 cores / 4 threads)
and a NVIDIA Titan Xp GPU with 12 GB of VRAM. Other
hyper-parameters used in FixMatch are summarized in Ta-
ble 1.

Table 1. FixMatch settings.

Hyper-parameter Value

Confidence threshold τ 0.95
Unlabeled loss weight λu 1
Ratio of unlabeled data in each mini-batch µ 2

4.3. Quantitative comparison

Since our target task is GM/WM segmentation,
we choose two standard segmentation metrics — IoU
score [41] and DICE coefficient [12]. The results in this
and following subsections are from our hold-out test set.



Table 2. Pixel-wise IoU Scores for AD, NAD, and overall test set

Method FCN [47] U-Net [39] FixMatch [47] Proposed AL-600/AL-400

Labeled data 2 WSIs All WSIs 2 WSIs All WSIs 0.1% 0.1% 0.07%

AD Back 61.04 ± 5.44 81.13 ± 9.17 59.74 ± 13.9 96.80 ± 1.48 93.15 ± 2.41 95.01 ± 1.17 96.40 ± 0.95

AD GM 46.98 ± 2.78 76.07 ± 8.91 37.16 ± 9.93 89.58 ± 5.12 78.57 ± 3.87 88.80 ± 3.92 89.71 ± 3.34

AD WM 27.75 ± 5.50 62.23 ± 14.0 7.57 ± 6.02 82.53 ± 7.70 56.66 ± 16.4 81.83 ± 5.53 82.19 ± 3.77

AD Mean 45.26 ± 3.55 73.14 ± 9.66 35.40 ± 7.12 89.64 ± 4.35 76.13 ± 5.89 88.55 ± 3.27 89.44 ± 2.50

NAD Back 66.66 ± 5.17 88.42 ± 1.55 78.46 ± 18.5 97.36 ± 3.15 97.07 ± 0.31 97.26 ± 0.52 97.33 ± 1.05

NAD GM 50.15 ± 0.49 79.37 ± 2.95 59.59 ± 13.6 94.42 ± 3.30 83.97 ± 7.76 93.47 ± 1.60 92.25 ± 2.36

NAD WM 19.72 ± 13.6 49.89 ± 12.80 3.02 ± 3.09 81.25 ± 9.53 22.72 ± 19.0 75.85 ± 11.37 71.90 ± 11.16

NAD Mean 45.51 ± 3.29 72.56 ± 3.97 47.02 ± 10.9 91.01 ± 3.36 67.92 ± 6.53 88.86 ± 3.38 87.16 ± 2.86

Test Back 63.29 ± 5.81 84.05 ± 9.17 68.28 ± 17.2 97.02 ± 2.15 94.72 ± 2.71 95.91 ± 1.48 96.77 ± 1.05

Test GM 48.25 ± 2.66 77.39 ± 7.06 46.13 ± 15.8 91.52 ± 4.94 80.73 ± 6.01 90.67 ± 3.90 90.73 ± 3.13

Test WM 24.54 ± 9.80 57.29 ± 14.30 5.75 ± 5.37 82.02 ± 7.98 43.08 ± 24.0 79.44 ± 8.34 78.07 ± 8.81

Test Mean 45.36 ± 3.26 72.91 ± 7.56 40.05 ± 10.2 90.19 ± 3.84 72.84 ± 7.18 88.67 ± 3.12 88.53 ± 2.75

Rows marked AD contain results on the 6 Alzheimer’s disease cases in hold-out test set. Rows marked NAD contain
results on the 4 non-Alzheimer’s disease cases in test set. Rows marked Test contain results on all 10 WSIs. 2 WSIs
refers to 2 WSIs are labeled, equivalent to 10% regions of all WSIs; all WSIs refers to all WSIs are labeled. 0.1%
refers to 0.1% regions of all WSIs are labeled, which can be tiled into 600 patches; so as 0.07% which can be tiled
into 400 patches.

IoU score. IoU score measures the amount of overlap
present in two different measurements of area generated as
masks of the WSIs. Although IoU is the ideal metric for
evaluating the success of the segmentation, average IoUs
cannot account for the variability that occur between differ-
ent methods. This variability is important to account for as
the different Temporal Gyri WSIs contain noticeable differ-
ences due to the heterogeneous nature of the human brain.
Hence, we choose to also report standard deviation (STD)
in Table 2 to measure the stability and consistency of dif-
ferent methods across multiple WSIs in the hold-out test
set. We generate the masks of GM, WM, and background
per WSI from the trained model and overlap them on pixel-
wise ground truth masks. The comparison of IoU scores
and STD are summarized in Table 2.

As shown in Table 2, if FCN [4] and U-Net [39] are
trained on all WSIs with annotations in the training set
via fully-supervised learning, they are able to achieve the
mean IoU score at nearly 72.91% and 90.19%, respec-
tively. 90.19% would be approximately regarded as an up-
per bound performance of supervised learning (SL) in this
dataset. However, if they are only trained on two annotated
WSIs (one AD and one NAD) with SL, the performance has
a severe degradation.

After we obtain the benchmark of SL algorithms, we

first deploy the current state-of-the-art SSL algorithm, Fix-
Match [47], on our dataset with the same two WSIs an-
notated in pixel level. As it shows its advantages on very
scarce limited data, e.g. 40 labeled in CIFAR-10, equiva-
lent to nearly 0.1% of all samples in CIFAR-10 [47], we
follow their way to set 0.1% of labeled data as the objective.
In our case, 0.1% area of 20 WSIs is about 600 patches,
equivalent to 24 regions at 1280 × 1280 pixels. We first
adopt a randomly uniform selection to select 600 patches
from two WSIs (300 patches per WSI, and 100 patches per
class). The remaining patches and 18 slides keep as the
unlabeled set. It achieves 72.84% of mean IoU score on
the hold-out test set, which is superior to FCN/U-Net’s per-
formance when trained only on two WSIs (limited labeled
data). However, its performance on the WM of NAD cases
remains limited and far from SL’s.

Then we evaluate our proposed framework with region-
based selection cycles. To obtain 0.1% area (or 24 regions
tiled into 600 patches), we use AL-400 to refer to our pro-
posed method that selects 16 regions at 1280× 1280 pixels
in two rounds to generate 400 patches in total for preparing
the labeled set of FixMatch [47]. While AL-600 refers to se-
lection of 24 regions in three rounds to generate 600 patches
in total for labeling. AL-400 is able to reach almost 89.44%
of mean IoU in AD cases, which is very close to the upper



Ground Truth Supervised Learning (U-Net [39]) Semi-supervised Learning (FixMatch [47])
All WSIs Labeled 2 WSIs Labeled Uniform Selection Proposed AL-600

Figure 5. Segmentation masks visualization: GM, WM, and background are indicated by cyan, yellow, and black, respectively. The top
two rows are AD cases and the bottom two rows are NAD cases. Both SSL results are only using 0.1% area of 20 WSIs in the training set.

bound of SL when trained on all labeled WSI data. How-
ever, there is an notable gap between its IoU score on NAD
cases compared to U-Net, especially in WM where the gap
is almost 10%. After an addition round for region selection
and annotation query, AL-600 improves its performance on
NAD cases with nearly 4% of increase on the IoU score of
WM. One noticeable issue is that the STD values of WM
on NAD cases are relatively larger than the values on other
regions, which indicates that the model still has difficulty
in predicting WM in NAD slides. This may be caused by
the imbalance between WM and GM in NAD cases: the
size of WM regions is relatively smaller than that of GM
regions. Overall, both AL-400 and AL-600 have potential
to get closer to the bound of SL.

DICE coefficient. Besides the IoU score, we also use
DICE coefficient [53] to further compare our proposed ap-
proach with baseline FixMatch [47]. DICE is one of the
most common methods of evaluating image segmentation
success in medical imaging [12]. The value is calculated as

shown in (3): double the overlapping areas and divide it by
the total number of pixels in all areas. As shown in Table 3,
the proposed methods outperform significantly on WM re-
gions on DICE coefficient and also slightly outperform on
GM regions compared to the baseline FixMatch [47] with
random selection for labeling query.

DICE =
2×Area of Overlap

Total Sum of Pixels in All Areas
(3)

Table 3. DICE coefficient comparison.

Region FixMatch AL-400 AL-600

GM 91.02 95.14 95.19
WM 63.19 87.88 88.53

4.4. Segmentation visualization

Figure 5 display the ground truth masks and the predic-
tive masks using different methods. The top two rows are



the masks for AD cases while the bottom two rows are for
NAD cases from the hold-out test set. The masks of U-
Net(in the second column) indicate that SL is able to get
well-defined performance as long as the variety and vol-
ume of labeled data are sufficiently large, but the perfor-
mance could be degraded severely if the variety and volume
of labeled data are limited (as shown in the third column).
Baseline FixMatch with random selection for the labeled
set (in the fourth column) is able to locate the rough bound-
aries between GM and WM but the shape of WM is far
wary from the ground truth masks. There are also consid-
erable amounts of noisy pixels within WM, which means
it wrongly classifies some WM regions as GM. Our pro-
posed method with AL selection (in the fifth column) is
able to provide more distinguishable boundaries for GM
and WM regions. The generated masks are also the clos-
est to our ground truth masks. However, for the second row,
the masks of both FixMatch and ours are different from the
ground truth masks, which indicates that SSL still requires
more labeled data for in order to fully capture the represen-
tations of gigapixel histology images.

4.5. A deeper look into AL cycles

Figure 6. Pixel-wise classification comparison via each AL cycle.

To further analyze the effect of AL cycles on Fix-
Match [47], the differences of IoU scores in each round are
trivial. Therefore, we also select Accuracy, Recall (Sensi-
tivity), Specificity, and Precision to have a deeper look into
the AL’s effectiveness. The results for each AL cycle on
the hold-out test set are summarized in Figure 6. Our pro-
posed framework shows higher precision and specificity in
GM regions compared to original FixMatch [47]. It is ob-
vious that WM’s recall of FixMatch [47] is the lowest score
among all indices. This indicates our proposed framework
is able to improve the performance on WM regions.

When we take a deeper look into the performance via AL
cycles, from AL-200, AL-400, to AL-600, the model im-
proves its performance on WM regions, such as recall. This
fits our design objective: our framework always queries the
annotations on difficult regions.

4.6. Analysis on number of selected regions

As stated in Algorithm 1, m is the number of regions se-
lected for annotation query in one round of AL. In Section
4.3 and 4.4, we use three rounds to obtain 24 labeled re-
gions, which are tiled into 600 patches in total. To further
reduce the number of cycles, we also try to select the same
number of regions based on f in one round. We achieve
nearly 87% of mean IoU score, which is only around 2%
lower than AL-600 using three rounds of labeling query.
This shows a promising direction on further studying the
number rounds of labeling query that is required in the his-
tology images.

5. Discussion
In this work, we investigate the applicability of super-

vised and semi-supervised learning state-of-the-art algo-
rithms in histology images with limited labeled data. We
propose a semi-supervised active learning framework with
a region-based selection criteria to effectively select regions
for labeling query. For our specific dataset, the region-
based criterion is more robust than patch-based criterion in
seeking the uncertainty regions for labeling and is able to
quickly expand the diversity of the labeled set. We eval-
uate our framework on Amyloid-β stained neuropathology
images: our proposed algorithm outperforms the state-of-
the-art models with more than 10% of IoU score and DICE
coefficient, especially for the WM.

As part of our future work, we plan to test our framework
on external datasets, as well as other ultra-resolution histol-
ogy problems with scarce labeled data and comprehensively
measure how much manual annotation efforts can be saved.
Since the images used in our study are from a single brain
area with a single staining method, our main limitation is
the lack of diversity in the data we test. For example, it
would be beneficial to the study to expand its evaluation to
other differently stained, distinct neuroanatomical areas that
will generate significant visual difference from our tested
data. If proven successful, the study could be further ex-
tended to other gigapixel histology datasets, such as prob-
lems dealing with large amounts of annotated WSIs from
cancerous biopsies [26] and plaque detection [48].
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