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Abstract. Given a population longitudinal neuroimaging measure-
ments defined on a brain network, exploiting temporal dependencies
within the sequence of data and corresponding latent variables defined
on the graph (i.e., network encoding relationships between regions of
interest (ROI)) can highly benefit characterizing the brain. Here, it is
important to distinguish time-variant (e.g., longitudinal measures) and
time-invariant (e.g., gender) components to analyze them individually.
For this, we propose an innovative and ground-breaking Disentangled
Sequential Graph Autoencoder which leverages the Sequential Varia-
tional Autoencoder (SVAE), graph convolution and semi-supervising
framework together to learn a latent space composed of time-variant
and time-invariant latent variables to characterize disentangled represen-
tation of the measurements over the entire ROIs. Incorporating target
information in the decoder with a supervised loss let us achieve more
effective representation learning towards improved classification. We val-
idate our proposed method on the longitudinal cortical thickness data
from Alzheimer’s Disease Neuroimaging Initiative (ADNI) study. Our
method outperforms baselines with traditional techniques demonstrat-
ing benefits for effective longitudinal data representation for predicting
labels and longitudinal data generation.

1 Introduction

Representation learning is at the core of Image Analysis. Lots of recent attentions
are at a disentangled representation of data, as the individual disentangled rep-
resentations are highly sensitive to a specific factor whereas indifferent to oth-
ers [2,10,13,23,30]. A typical disentangling method would find a low-dimensional
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latent space for high-dimensional data whose individual latent dimensions
correspond to independent disentangling factors. For longitudinal data, one can
expect to decompose the longitudinal data into time-invariant factors and time-
variant factors by obtaining the “disentangled” representation as longitudinal
observations are affected by both time-variant and static variables [12,19,31]. In
the context of neuroimaging studies, the disentangled representation would be
able to separate time-independent concepts (e.g. anatomical information) from
dynamical information (e.g. modality information) [25], which may offer effective
ways of compression, conditional data generation, classification and others.

Recent advances in variational autoencoders (VAE) [16] have made it possi-
ble to learn various representations in an unsupervised manner for neuroimag-
ing analysis [1,30]. Moreover, various vibrant of autoencoders are also proposed
to model temporal data; for example, [12] introduced the factorised hierarchi-
cal variational auto-encoder (FHVAE) for unsupervised learning of disentangled
representation of time series. Sequential variational autoencoder was proposed
in [19] benefiting from the usage of the hierarchical prior. It disentangles latent
factors by factorizing them into time-invariant and time-dependent parts and
applies an LSTM sequential prior to keep a sequential consistency for sequence
generation. [31] modeled the time-varying variables via LSTM in both encoder
and decoder for dynamic consistency.

There are two major issues with current approaches. First, while these meth-
ods can deal with temporal nature of the data, they do not necessarily introduce
supervision at all. Moreover, from a neuroscience perspective, the domain knowl-
edge tells us that the regions of interest (ROIs) in the brain are highly associated
to each other both functionally and structurally [7,17,18,20]. This association
provides a prior knowledge on connection between the ROIs as a graph; for
example, structural brain connectivity from tractography on Diffusion Tensor
Imaging (DTI) provides a path for anisotropic variation and diffusion of struc-
tural changes in the brain such as atrophy of cortical thickness. Most of the
existing methods do not consider this arbitrary topology of variables, if there is
any, into account, which can provide significant benefit for downstream tasks.
To summarize, learning with (either full or partial) supervision on longitudinal
neuroimaging measurements on a brain network is still under-explored.

Given longitudinal observations (e.g., cortical thickness) on specific ROIs in
the brain and a structural brain network characterized by bundles of neuron
fiber tracts, our aim is to develop a framework to learn a latent disentangled
representation of the observations that are composed of time-variant and time-
invariant latent variables. For this, we propose an innovative Semi-supervised
Sequential Graph Autoencoder model which leverages ideas from the sequential
variational autoencoder (SVAE), graph convolution and semi-supervising frame-
work. The core idea is to incorporate target information as a supervision in the
decoder with a supervised loss, which let us achieve more effective representation
for downstream tasks by balancing extraction of underlying structure as well as
accurately predicting class labels.

Our proposed framework learns a latent disentangled representation com-
posed of time-variant and time-invariant latent variables to characterize the
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longitudinal measurements over the entire structural brain network that consists
of ROIs. Our contributions are as summarized follows: our model can 1) learn
an ideal disentangled representation which separates time-independent content
or anatomical information from dynamical or modality information and con-
ditionally generate synthetic sequential data; 2) perform semi-supervised tasks
which can jointly incorporate supervised and unsupervised data for classifica-
tion tasks; 3) leverage graph structure to robustly learn the disentangling latent
structure. Using our framework, we analyzed longitudinal cortical thickness mea-
sures on brain networks with diagnostic labels of Alzheimer’s Disease (AD) from
Alzheimer’s Disease Neuroimaging Initiative (ADNI) study. As AD is a pro-
gressive neurodegenerative condition characterized by neurodegeneration in the
brain caused by synthetic factors [6,14,22,27,28], it is important to effectively
characterize early symptoms of the disease. We expect that disentangling ROI
measures with time-variant and static components can provide unique insights.

2 Background

Our proposed framework involves two important concepts: 1) graph convolutions
and 2) SVAE. Hence, we begin with brief reviews of their basics.

Graph Convolutions. Let G = {V,E, A} be an undirected graph, where V is
a set of nodes with |[V| = n, E is a set of edges and A is an adjacent matrix
that specify connections between the nodes. Graph Fourier analysis relies on
the spectral decomposition of graph Laplacian defined as £ = D — A, where D
is a diagonal degree matrix with D;; = > j A; ;. The normalized Laplacian is
defined as L = I, — D~Y2AD~1/2 where I, is the identity matrix. Since L is
real and positive semi-definite, it has a complete set of orthonormal eigenvec-
tors U = (u1, ..., uy) with corresponding non-negative real eigenvalues {\;}7" ;.
Eigenvectors associated with smaller eigenvalues carry slow varying signals, indi-
cating that connected nodes share similar values. In contrast, eigenvectors asso-
ciated with larger values carry faster varying signals across the connected nodes.
We are interested in the smallest eigenvalues due to the negation used to com-
pute the Laplacian matrix in terms of the Euclidean Commute Time Distance
[26]. Let « € R™ be a signal defined on the vertices of the graph. The graph
Fourier transform of x is defined as & = U” x, with inverse operation given by
x = Uz. The graphical convolution operation between signal x and filter g is

gxx=U(U"g)o U z)=UGU . (1)

Here, U” g is replaced by a filter G= diag(0) parameterized by @ € 6™ in Fourier
domain. Unfortunately, eigendecomposition of L and matrix multiplication with
U are expensive. Motivated by the Chebyshev polynomials approximation in
[7,9] introduced a Chebyshev polynomial paramterization for ChebyNet that
offers fast localized spectral filtering. Later, [17] provided a simplified version
of ChebyNet by considering a second order approximation such that g x ¢ ~
oI, + D_l/QAD_1/2)w and illustrate promising model performance in graph-
based semi-supervising learning tasks, and GCN is deeply studied in [18]. Then,
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FastGCN was proposed in [4] which approximates the original convolution layer
by Monte Carlo sampling, and recently, [29] leveraged graph wavelet transform
to address the shortcomings of spectral graph convolutional neural networks.

Sequential Variational Autoencoder. Variational autoencoder (VAE), ini-
tially introduced in [16] as a class of deep generative mode, employs a reparam-
eterized gradient estimator for a evidence lower bound (ELBO) while applying
amortized variational inference to an autoencoder. It simultaneously trains both
a probabilistic encoder and decoder for elements of a data set D = (x1,...,T )
with latent variable z. Sequential variational autoencoders (SVAEs) extend VAE
to sequential data D, where each data are 1.7 = (21,...,2z7) [19,31]. SVAEs
factorize latent variables into two disentangled variables: the time-invariant vari-
able f and time-varying variable z;.7 = (21,...,2r). Accordingly, decoder is
casted as a conditional probabilistic density pg(x|f, z1.7) and encoder is used
to approximate the posterior distribution pg(f, z1.7|x) as g4 (f, z1.7|x) that is
referred to as an “inference network” or a “recognition network”. @ refer to the
model parameters of generator and ¢ refer to the model parameters of encoder.
SVAEs are trained to maximize the following ELBO:

L(0,¢;D) = Ep@y.r) [EQ(b(zl:T:f‘xl:T) Inpg(z1.7[f, z1:7)
- KL(%(f,Z1:T|w1:T),pe(f7Z1:T))}7 (2)

where p(x1.7) is the empirical distribution with respect to the data set D,
4¢(f, z1r|T1.7) is the variational posterior, pg(x1.7|f, z1.7) is the conditional
likelihood and pg (f, z1.7) is prior over the latent variables.

3 Proposed Model

Let us first formalize the problem setting. Consider a dataset consists of shared
graph G, and M unsupervised data points D = {X;}M, and M**? supervised
data points D*“? = { X, yz}fvilup as pairs. X; = (X;1,... X;1,) refer to the i-th
sequential observations on N nodes of a graph G with C input channels, i.e.,
X € RVXC and y; is the corresponding class label such as diagnostic labels.
We propose a semi-supervised sequential variational autoencoder model, and
for convenience we omit the index ¢ whenever it is clear that we are referring to
terms associated with a single data point and treat individual data as (X, y).

Objective Function. Typical semi-supervised learning pipelines for deep gen-
erative models, e.g., [15,24], define an objective function for optimization as

L(0,¢;D, D) = L(0,$; D) + 7L (0, ;D). 3)

Similarly, our approach jointly models unsupervised and supervised collections
of terms over D and D*“P. The formulation in Eq. 3 introduces a constant 7 to
control the relative strength of the supervised term. As the unsupervised term
in Eq. 3 is exactly same as that of Eq. 2, we focus on the supervised term L%“P
in Eq. 3 expanded below. Incorporating a weighted component as in [15],

po(X,y, f,z)

0,9 ) = Epx ) |Bay (s 21x ) a5 (f, 21X, y)

| +amaoix] @
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Fig. 1. A graphical model visualisation of the encoder (left) and decoder (right). In the
encoder, label y is inferred by data & and time-invariant r.v. f are inferred by label y
and data x, and time-varying r.v. z are sequentially inferred by label y, time-invariant
r.v. f and data . In the decoder, data are sequentially generated from time-invariant
random variable (r.v.) f, time-varying r.v. z and label y via latent r.v. w.

where a balances the classification performance and reconstruction performance.
Discussions on generative and inference model will continue in the later sections.

Generative Model. This section discusses modeling conditional probabilistic
density pg(X|f, z,y) with its corresponding prior. We incorporate the topology
information of the graph G into the generative process using a graph convolution.
Specifically, we assume that sequences X are generated from P-dimensional
latent vectors W = (Wy,...,Wr) and W; € RVXP via

— Aw, 0, (5)

where A = D=V2AD=Y2 A= A+ 1 and D;; = Zj flij. A is the adjacent
matrix for the graph G and O is the trainable weight matrix. Then we assume
the latent variables W are generated from two disentangled variables: the time-
invariant (or static) variable f and the time-varying (or dynamic) variables z,
as well as label y, as shown in Fig. 1. A joint for the generative model is given as

T

po(X,y,2,f) = H (ztlz<t)po (Xily, £, 2:). (6)

The prior of f is defined as a Gaussian distribution: f ~ A(0, I). Time-varying
latent variables z1.7 follow a sequential prior z;|z;_1 ~ N (u, diag(o?)), where
[, 0] are estimated by a recurrent network, such as LSTM [11] or GRU [5], in
which the hidden states are updated temporally. The generating distribution of
W, is conditional on y, f and z;: vec(Wy)|y, f, 2zt ~ N (tw diag(o'?u,t)), where
[How.t, Ow.t] = WP (y, £, 2,). This decoder 924" can be any flexible neural
network such as multilayer perceptron (MLP). The f will be capable of modelling
global aspects of the whole sequences which are time-invariant, while z1.7 will
model time-varying features. As mentioned in [19], to separate the static and
dynamic information, smaller dimension of z; is preferred. In the context of
ADNI study, z; would encode how ROIs at timestamp ¢ is morphed into those
at timestamp ¢+ 1. In the context of generative model, we employ LSTM as the
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prior for z and use MLP for the conditional probabilistic density, and we set the
dimension P = 1.

Inference Model. The developed SVAE within our framework proposes a
recognition model ¢4 (y, f,2|X) = q4(y|X)ge(f, 2|y, X) to approximate the
posterior pg (y, f,z|X). The recognition model is formulated as

y ~ Cat(Softmax(py)), f ~N(py,diag(o7)), =~ N(pr, diag(o?)), (7)

where p, = wfm"d"(XlzT), s of] = @bf"c"der(y,Xl:T) and [u¢,2logoy] =
ypEneoder (y X 4). Tt implies that the label y and the time-invariant variable f
are conditional on the whole sequence via "% and ¢F"c°%" while the
time-dependent variable z; is inferred by the sequence before time ¢, X<;. The
inference model is visualized in Fig.1 and is factorized as

T
46 (v, 211, F1X1r) = a6 (91 X1:7)a0 (Fly, Xor) [ [ a6 (zely, X <o) (8)

t=1

In the context of our inference model, we employ three independent LSTMs for
three conditional probabilistic densities of y, f and z.

4 Experimental Results

We conducted experiments on structural brain connectivity from DTT in ADNI.
DTI images were processed by tractography, which extracted neuron fiber tracts
and longitudinal cortical thickness measures registered at Destrieux atlas [8]
with 148 ROIs. The dataset had five labels; we merged control (CN), Significant
Memory Concern (SMC) and Early Mild Cognitive Impairment (EMCI) groups
as Pre-clinical AD group, and Late Mild Cognitive Impairment (LMCI) and
Alzheimer’s Disease (AD) as Prodromal AD group to ensure sufficient sample

Pre-AD

Fig. 2. Top panel shows the true brain surfaces at timestamp to, t1 and ¢2 for subject 1
(Pro-AD) and subject 2 (Pre-AD), respectively. Bottom panel shows the reconstructed
brain surfaces for subject 1 (Recon) and subject 1’s brain surfaces through the dynamic
swapping (DS). Drawings generated using BrainPainter [21].
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True label False label

Fig. 3. Label swapping task. Left panel shows generated brain surfaces for subject 1
(Pro-AD) based on the true label at timestamp o, t1 and t2, respectively. Right panel
shows generated brain surfaces for the same subject 1 but based on the false label.

size. The dataset included N = 140 subjects with the Pre-AD group (93 sub-
jects/330 records) and the Pro-AD group (47 subjects/170 records). The mean
(std) of ages and sex ratio (Male:Famale) in Pre-AD group and Pro-AD group
are 74.02(6.72)/(185:145) and 74.87(6.92)/(95:75), respectively. An overall graph
was obtained by taking the average of the adjacency matrices. Experiments for
disentangle representation and quantitative analysis were performed given below.

4.1 Disentangled Representation

In this experiment, we randomly took 100 subjects’ records for training, 20
subjects’ records for validation and the other 20 subjects’ records for testing.
We set the dimension size of f as 8 and the dimension size of z as 32. We also
set the size of hidden states in LSTMs as 32.

We randomly selected two subjects with more than three records (i.e., time-
points), where subject 1 belongs to Prodromal AD group and subject 2 belongs
to Pre-clinical AD group. Suppose that the two subjects’ sequential records are
given for anatomical information and modality information denoted by R; and
Ry. Our method performs the reconstruction task and the dynamic swapping
task in which the record generation is based on the true y, f from R; and z
from Rs as in Fig. 2. It shows that the reconstruction captures both anatomical
information and modality information, and figures generated from the dynamic
swapping task illustrate that time-varying latent variables z succeed to learning
the modality information.

In Fig. 3, we show results from the label swapping task on subject 1, where
we generate cortical thickness based on the f from R;, z from R; and true/false
labels y. Comparing the generated measures of subject 1 with the true measures
in Fig.2, we found that generated measures based on the true label are more
similar to the true measures and that based on the false label has totally different
patterns but similar to the true measures of subject 2 in Fig. 2. It suggests that
the decoder in our model correctly learns the label.

To understand the disentangled representation on the time invariant latent
variable f, we carry out latent traversals in f as in [3]. Specifically, we first
computed the average Kullback—Leibler divergence for f with its prior. Then
we selected the two dimensions in f with the largest two values (the 1st and
3rd elements), which refer to the two most informative dimensions and then
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Fig. 4. Latent traversals task. Top: the latent brain surfaces for dim-1 on subject 1
(pro-AD). Bottom: the latent brain surfaces for dim-3 on subject 1.

traverse a single latent dimension on 10 equally spaced grids on [—3,3]. For
better visualization, we chose the first image as baseline and subtracted the
baseline of image from all generated images. Then we normalized those images
in a unit region [0, 1] shown in Fig. 4.

4.2 Quantitative Analysis

We carry out 7-fold cross validation (CV) in which we take six folds for training
(one fold for validation from the training set) and one fold for testing. We set the
dimension size of f as 8 and the dimension size of z as 4. We also set the size of
hidden states in LSTMs as 8. We compared our model with S3VAE model [31],
which has a generator as in Fig.1 but without a probabilistic model on label
y. As S3VAE is unsupervised, we cannot directly compare our model with it.
Instead, we tackle the classification task via a two-stage approach. Specifically,
we train S3VAE to obtain latent f and train a naive neural network for the
label classification. As for testing, we first get f from trained S3VAE and classify
f. Also, we propose a supervised loss based on the latent time-invariant f for
S3VAE as one competitor. The generative model is modified as

T
po(X,y,2, F) = po (f)po (ylf) H (zi|z<e)po (Xi|f, 20), 9)

where we employ a fully connected network following a softmax activation func-
tion for pg(y|f). We treat the pro-AD as positive result and then report three
classification measures, accuracy, precision and recall. We also report root mean

Table 1. Mean (Std) reconstruction and classification performance with 7-fold cross
validation.

RMSE Accuracy Precision Recall
Our model (o =1) |0.257 (0.041) | 0.657 (0.168) | 0.416 (0.367) | 0.446 (0.349)
Our model (a = 10) |0.258 (0.046) | 0.736 (0.151) | 0.541 (0.346) | 0.492 (0.337)
S3VAE (Supervised) | 0.263 (0.042) | 0.664 (0.164) | 0.000 (0.000) | 0.000 (0.000)
S3VAE (Two stages) | 0.254 (0.043) | 0.664 (0.164) | 0.000 (0.000) | 0.000 (0.000)
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square error (RMSE) as a reconstruction measure for testing data in Table1.
As for our proposed model, we consider the regularization weights a = 1 and
a = 10. We find that our model has a better reconstruction performance in com-
parison to the supervised S3VAE model and performs similarly to the two-stage
S3VAE. As for classification, our model with a = 10 outperforms other models.
We note that S3VAE based methods always categorize patients into pre-AD
group, suffering from the imbalance classification issue. Our model resolves this
issue and obtains a significantly better classification result according to both
higher precision and recall scores. Finally, we note that to get better reconstruc-
tion or prediction results, properly tuning the hyperparameter « is important.

5 Conclusion

In summary, we propose a novel Sequential Autoencoder model. It incorporates
the graph information via graph convolution operation, and it jointly models
supervised and unsupervised data. Our model is flexible for data generation and
it can conditionally generate sequential data based on label, disentangled time-
invariant and time-varying latent variables. Quantitatively, we show that this
model has competitive classification and reconstruction performance compared
with two modified state-of-the-art S3VAE models.
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