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Small disturbances at an interface can lead to well-defined patterns in many systems. However, nonlin-
ear interactions obscure the dominant wavelength in the instability pattern of diffusion-limited systems,
which has limited the study of these systems. The design of a microfluidic cell that mitigates nonlinear
effects is presented, enabling enhanced diffusional effects and quasi-1D electrodeposition of patterns on
the cathode. These microfluidic cells, operating at small overpotentials, were able to isolate morpholog-
ical patterns during electrodeposition. An automated image analysis routine is developed to convert the
instability pattern into a height profile and objectively extract the wavelengths composing the pattern. Al-
though multiple wavelengths, including harmonics, were observed in the pattern, a custom, directed filter
was applied across the spectrum to identify noise and select the dominant wavelength from the pattern.
The dominant wavelength of nearly all experiments were within 5% of the theoretical wavelength and
two-thirds were within 1%.
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1. Introduction

Interfacial instability occurs in many processes as a result of
disturbances growing at an interface [1-14]. These instabilities are
typically characterized by the formation of a well-defined pat-
tern that forms due to the presence of potential gradients from
an applied difference in temperature, concentration, pressure, or
electrochemical potential [5,8,15-17]. Phase-change processes are
diffusion-limited and often lead to potential gradients and instabil-
ities. However, it has been more difficult to characterize and attain
the dominant wavelength of these instabilities due to the broad
growth curves associated with these systems. The lack of a well-
defined dominant wavelength leads to nonlinear interactions that
manifest as dendrites commencing from structural inhomogeneity
in the solid or fluctuations in the concentration or temperature
field in the fluid [8,18-20].

In electrochemical systems, periodic instability patterns have
been observed at the electrode during electrodeposition [19,21-
26] but determination of the dominant wavelength has been ob-
scured by the rapid formation of dendrites and the 2D nature of
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the electrode. The random disturbances associated with an insta-
bility are driven by the potential gradients while the wavelengths
of the ensuing interfacial cellular patterns are regulated by dif-
fusional gradients transverse to the growth direction and by sur-
face energy between the solid and fluid [27,28]. Although other
works have observed morphological patterns during electrodepo-
sition [21,23,26,29], these studies focused on overall growth rate
rather than isolating the wavelength of the instability.

Developing the experimental protocols necessary to isolate
morphological patterns in diffusion-limited systems was difficult
and only realized once we developed the quasi-1D electrodes with
narrow spacings described in this manuscript. The electrochemi-
cal cell designed to study these systems enhances the competi-
tion between the forces at the surface and enables the formation
of the dominant wavelength in a shorter experimental time frame,
i.e., delays the onset of dendrite formation. In addition, the quasi-
1D nature of the microfluidic cell eases determination of the pat-
terns formed by restricting growth to one focal plane. A custom
noise filter is required to analyze the observed wavelengths from
the Fast Fourier Transform (FFT) spectrum and select the domi-
nant wavelength from the experiment. These experimental proto-
cols isolated a relatively narrow range of wavelengths associated
with the instability. To our knowledge, this work is the first to ex-
perimentally quantify wavelengths due to a diffusion-limited insta-
bility. The ability to attain defined patterns close to the dominant
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Fig. 1. Schematic of the potential and electrolyte concentration in an electrodepo-
sition system. The zoom boxes illustrate the scenario when a disturbance is added
to the electrode surface. Here V and ¢ denote the electrical and solution poten-
tial, respectively, while the superscripts A and C represent the anode and cathode,
respectively.

wavelength enables comparison to theoretical models describing
the onset of the instability [27]. Understanding and manipulating
the patterns formed during electrodeposition enables the tuning
of structures for MEMS (micro-electromechanical systems) fabrica-
tion and may also be extended to measure the interfacial energy
between solids and liquids [30-33].

Metal deposition on an electrode occurs when an electrical po-
tential is imposed across two metal surfaces that are separated
by an ionic solution. A typical electrodeposition system is com-
posed of a flat anode, a flat cathode, and an ionic electrolyte so-
lution between the two, as depicted in Fig. 1. When a voltage
drop is imposed across the two metal electrodes, chemical reac-
tions commence at the surface (see Fig. 1). At the anode, the metal
is oxidized to metal ions and electrons. These electrons are then
conducted through a wire that connects the electrodes, while the
charge is carried by the ions that migrate and diffuse through the
electrolyte toward the cathode. At the cathode, the ions are re-
duced by the electrons to elemental metal. In other words, the an-
ode dissolves and the cathode grows in an electrodeposition pro-
cess. The reactions establish an electrochemical potential gradient
in the solution as well as a concentration gradient.

When the potential difference exceeds a critical value, the pla-
nar electrode surfaces will become wavy due to an interfacial
instability [15,34-37]. To understand why this occurs, consider
the local surface morphology at the electrode depicted in the
schematic of Fig. 1. Any disturbance on either the anode or cathode
alters the potential profile locally. These changes to the profile can
either enhance or hinder reactions at the surface. A perturbation at
the anode causes the difference in potential between the solution
and electrode to decrease, which reduces oxidation of the metal
and the ultimate elimination of any disturbance. The opposite oc-
curs at the cathode where the altered potential profile results in a
larger driving force for reduction and deposition. This increased re-
duction in potential leads to enhanced growth of the perturbation
on the cathode. Therefore, any perturbation at the cathode will be
self-reinforcing and will grow while the corresponding perturba-
tion at the anode will decrease. This process results in a positive
feedback between random disturbances at the electrode and the
ion concentration as well as electrochemical potential gradients at
the electrode surface.

The perturbations at the surface may be associated with phys-
ical differences, such as surface roughness or crystallographic ori-
entations, and localized effects, such as alterations in surface states
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Fig. 2. Dimensionless growth rate (o) vs. wavenumber squared (k%) plot. The di-
mensionless constants are A = 4.03 x 107>, B = 27.02, ¢ = —882.353, and the
growth speed is U = 0.099, as discussed further in the SI Appendix. The wave-
length corresponding to the maximum growth rate predicted by the model is
shown as well as the wavelength range within 1% (gray region) and 5% (blue re-
gion) of the maximum growth rate. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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or transport at the surface. These perturbations occur randomly
across the electrode. However, the feedback mechanism encour-
ages prominent patterns at the cathode-electrolyte interface while
the anode surface is almost unaffected by comparison. The pattern
at the cathode is selected by the competition between stabilizing
and destabilizing effects that accentuate the growth of an instabil-
ity at a dominant wavelength or range of wavelengths.

While the destabilizing effects are due to diffusional gradients,
they are countered by the stabilizing effect offered by the curva-
ture of the surface. These stabilizing effects change the energy of
activation for the electrochemical reaction, weakening the rate of
metal deposition at a crest at the cathode and enhancing it at a
trough at the anode (see Fig. 1). The destabilizing effects are in-
dependent of the disturbance wavenumber, k, which, in turn is in-
versely proportional to the disturbance wavelength. The stabilizing
effect of curvature, however, is k-dependent [27]. Thus, the wave-
length selection in electrodeposition owes its origins to the sur-
face energy of the metal in the presence of the electrolytic solu-
tion. Denoting the linear growth rate of a disturbance by o, sev-
eral theories have been developed for o vs. k? curves [21-23,26-
28,38,39], such as that shown in Fig. 2. A typical o vs. k? curve in
electrodeposition initially increases, reaches a maximum, and then
decreases, crossing zero at a critical value of k2 called the neutral
point. Beyond the neutral point, disturbances of all wavenumbers
are stable with their corresponding growth rates, o, being nega-
tive.

Past workers [27,28] have developed a two-electrode model for
obtaining the o vs. k? curves by noting that there are three in-
put variables, viz., the average metal ion concentration, the spac-
ing between the electrodes, and the input voltage difference ap-
plied across the electrodes. A heuristic model [27] that assumes
fast interfacial dynamics relative to domain inertia yields a sur-
prisingly simple formula with high accuracy for the growth rate
as a function of wavenumber. This model, discussed in the con-
text of the current work in sufficient detail in the SI Appendix,
is typically applicable to electrodeposition cells with electrolyte
depths that are small enough to make the diffusional rates large
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compared to kinetic rates of ionic transport. Three key dimension-
less groups evolve from this model, termed A, B, and €. They
represent the scaled interfacial energy, scaled ratio of diffusive to
kinetic timescale, and scaled ratio of diffusive to limiting electrode
speed. Fig. 2 depicts the dimensionless growth rate (o) vs. wave-
length (or o vs. k?) curve obtained from the model for one spe-
cific condition, viz., 0.25 V applied voltage, 100 pm electrode spac-
ing, and 100 mM ion concentration in a copper—copper sulfate sys-
tem. The curve shows that every wavelength has a corresponding
growth rate, but the expected wavelength observed in experiments
would be predicted by the maximum growth rate. Unfortunately,
the o vs. k% curve is broad (even in log-scale) near the growth
rate maximum. Therefore, long timescales would be required to
observe the predicted wavelength, increasing the likelihood of non-
linear interactions that lead to dendrite formation. To avoid these
nonlinear interactions, shorter timescales are preferred but several
wavelengths with comparable growth rates will still be observed.
These short timescale experiments result in electrodeposition pat-
terns having a composition of wavelengths that grow simultane-
ously. The predicted wavelength with the maximum growth rate,
thus, may not be observed in the deposited pattern of an exper-
iment. Based on this conclusion, a pattern composed of just one
dominant wavelength, as found in other instability problems, is
not likely to be observed [1,2,15,40]. Instead, it is more reasonable
to expect that the pattern is composed of a range of wavelengths
closer to the predicted wavelength. The goal of the current work is
to experimentally validate this theory. To this end, we describe the
validating experiments in detail with an interpretation of the ob-
servations. To provide meaningful comparison to theory, the wave-
length composition obtained from the experiment will be com-
pared with the wavelength range derived from the model within
1 to 5% of the maximum growth rate, as depicted by the shaded
areas of Fig. 2.

2. Experiments and methods
2.1. Materials

Borosilicate glass substrates for electrochemical cell fabrica-
tion were purchased from Fisher Scientific.® All the chemicals
involved in the electrode cell fabrication were purchased from
MicroChemicals®, and the fabrication was performed in a Class
100 cleanroom at the Nanoscale Research Facility of the University
of Florida. Copper sulfate stock solution was prepared using copper
sulfate pentahydrate crystals purchased from Sigma Aldrich.® For
electrodeposition experiments, concentrations of 25, 50, and 100
mM were prepared by diluting the 1 M stock solution.

2.2. Fabrication of microfluidic electrochemical cells

The electrodeposition experiments were conducted in a minia-
turized electrochemical cell consisting of two copper electrodes
with a precise spacing. Photolithography techniques were used to
fabricate high precision cells with narrow electrode spacings. Be-
fore fabrication, the glass substrates were cleaned in a warm NMP
(N-Methyl-2-pyrrolidone) solution held at 70 °C for 5 min to re-
move any grease/dirt, followed by plasma ashing to remove any
residue. The clean glass was then spin-coated (Suss Microtec Delta
80RC) with 2 pum thick AZ1512, a positive photoresist layer, and
soft baked for 30 min at 105 °C in an oven to evaporate the sol-
vent. With the desired pattern mask, the photoresist layer was ex-
posed to UV light (365 nm wavelength) for 30 s using a Karl Suss
MA-6 contact aligner. Once exposed to UV light, the photoresist
coated glass slides were developed in AZ 300MIF solution for 75 s,
cleaned with DI water, and dried with nitrogen gas to attain the
patterned photoresist layer. The developed photoresist was then
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plasma ashed once again for 60 s to remove any polymer residue
on the photoresist sidewalls. Metal layers were deposited on the
patterned photoresist using a Kurt J. Lesker Multi-Source RF and
DC Sputter System at the rate of 4 to 5 As=!. A 100 nm thick ad-
hesion layer of chromium was deposited on the glass and subse-
quently followed by deposition of a 1 pm layer of copper. After
sputter deposition, lift-off was completed in acetone solution for
20 min to get the final electrode design. Several electrochemical
cells were fabricated simultaneously on a glass substrate during
the fabrication process. A glass cutter was used to separate individ-
ual cells from the substrate. The photolithography approach leads
to a precise spacing between the two copper electrodes, where
one electrode serves as a cathode and the other as an anode. Top-
down SEM images of the electrodes demonstrate a precise spacing
of 100 um between them at a precision of £0.3 um.

2.3. Electrodeposition of copper

Electrodeposition was carried out by placing the electrochemi-
cal cell on a polycarbonate holder with copper tape attached along
the electrodes to allow connections to an external circuit. The cop-
per tapes were covered with polyimide tape to avoid any contact
with the electrolyte solution. A cover glass was clipped over the
electrochemical cell and the copper sulfate electrolyte solution was
injected in the gap between the electrodes and cover glass while
the cell ends were sealed with epoxy. To minimize convection due
to gravity, the setup was kept horizontal using a bubble leveler.

The electrodes were connected to a potentiostat (AUTOLAB PG-
STAT30) configured for a two-electrode cell setup to control the
input applied voltage between 0.2 and 0.3 V (accuracy: +0.2% of
maximum potential range) and to record the output performance.
A conducting wire was used to connect the potentiostat to the
electrodes at multiple points to maintain equipotential throughout
the deposition. A constant applied voltage was maintained across
the electrodes to drive the electrodeposition. The electrochemical
setup was located under a microscope with a camera to observe
and capture images of the growth patterns during deposition. An
objective lens with a magnification of 20x was used for imaging,
yielding a pixel resolution of 0.52 pm/pixel. A series of images was
taken at constant intervals throughout the experiment for analysis
using a programmed image analysis routine.

2.4. Image analysis

Image noise is an aspect of electronic noise that exists in the fi-
nal images. In the image analysis routine, the image noise is trans-
formed from the original image to the height profile obtained by
integrating the binarized image. When FFT is performed on the
height profile, frequencies are distributed over the entire FFT spec-
trum. In many of the images of this study, the initial FFT identi-
fied around two thousand frequencies across the entire spectrum
of the FFT with magnitudes ranging between zero to ten thousand.
The images, such as Fig. 7, show that there are clearly periodic
structures, indicating that the waves are obscured by noise occur-
ring across the entire spectrum. Standard FFT filters [41] like high,
low, and bandpass filters indiscriminately block frequencies below,
above, or within a range of cut-off limits and result in loss of infor-
mation. These types of filters work well when the signal is known
to exist within a defined frequency region. Although our model
provides a basis for this region, these filters could introduce signif-
icant bias into the analysis. To remove the image noise spread ran-
domly across the entire FFT spectrum, a directed filter is needed
that scans the full spectrum and carefully analyzes the potential
noise at each frequency before eliminating it from further anal-
ysis. In this work, we developed a three-step process to remove
frequencies across the entire FFT spectrum, consisting of a custom
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Fig. 3. The microfluidic electrochemical cell consists of copper electrodes connected to copper tape. (a) Polyimide tape sealed the cells with a cover glass (not shown) so
that patterns could be observed under a microscope. (b) Model calculations demonstrate the influence of spacing between the metal electrodes, the applied voltage across
the electrodes, and the concentration of the electrolyte solution on the FWHM dispersion of the growth rate curve (o vs. k?). (c) Lithography enabled precise formation of

thin electrodes enabling quasi-1D electrodeposition of copper.

FFT filter, defining the proper noise region for a SNR (signal-to-
noise) filter, and identifying the minimum distance separating dis-
tinct waves. The first step was based on analyzing each frequency
one at a time to determine its relevance in the overall signal. The
latter steps are specified by the image resolution. Details on the
operations of the filters are given in the SI appendix.

2.4.1. Generation of height profile

The color image in Fig. 4(a) is first converted to a grayscale im-
age, as shown in Fig. 4(b), and the region of interest (cathode with
the patterns) is selectively cropped, as shown in Fig. 4(c). Follow-
ing this step, binarization [42] is performed on the grayscale im-
age to transform the 0-255 spectrum of grayscale to 0-1 binary
spectrum, as shown in Fig. 4(d). The binary value of each pixel
is determined by the threshold set by an in-built adaptive thresh-
old function [43]. Pixels associated with the copper electrode and
instability pattern with grayscale values lower than the threshold
were assigned to black (i.e., value of 0) while others were assigned
to white (i.e., value of 1). The number of contiguous black pixels
in each column of pixels across the image width, n, is integrated
to generate the height profile from the binarized image.

2.4.2. Development of custom FFT filter

The custom FFT filter iterates through the FFT spectrum and
assesses the importance of each frequency in building the height
profile. The filter operates by cycling through the FFT spectrum and
assigning the magnitude to zero for each frequency one at a time,
thus, having some similarities to bootstrapping methods [44]. Af-
ter zeroing the magnitude of a frequency, the filter performs an
inverse transformation on this new FFT spectrum. The mean per-
centage error is calculated between the new inverse transform and
the height profile. If the mean percentage error is more than a
threshold limit, which was defined to a value of 0.3%, the filter
keeps the original magnitude for that frequency unaltered. If the
error introduced by negating the frequency is below the threshold,
the frequency is eliminated from the FFT spectrum. The filter per-
forms this analysis on all frequencies and their magnitudes by cy-
cling through the entire FFT spectrum. After the custom filter was
used, the modified and the original height profile were compared
to ensure the variation was acceptable (see Fig. 4(f)).

2.4.3. Definition of the noise region for SNR filter

Many filters are based on whether the signal is significantly
greater than the noise. These SNR (signal-to-noise ratio) filters cal-
culate the SNR of a peak by dividing the signal magnitude by the
noise amplitude. A common threshold of a SNR filter is a ratio of 3

[45-48]. Therefore, all peaks with a SNR of more than 3 are iden-
tified as significant signals and used in the subsequent analysis. In
order to properly apply a SNR filter, one must have an understand-
ing of the region of the FFT associated with noise or have signals
that are substantially above the threshold. In this study, images
need to be captured at the early stages of growth to adequately
capture the forces responsible for the instability. However, the true
signals within the FFT are not easily distinguished from the noise
region at these early stages.

In order to determine the region of the FFT spectrum associated
with noise for our electrodeposition studies, we must first define
what constitutes the smallest observable wavelength (signal).
These smallest wavelengths (highest frequencies) are defined by
the pixel resolution. As shown in Fig. S2(a), at least 4 pixels in
width are required to form a distinct half-wave from an image. Any
wave shorter than 4 pixels in width would have adjacent pixels
with grayscale values that would be indistinguishable. Since the
pixel resolution of all images used in this study is 0.52 pm/pixel,
the smallest measurable wavelength in this study is 4.16 pm.
Therefore, a well-defined noise region exists at the tail of the FFT
spectrum. We chose the noise region cutoff to be 2x the smallest
measurable wavelength. This region corresponds to a maximum
wavelength of 8.32 um or 0.5% of the largest wavelength attainable
by our images. In the frequency domain, the background noise
region corresponds to all frequencies beyond 0.0625, which is the
region where the FFT magnitude vs. frequency trend is flat, as
shown in Fig. S2(b). The noise amplitude of the SNR has a value
corresponding to the highest peak of the FFT spectrum within this
region.

2.4.4. Identification of the minimum observable distance between
waves

Following the custom FFT and SNR filtering steps, the FFT spec-
trum still contains many wavelengths/frequencies that could de-
scribe the instability pattern. Although a composition of wave-
lengths would be expected due to the flat growth curve and early
timescales applied for analysis, many of the peaks have wave-
lengths that differ by only a few microns. Image artifacts associ-
ated with the pixel resolution can yield peaks with similar wave-
lengths, which are likely different representations of the same
wave. Similar to how the pixel resolution limits the smallest quan-
tifiable wave, pixel resolution also determines the smallest mea-
surable distance between two waves.

As shown in Fig. S2(c), two waves can be identified as unique
waves only if their peaks are separated by a distance equivalent
to at least 3 pixels in width. This represents the smallest AX that
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Fig. 4. Schematic of the image analysis routine used for determining the wavelength composition of the electrodeposition pattern. (a) Original image of the electrodeposition
pattern captured before the onset of non-linear dendritic growth. (b) The background is subtracted and the image is converted to grayscale. (c) The grayscale image is then
cropped from a size of M x N to m x n to only show the cathode portion with the instability pattern (where M and N, and m and n are the height and width of the image
before and after cropping, respectively). (d) The cropped image is binarized using an adaptive threshold function and converted to a 2D image matrix. (e) The contiguous
black pixels in each column of pixels across the image width (n) are integrated to generate the height profile. (f) The original height profile (blue) is compared to the
new height profile (red) after applying the custom filter. (g) The new height profile is converted to frequencies using FFT. The spectrum of the new height profile (red) is
compared with the spectrum of the original height profile (blue) with noise. (h) The number of frequencies are reduced by comparing each to the SNR and eliminating

frequencies associated with image artifacts. Only peaks with an SNR greater than

3 are shown for the fundamental (black) and sub-/harmonic wavelengths (green). The

dominant wavelength is calculated by taking an average of all the remaining wavelengths weighted with their respective magnitudes. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)

can be accurately measured by the FFT analysis. For the images of
this study, AA corresponds to a wavelength of 1.56 um. Therefore,
peaks with similar wavelengths separated by a distance less than
1.56 pm were considered one peak and combined into one wave-
length/frequency with a magnitude equivalent to the peak with
the highest magnitude in that set. For example, five peaks may
be observed with wavelengths of 44, 44.5, 45, 46.9, and 50 pm
corresponding to magnitudes of 100, 200, 400, 650, and 500, re-
spectively. The first four waves are indistinguishable from one an-
other since the separation distance between the consecutive peaks
is less than 1.56 nm. Therefore, the first four peaks are considered
as the same wave with one unique wavelength. Among the four,
the 46.9 pm peak has the highest magnitude in the set and will be
taken as the unique wavelength of the peak.

2.5. Selection of dominant wavelength

Application of the three filters described above significantly
narrows the number of frequencies attained from the FFT
analysis. The remaining waves cover a broad range of wave-
lengths/frequencies with different magnitudes. Due to this broad
range, the composition of wavelengths can include sub-/harmonics
that complicate the analysis of the predicted wavelength repre-
senting the wave with the maximum growth rate (see Fig. 2). In

addition, the short timescales of the experiments suggests that
many fundamental wavelengths near the predicted wavelength
may still exist. Fig. S1 compares the full composition of wave-
lengths (fundamental wavelengths and their sub-/harmonics) ob-
tained for each experimental condition to its theoretical wave-
length predicted by the model. The size of each data point cor-
responds to their respective FFT magnitude. The identity line
marks the predicted wavelength with maximum growth rate de-
rived from the model for different experimental conditions. Al-
though the model results could be used again to exclude spe-
cific wavelengths/frequencies from further analysis, it would bias
the results to the anticipated wavelength. For this reason, all of
the wavelengths were included in determining a dominant wave-
length (Apem), which was calculated for each experimental condi-
tion by performing a weighted average of the full composition of
the wavelengths in Fig. S1 (including sub-harmonics and harmon-
ics) by their respective magnitudes. For easier comparison between
two data sets, Fig. 8 of the manuscript is plotted with only the
dominant wavelength and confidence intervals.

3. Results and discussion

The electrodeposition experiments in this study were conducted
in a microfluidic electrochemical cell consisting of two copper elec-
trodes with a precise spacing determined by lithography. Fig. 3(a)
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shows the basic construction of the electrochemical cells. Fig. 3(b)
presents the calculated dispersion in the growth rate curve (e.g.,
o vs. k% plot of Fig. 2) for the morphological patterns as a func-
tion of the spacing between the metal electrodes (L). At the same
potential, the spacing between the electrodes has a dramatic influ-
ence on the full width at half maximum (FWHM). A change from 1
cm to 100 pm reduces the FWHM by more than 50%. Lower elec-
trolyte concentration and higher potentials (AV) also reduce the
FWHM of the growth rate curve. These calculations suggest that
low concentrations, large potentials (within the range defined by
the physics), and narrow electrode spacings would provide the de-
sired conditions to minimize the number of observed wavelengths.
Another key aspect of the electrochemical cells is the quasi-one-
dimensional growth enabled by the use of thin electrodes (1 pm
thick), as shown in Fig. 3(c).

The control input parameters for the electrodeposition exper-
iments were the applied voltage across the electrodes, the mean
concentration of the electrolyte solution (cavg), and the spacing
between the metal electrodes. The experimental output variables
were the total current and the electrode morphology or pattern.
The pattern morphology and its wavelength decomposition is used
for comparison to the theory. The activation over-potential of the
copper-copper sulfate system was measured to be around 200 mV.
The voltage used in the theoretical models, i.e., the Butler-Volmer
equation, is the difference between the applied voltage and the
measured activation overpotential.

Fig. 4 (a) shows the image of the electrodeposition pattern
captured soon after the instability commences and well before
the onset of nonlinear interactions that depict dendritic growth.
Note that these patterns form at different operating conditions
and wavelengths than those observed in hydrodynamic instabil-
ities [49-51]. The instability pattern seen here is a superimposi-
tion of multiple wave patterns with unique wavelengths. An image
analysis routine was developed using MATLAB® to objectively and
reliably extract the wavelength composition from the electrode-
position patterns. In this automated routine, we convert the elec-
trodeposition pattern into a height profile and decompose it using
FFT to extract information about the wavelength composition and
growth rate.

Fig. 4 (b)-(d) shows the steps involved in the image process-
ing to convert the image to a height profile. The purpose of these
image processing steps is to generate a height profile of the elec-
trodeposition patterns by distinguishing the copper portion (cath-
ode and the instability patterns) from the electrode gap. Fig. 4(e)
shows the height profile obtained by integrating the binarized im-
age. In the next step shown in Fig. 4(f), the height profile is decom-
posed using the FFT algorithm [41,52], and the information about
the wavelength and growth rate is expressed in terms of magni-
tude vs. frequency plots, as seen in Fig. 4(g). Here, the frequency is
the inverse wavelength (frequency = pixel resolution/wavelength,
where pixel resolution is 0.52 pm). The magnitude represents the
amplitude of each wave pattern, where waves with the fastest
growth rates will have larger amplitudes/magnitudes. Conversely,
the original height profile can be retrieved by performing an in-
verse transform on the FFT data (see Fig. 4(f) to compare the orig-
inal and modified height profile).

In the raw FFT data, frequencies associated with image noise as
well as the desired signals are distributed over the entire FFT spec-
trum. In the FFT spectrum, the magnitude of the noisy frequencies
is nulled using a custom filter developed in this work. Briefly, each
frequency is removed to determine its independent effect on the
overall reconstructed height profile, enabling removal of many fre-
quencies that do not contribute to the pattern. Fig. 4(g) shows the
magnitude vs. frequency plot for the raw FFT and noise-filtered
FFT spectrum. In addition to the custom filter, a SNR (signal-to-
noise ratio) filter with a value of 3 is applied to identify the peaks
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200 pym “

Fig. 5. The evolution of electrodeposition patterns in a 1 cm electrode spacing cell
operated at an applied voltage of 1 V and a mean electrolyte concentration of
50 mM. The anode is not in the field of view of the camera. The corresponding
video (at 60x speed) is available as supplemental material.

1V-100 um-0.005 M

Fig. 6. The evolution of electrodeposition patterns in a 100 pm electrode spacing
cell operated at an applied voltage of 1 V and a mean electrolyte concentration of
5 mM. The corresponding video (at 5x speed) is available as supplemental material.

with significant signals [45-48]. The noise amplitude of the SNR
has a value corresponding to the highest peak of the FFT spectrum
within the background noise region (SI appendix, Fig. S2), which
was determined to be above a frequency of 0.0625 in the FFT plot
shown in Fig. 4(g).

Once the noise frequencies are filtered and peaks with signif-
icant signals are identified, we get a composition of wavelengths
that form the instability patterns. However, image artifacts asso-
ciated with pixel resolution yield some peaks with very similar
wavelength. These different wavelengths are likely different repre-
sentations of the same wavelength. Since the pixel resolution lim-
its the smallest measurable distance between two peaks (SI ap-
pendix, Fig. S2), peaks separated by fewer than 3 pixels (equiv-
alent to 1.56 pm) are considered one wavelength and combined
into one frequency. In addition to these image artifacts, the scale
of the image enables the observation of sub-harmonics and/or har-
monics of the fundamental frequency. Therefore, the fundamen-
tal wavelength (F) and their respective harmonics are also iso-
lated based on their magnitude. The sub-harmonics have wave-
lengths that are integer multiples (kF) of the fundamental wave-
length while the harmonics have wavelengths that are 1/k™" of
F. After identifying a harmonic family, the peak with the highest
magnitude in the group was selected as the fundamental wave-
length. Fig. 4(h) shows the final frequencies/wavelengths that com-
pose the pattern observed in the image of Fig. 4(a). The domi-
nant wavelength within this composition of wavelengths is deter-
mined by performing a weighted average (including sub-harmonics
and/or harmonics) of all wavelengths weighted with their respec-
tive magnitudes, Apyy, = ZM}T] -3 M; - A; where M; is the magni-

tude of the peak corresponding to wavelength A;. The dominant
wavelength obtained from each experiment is then compared to
the predicted wavelength with the maximum growth rate derived
from the model.

Figs. 5 and 6 depict the evolution of patterns for cells with 1 cm
and 100 pm spacing operated under an applied voltage of 1 V and
mean electrolyte concentration of 50 mM and 5 mM, respectively.
For the larger electrode spacing (Fig. 5), the instability is limited by
diffusional transport. Wavelengths that form the patterns compete
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Fig. 7. Evolution of the electrodeposition pattern with time for AV =0.25 V, L = 100 pm, and cayg = 100 mM. At t = 200 s, the pattern is cellular because it was captured
before the onset of dendritic growth. Beyond t = 200 s, the pattern becomes dendritic and continues to grow in this manner.

due to nonlinear interaction between interface shape and poten-
tial gradients, resulting in dendritic forms early, i.e., soon after the
inception of the instability. However, by comparison, the potential
gradients are steeper in cells of 100 pm spacing (Fig. 6). The sharp
potential drop in the 100 pm spacing encourages the pattern to
advance in a cellular fashion quickly. This system eventually does
become dendritic due to nonlinear interactions between the in-
terface morphology and the electrochemical potential and concen-
tration gradients. However, the electrochemical cells with smaller
electrode spacing provide sufficient growth and time for instability
analysis at these initial stages. In this work, we have used electro-
chemical cells with small spacings (100 pm, 1 mm) to enhance dif-
fusional effects, yielding patterns that can be compared favorably
with a simple theoretical model described in the SI Appendix.

A total of sixteen experiments were performed using a com-
bination of experimental conditions. Of the sixteen experiments,
eight were unique and the other eight were duplicates of the first
set. Fig. 7 shows the evolution of the electrodeposition pattern
with time for an applied voltage of 0.25 V, 100 pm electrode spac-
ing, and a mean electrolyte concentration of 100 mM. The pat-
tern depicts growth in a cellular manner at the beginning of the
deposition that becomes dendritic over time. The pattern of cop-
per deposition on the cathode is typically composed of multiple
wavelengths. The growth pattern observed at the initial state be-
fore the dendritic forms appear corresponds to the instability ex-
plained by the model given in the SI Appendix. For comparison
with the model, the image captured just before the onset of den-
dritic growth was taken for image analysis (t = 200 s). After the
image analysis routine, the dominant wavelength pattern for this
experiment was 43.4 pm.

Few studies have collected comparable data because of the dif-
ficulty in isolating morphological patterns. The most relevant work
comes from Kahanda et al. [26] and de Bruyn [23]. Kahanda et al.
[26] characterized the instability patterns at later stages of elec-
trodeposition through an average root mean square roughness and
found the rate of evolution of the pattern interface with time.
Their patterns are clearly dendritic with a columnar wavelength of
~ 500 wm. These structures are influenced by non-linear interac-
tions and disturb the forces that form the morphological instability
discussed in this work. de Bruyn [23] experimentally measured the
growth rate vs wavenumber by capturing the height profiles of de-
posits under galvanostatic conditions using two parallel electrodes
with a very large spacing of 23 mm. The morphological patterns
are sensitive to the applied potential. Therefore, a galvanostatic cell
will not yield conditions that select one wavelength. The authors
noted that the patterns were ‘rough,’ i.e., dendrites formed soon
after the start of deposition. This roughness could be due to po-
tential changes throughout the experiment or possibly due to the
large electrode spacing, which we noticed tends to initiate den-
drite formation early. Furthermore, the resolution of their images
was large (23 pm/pixel), limiting the ability to capture the wave-

1 —-—- Identity line
1 I Top 5%
1C1Top 1%

100 4

Experimental wavelength (um)

10 4

10 100

Theoretical wavelength (um)

Fig. 8. Comparison of the dominant wavelengths calculated from experiments to
the theoretical wavelengths predicted by the model. The dominant wavelengths are
calculated from a range of experimental parameters, i.e., electrode spacing (L), ap-
plied voltage (AV), and mean electrolyte concentration (cavg). Eight experimental
conditions are plotted (black circles) with duplicates (red circles). The identity line
marks the predicted wavelength corresponding to the maximum growth rate de-
rived from the model for each condition. The wavelength range corresponding to
growth rates within 1 and 5% of the maximum growth rate predicted by the model
are shown in the gray and blue shaded areas, respectively. The vertical bars across
the data points show the wavelength composition obtained from experiments with
a 95% confidence interval. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)

length predicted by theory (40 pum). These studies demonstrate the
challenges associated in operating electrochemical cells that con-
trol the forces responsible for morphological instabilities to attain
patterns that can be accurately characterized.

Fig. 8 compares the dominant wavelength measured at different
experimental conditions to their respective theoretically-predicted
wavelength. The identity line in the plot marks the predicted
wavelength corresponding to the maximum growth rate derived
from the model for each condition. On account of the broad nature
of the o vs. k2 plot (see Fig. 2), many wavelengths are expected to
be observed during the short timescales of observation. Therefore,
regions depicted by wavelengths within 1% (gray region) and 5%
(blue region) of the maximum growth rate are also shown. For ex-
ample, the predicted wavelength of the pattern is 51.3 pm for an
applied voltage of 0.25 V, electrode spacing of 100 pm, and mean
electrolyte concentration of 100 mM. The predicted wavelength
range within 1 and 5% of the maximum growth rates were 34.1
to 94 ym and 22 to 192.4 pm, respectively. Using the image analy-
sis routine, the dominant wavelength calculated for this condition
was 43.4 pm, which lies within 1% of the growth rates derived
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from the model. Figs. S1(a) and S1(b) in the SI Appendix show
similar plots for the entire wavelength composition, including the
fundamental and sub-harmonics/harmonics for each experimental
condition. As predicted by BuAli et al. [27], the experimental re-
sults showed that the dominant wavelength is mainly dependent
on the electrode spacing and applied voltage out of the three input
variables. The dominant wavelength is observed to increase with
electrode spacing and decrease with applied voltage. Meanwhile,
the mean electrolyte concentration did not affect the dominant
wavelength as much as the other two input variables. Similarly, as
predicted by the theoretical model, we saw an increased deposi-
tion growth rate with applied voltage from the instability evolu-
tion timestamps. Fig. 8 shows that the dominant wavelength for
almost all the experiments lies within 5% of the predicted wave-
length (blue shaded region). In fact, two-thirds of the experiments
yield a dominant wavelength that lies within the 1% region. This
exceptional agreement despite the broad growth curve validates
the application of linear stability analysis theory in describing the
patterns formed during electrodeposition.

4. Conclusions

The slow growth of morphological instabilities formed during
electrodeposition leads to the observation of many competing pat-
terns. Rather than evolving to a single wavelength observed in
most systems, nonlinear effects lead to the formation of dendrites
that obscure the pattern. Design of a microfluidic electrochemical
cell enabled better control of the forces responsible for the forma-
tion of the instability pattern. The narrow spacings incorporated in
the electrochemical cells delay the formation of dendritic branches
and allow sufficient time for us to capture the instability pattern
before the instability gets obscured. The quasi-1D growth of the
instability and the development of a custom noise filter enabled
comparison of the initial growth of the instability to an established
model. Despite the broad nature of o vs. k? for electrodeposition,
we find that the experimental results are clearly within the 5% and
largely within the 1% region of the theoretical wavelength range
predicted by an instability model (see SI Appendix). Therefore, the
experimental results show that the wavelength composition at the
onset of electrodeposition instability can be accurately predicted
using a simple, heuristic but powerful theory with only two ap-
proximations:

1. Interfacial dynamics mainly drive the electrodeposition instabil-
ity compared to domain dynamics and
2. The electrolyte maintains electroneutrality locally.
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