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ABSTRACT 
We present a landscape analysis of commercially available visual 
assistance technologies (VATs) that provide auditory descriptions 
of image and video content found online, as well as those taken by 
people who are blind and have visual questions. Through structured 
web-based searches, we identified 20 VATs released by 17 companies, 
and analyzed how these companies communicate to users about 
their technical innovation and service offerings. Our results can 
orient new researchers, UX professionals, and developers to trends 
within commercial VAT development. 

CCS CONCEPTS 
• Human-centered computing → Empirical studies in acces-
sibility. 
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1 INTRODUCTION AND BACKGROUND 
Visual assistance technologies (VATs) provide auditory descriptions 
of images and videos to answer blind people’s visual questions 
about their physical surroundings and visual media found online 
and in documents. Research on VATs has focused on technical 
development (e.g., [19, 50, 51]), blind people’s access requirements 
(e.g., [31, 42, 48]), privacy concerns (e.g., [9, 10, 14, 42]), and ethical 
questions representation (e.g., [15, 25, 41]). 

In parallel, companies that develop commercial VATs, such as 
Seeing AI [33], Be My Eyes [20], Aira [8] are driving innovation. 
These commercial VATs can have far reach, as exemplified by Be 
My Eyes, who describe their product as being used by “295,170 
blind & low-vision people” in “150+ countries” speaking “180+ lan-
guages” [20]. Yet, for researchers, UX professionals, developers, and 
users who are interested in advancing the design and development 
of commercially available VATs, it can be challenging to identify 
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and assess the range of VATs and the trends guiding their devel-
opment. In turn, we conducted a landscape analysis of 20 VATs 
from 17 different companies using materials found on VAT com-
pany websites, industry blogs, social media, and digital application 
stores. 

We discovered that VAT companies use five primary concepts to 
describe their service offerings, are highly oriented to leveraging AI 
to provide visual assistance on iOS-based hardware, and are more 
likely to collect and store users’ visual data on “the cloud" than on 
users’ devices—though the trend to process visual data on device is 
growing. Our work may be used to spur further investigation and 
critical reflection about the influence of AI on the way visual assis-
tance is provided and how VAT companies’ messaging is aligned 
with users’ values, goals, and decision making. 

2 METHODS 
Landscape analyses examine key aspects of products and services 
that can be used to observe technology sector evolution and oppor-
tunities for new innovations [5]. Two sighted US-based academic 
researchers spent approximately 60 hours from January to April 
2021 collecting data based on web search results. We identified 20 
commercially available VATs by querying both Google and Bing 
using the phrase visual assistance technology for blind, which de-
notes the technical domain of our investigation and the primary 
user group of the technology. After reviewing each platform’s first 
30 search results, we extended the search by using other keyword 
phrases we found on product websites and blogs1 . For each new 
search term, we reviewed the first 10 search results. 

Next, we created a codebook with nine parent codes to guide our 
data collection. The parent codes emerged as we observed trends 
in the information companies readily provide to potential users 
on the web. Five of the codes—Form Factor, Visual Media Type, Op-
erating System, Intelligence Type, and Visual Data Storage—were 
informed by previous work on VATs [6, 10, 28, 40, 42, 50]. We in-
cluded four additional codes—Mission Statement/Slogans, Keywords, 
Release Dates, and Use Metrics2—based on our observations that 
each VAT company uses varying language to describe its products, 
and with the intent to provide more context to product positioning 
within the spectrum of commercially available VATs. Together the 
parent categories help frame how individual VATs are positioned in 
relation to the others, and enable us to observe how their messaging 

1Other keywords include: image description technologies, technologies for people who 
are blind [blind people], assistive technologies and [low vision, blind], top apps for blind 
or visually impaired people, assistive apps for blind. 
2During data analysis, we found that only eight VATs posted use metrics, and therefore, 
we cannot report which VATs are the most popular. Metrics reported included: (A) 
number users, (B) number of images processed or tasks completed, (C) global reach 
of their technology by country and/or language, and/or (D) download counts via app 
stores. 
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relates to best practices as described in access technology research, 
e.g., [13]. 

We visited each VAT company’s home page to collect data, and 
copied relevant text into a data sheet for each of the nine parent 
codes. When data was not available, we searched Twitter, Face-
book, Google Play, and Apple App Store for VAT product and com-
pany profiles. We also used external blogs and the Wayback Ma-
chine [30], an internet archive tool3 . During data collection, trends 
began to emerge, such as VATs take image files, video files, and 
live feed/images as input, which became the sub-codes for Visual 
Media Type. In our final code book4 , each parent code included 
two to four sub-codes. To observe notable trends for each code, 
we calculated the number of instances for each sub-code. In some 
cases, we observed trends across multiple codes. Notably, the data 
under Mission Statement/Slogan and Keyword was rich, and required 
creating affinity diagrams [18] to identify the range full range of 
sub-codes. 

3 FINDINGS 
We identified 20 commercial VATs, developed by 17 companies, 
including: Adobe Accessibility by Adobe [1], Aira by Aira Tech 
Corp [8], Amazon Rekognition by Amazon [11], Apple VoiceOver 
Recognition by Apple [12], Be My Eyes by Be My Eyes [20], BeSpecu-
lar by BeSpecular [17], TapTapSee by CloudSight Inc. [46], Envision 
AI by Envision Technologies B.V. [4], Envision Glasses by Envision 
Technologies B.V. [23], Automatic Alt Text by Facebook [21], Google 
Lookout by Google [3], LookTel Money Reader by LookTel [38], Look-
Tel Money Recognizer by LookTel [29], Supersense by Mediate [44], 
Seeing AI by Microsoft [33], OrCam MyEye by OrCam [36], Or-
Cam Read by OrCam [35], KNFB Reader by SensoTec [2], Sullivan+ 
by TUAT Inc. [37], and AI Poly by V7 Ltd [47]. We have provided 
an overview of VATs according to their Form Factor, with details 
related to the Operating Systems they run on, their Release Dates, 
Intelligence Types, and Visual Data Storage. We then present find-
ings from the Mission/Slogan and Keywords parent codes. Please 
see the Supplementary Materials for a tabulated version of these 
findings with the online data sources we used. 

Findings by VAT Form Factor. VATs are provided as (A) mo-
bile applications, (B) embedded software (on different types of de-
vices), and (C) on web-based services. Here we present an analysis 
of our findings according to this categorization. VATs are most com-
monly offered as mobile applications (13 of the 20). Of these mobile 
applications, nine come in both iOS and Android versions, three 
offer only an iOS app (LookTel Money Reader, LookTel Recognizer, 
and Seeing AI ) and one (Lookout) offers only an Android app. Of all 
20 VATs, the LookTel Money Reader was the first to be released, in 
2011 on iOS. TapTapSee was the first Android app, debuting in 2014. 
Seven companies released their iOS version first, on average more 
than six months ahead of the Android version. Of the 13 mobile 

3While VAT companies’ data storage practices were of interest, we ultimately deemed 
examining privacy policies to be out of scope, based on the understanding that people 
commonly do not read these legal documents as they are difficult to understand [27, 
32, 39].
4VATs Form Factor [Mobile, Glasses, Other], Operating System [iOS, Android, Other], 
Intelligence Type [Human, AI], Data Storage [On Device, Cloud, No Storage, Unknown], 
Use Metrics [Number of Users, Tasks Completed, Region, Language], and Release Date 
[Year(s)]. 

apps in our dataset, we see that 115 use AI to provide visual assis-
tance; Be My Eyes and BeSpecular employ humans and Aira is the 
only VAT that uses both AI and humans (humans deliver the visual 
assistance, yet the dashboards they use to gather information for 
users is AI-powered). Of the ten VATs that use AI, only two take 
video as input (TapTapSee and Aira); the other 12 take image files 
and/or live images as input. Five of the ten utilize users’ on device 
storage, whereas seven process users’ data on “the cloud". (We could 
not find data regarding data storage two of the AI-powered mobile 
application-bases VATs: Supersense and AI Poly, and we learned 
that Google Lookout and Seeing AI “do not store users data"). Im-
portantly, we found data indicating that Envision AI and Aira use 
both on device and cloud-based storage, but it is unclear when each 
approach is used. Envision AI processes live images, where as Aira 
processes videos. Of three VATs that employ human intelligence, 
two take video files only as input (Aira and Be My Eyes), and one 
takes image files and video files as input. All three store data in the 
cloud (though Aira also stores data on device). 

Four of the VATs run as embedded software, including Apple 
VoiceOver Recognition, which was released in 2017 and uses AI to 
provide image descriptions. OrCam MyEye and OrCam Read run 
on hand-held devices, while Envision Glasses runs on wearable 
technology; These three VATs employ AI exclusively, supporting 
both images and video for Envision Glasses, but only images for 
the OrCam products. All three store data both on device and in 
the cloud, while we could not find information on data storage for 
VoiceOver Recognition. Finally, three of the 20 VATs run as web-
based services (Adobe Accessibility, Amazon Rekognition, Facebook 
Automatic Alt Text). Amazon Reckognition was released in 2015, 
Facebook Automated Alt Text was released widely in 2016, and 
we could not find an Adobe Accessibility release date. All employ 
AI and take image files as input. Adobe Accessibility and Amazon 
Rekognition store data in the cloud, and we could not find storage 
information for Facebook Automatic Alt Text. 

Company Messaging. From the “Keywords" analysis we learned 
that VAT companies use 18 different terms to describe their VATs, 
including “visual assistance"; see footnote for full list6 . By analyzing 
the Mission Statement/Slogan data, we were also able to identify 
five sub-codes for how companies discuss their VATs, as described 
below. 

Computational Innovation. Six companies use language that high-
lights the computational techniques used to provide visual assis-
tance, such as “An AI Assistant for the blind” [7], “Computer vision 
for the blind” [44], and “Automate your image and video analysis 
with machine learning” [11]. Moreover, three companies incorpo-
rated AI into their VAT product names: Aira = AI+RA (Remote 
Assistance), Seeing AI, and Envision AI. 

Focus on the Senses. VAT companies commonly mention vision 
and hearing in their product descriptions. Seven companies empha-
size vision, such as “...let it become your eyes to seeing the world” [37] 

5AI Poly, Aira, Envision AI, Google Lookout, KNFB Reader, LookTel Money Reader, LookTel 
Money Recognizer, Seeing AI, Sullivan+, Supersense, and TapTapSee
6The 17 addition keywords/phrases we observed include: “AI assistant for the blind", 
“AI assistive technology", “AI digital reader", “AI-powered assistive glasses", “Assistive 
reading device", “Automatic alternative text", “Currency identifier", “Intelligent camera 
app", “Mobile assistant", “Object and color recognizer", “Object recognition technology", 
“Visual Assistance" “Visual-aid app", “Voice-activated device", “Wearable Assistive Device", 
“Wearable assistive technology", and “Wearable technology". 
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and orienting vision as a resource shared by sighted people (e.g., 
“Let blind people see through your eyes” [17]). Companies that use 
the terms “hearing,” “speech,” or “audio” do so with respect to: (A) 
transmuting vision into language, (e.g., “Seeing AI turns the visual 
world into an audible experience” [34]), (B) mediating communica-
tion between the senses (e.g., “Hear what you want to see” ), and (C) 
the transformative ability of the technologies (e.g., “Hear what’s 
happening on your screen” [12]). 

Enhanced Experience. Companies reference user experience in 
a variety of ways. Six use the word “experience" directly, such 
as “Supersense wants to kindle a new generation of experiences and 
opportunities for every blind individual using technology..." [44]. Two 
companies highlight personalized experiences, i.e., “Built-in fea-
tures that work the way you do. Make them yours, and make some-
thing wonderful” [12]. Seven companies focus on increasing conve-
nience for users, such as “to provide instant access to information to 
anyone, no matter where they are in life’s journey." [8]. Three compa-
nies framed their VATs as creating independence for users, such 
as “[Supersense...] helps blind and visually impaired users to read, 
find objects, and explore places independently” [44]. Only four com-
panies used terms that highlight connection and community, 
such as “Facebook’s mission is to make the world more open and 
connected, and that means everyone, including the visually impaired 
community” [21]. 

Object of Access. Drawing attention to the object of access, six 
companies use the word world (e.g., “Let it become your eyes to 
seeing the world” [37]), while four companies focus on everyday 
life/objects, (e.g., “TapTapSee is designed to help the blind and vi-
sually impaired identify objects they encounter in their everyday 
lives” [45]). 

Language of Assistance. Companies also use language to de-
scribe how VATs support people who are blind. Four use the term 
“help(s)", such as “an object and color recognizer that helps the 
blind, visually impaired, and color blind understand their surround-
ings” [47], and “Supersense - helps blind and visually impaired” [44]. 
Three others use words similar to “help", such as “allows", a word 
that implies that the products assist blind and visually impaired 
users, e.g., “LookTel Recognizer allows users [...] to instantly recognize 
everyday objects” [29]. Finally, two other companies use the term 
“empower", such as “Orcam. Our Vision. Empowering People” [36]. 

4 DISCUSSION 
Our landscape analysis demonstrates the range of VATs commer-
cially available and trends related to their technical development 
and messaging to consumers. Our results show a dominant trend— 
17 of the 20 VATs use machine learning. While academic researchers 
are well aware the application of AI to visual assistance (e.g., [24, 
26, 43, 50]), to our knowledge we are the first to show the extent to 
which this is occurring in industry. These findings are important 
for several reasons. First, people who are blind are concerned about 
the accuracy of automated visual assistance (e.g., [15, 22, 31, 41]). 
Future research may compare the algorithms used by the 17 to 
provide visual assistance and assess how they ensure accuracy in 
image and video description. Second, our findings indicate that 
users’ personal data is likely collected and stored on the cloud to 
improve VAT services or otherwise. Researchers, UX professionals, 

developers, and users alike can use our findings to evaluate whether 
the companies policies are in alignment with user values regarding 
data regulation and preferences for the preservation of their visual 
privacy. 

Finally, our analysis of how companies describe their VATs re-
veals that the language of independence and help is prevalent. In 
contrast, recent research work has identified that “interdependence" 
may be a more suitable way to describe the interaction between 
users and assistive technologies [13] and the care work that occurs 
when tasks are approached collaboratively [16]. In addition, we 
observed that some VATs use terms such as “help" or “allow" which 
conflict with concepts in ability-based design [49] and challenges 
to normative use of language that marginalizes the abilities of peo-
ple with disabilities. Future work may be conducted to evaluate 
whether these terms and concepts align with users’ perceptions of 
VAT service offerings and their values surrounding the provision 
of assistance. 
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