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Abstract

The question about behavior of gaps between zeros of polynomials under differen-
tiation is classical and goes back to Marcel Riesz. Recently, Stefan Steinerberger
[42] formally derived a nonlocal nonlinear partial differential equation which models
dynamics of roots of polynomials under differentiation. In this paper, we connect rig-
orously solutions of Steinerberger’s PDE and evolution of roots under differentiation
for a class of trigonometric polynomials. Namely, we prove that the distribution of
the zeros of the derivatives of a polynomial and the corresponding solutions of the
PDE remain close for all times. The global in time control follows from the analysis
of the propagation of errors equation, which turns out to be a nonlinear fractional heat
equation with the main term similar to the modulated discretized fractional Laplacian
(=A) 1/2 .

Keywords Zeros of polynomials - Gaps between roots under differentiation -
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1 Introduction

The analysis of the relation between the zero set of a polynomial or an entire function

and the zero set of its derivative has rich history. The Gauss-Lucas theorem [16, 27,
30] says that for a polynomial on complex plane, the zero set of the derivative lies
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in the convex hull of the zero set. This direction remains very active, see e.g. [8, 28,
38, 43, 51] for some recent advances and further references. Classic conjectures by
Polya and Wiman [36, 37, 60] dealt with the question of disappearance (or appearance)
of complex roots under differentiation for a class of entire functions; see [7, 39] for
some resolutions. Closer to our focus in this paper, the question about behavior of gaps
between the roots of areal-valued polynomial under differentiation goes back to Marcel
Riesz. A result attributed to him [45] shows that the smallest gap between the roots can
only increase after differentiation, providing an indication that differentiation tends
to “even out” distances between roots (see also [49, 58, 59] for later related works).
A rigorous proof of “crystallization” under repeated differentiation - convergence of
roots to an ideal lattice - has been established for a class of trigonometric polynomials
in [13]. Similar results were also discussed for a class of entire functions in [14], and
established for some random entire functions in [35]. A universal nature of oscillations
in high order derivatives and their role in asymptotic analysis, as well as connection
to quantum theory, has been discussed by Michael Berry in [3]. We also mention a
recent related series of papers studying distribution of critical points of a random or
deterministic polynomial given the distribution of its roots [4, 20, 24, 25, 32, 34, 35,
48, 50], where further references can be found.

For a trigonometric polynomial, the process of “crystallization" under differentia-
tion is not difficult to understand on an elementary level: repeated differentiation leads
to larger factors appearing in front of the leading terms than lower order terms. If the
polynomial has order n, after differentiating ~ An times, the leading terms gain at
least a constant ~ e” factor compared to all lower order terms. After sufficient num-
ber of differentiations, the leading term will dominate and this will affect the location
of roots, enforcing crystallization. One can think of the differentiation as gradually
creating a spectral gap, which makes contact with the celebrated Sturm-Hourwitz the-
orem [23, 46, 47] (see an excellent review [1] for the history, including contributions
by Lord Raleigh and Liouville). This theorem provides the estimate on a number of
roots for trigonometric polynomials with spectral gap - except that in our case here
the limiting polynomial is very simple and so we can say more about the roots. Of
course, specific and sufficiently strong bounds on convergence to ideal lattice can be
much more subtle to prove. Even harder question is to understand in more detail how
the distribution of roots evolves under differentiation.

Recently, Steinerberger [42] proposed a partial differential equation to describe the
evolution of roots for polynomials on the real axis. The equation takes form

1 Hu
oru + — 0y <arctan <—)) =0, (1.1)
b4 u

where Hu = %P.V. fR )':(T)‘) dy is the Hilbert transform of u. The formal deriva-
tion of this PDE in [42] makes certain assumptions - which will be recalled in more
detail in Section 2 - that suggest that the PDE should approximate the dynamics of
zeroes for polynomials of sufficiently high degree n, provided that their roots are
distributed according to a smooth density and maintain this property under repeated
differentiation. The unit of time in (1.1) corresponds to n differentiations, so the evo-
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lution becomes trivial for # > 1. Some interesting explicit solutions, for example
corresponding to the semicircle law and to Marchenko-Pastur distribution, are also
described in [42], making links to well known asymptotic laws for roots of orthogonal
polynomials [11, 12, 52, 53]. Another PDE of a simpler form but related to (1.1) was
formally derived by O’Rourke and Steinerberger [33] for the case of complex random
polynomials with radial distribution of roots.

Interestingly, the equation (1.1) also appears to be relevant in free probability and
random matrices. In a very recent work of Shlyakhtenko and Tao [40] this equation
(under a simple change of variables, see [44]) was formally obtained as a PDE for
the evolution of free fractional convolution of a probability measure on R.. The free
convolution of two probability measures u H v is an object in free probability (see
e.g. [56]). One can define u HH v to be the law of X + Y, where X, Y are freely
independent noncommutative random variables with law p and v respectively. One
can then define the integer free convolution uEEk = wH---H u to be the free
convolution of the k copies of w. This (properly rescaled) object plays a key role in
the free analog of the central limit theorem established by Voiculescu [55], where
the limiting law is a Wigner semicircle distribution. It turns out that the notion of
the integer free convolution wB* can be in a natural way extended to real £ > 1
[2, 31]. Under some additional assumptions, in particular that d ;J,EH" = fr(x)dx are
sufficiently regular, the equation (1.1) has been formally derived for fi(x) in [40],
Theorem 1.7 and Section 4; the variable 1 — % plays the role of time. The connection
between free fractional convolution and the behavior of roots of polynomials under
differentiation can be interpreted through the relation of both these processes to minor
process in random matrix theory. Roughly speaking, a minor process consists of a
sequence of monotone minors of a random matrix ensemble. The connection between
the fractional free convolution /,LEEk and the law of a projection composed with non-
commutative random variable X with law p has been established in [31], see also
[40] for a self-contained argument. In this case time is related to the size of the minor.
On the other hand, [29,Lemma 1.16] establishes a link between differentiation and
minor process, by showing that the expected characteristic polynomial of a random
restriction of a matrix is proportional to a derivative of its characteristic polynomial.
See also [28] for a direct association between the spectrum of sub-matrices and roots
of the derivatives of characteristic polynomials.

In addition to these observations, a very recent preprint [21] by Hoskins and
Kabluchko establishes a direct relation between evolution of roots of a polynomial
under differentiation and free fractional convolution in the real line setting. The result
of [21] applies for each fixed time in the limit of » — o0, and does not directly involve
the PDE (1.1). Rather, it cleverly combines the results of [54] relating the exponential
profile of the polynomial coefficients and the Cauchy-Stiltjes transform of the limiting
measure, and the dynamics of the exponential profile under differentiation captured in
[15], to derive an algorithm for computation of the evolution of the limiting probability
measure that involves inversion of the Cauchy-Stiltjes transform. The connection of
this process with the PDE (1.1) has not yet been established rigorously. However, in
some examples of polynomials in the complex plane with random rotationally invari-
ant coefficients similar to [33], the authors of [21] do verify rigorously that in the limit
n — oo the limiting distribution satisfies the corresponding PDE.
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We point out several more recent papers that are also connected to this circle of
ideas, either linking evolution of roots under differentiation and minor process [22],
establishing connections between limiting distributions of Bessel and Dunkl processes
modeling particle systems and free convolutions [57] or proving a version of “crystal-
lization” for a class of random matrix ensembles [17].

We will consider the equation (1.1) with periodic initial data in R, or, equivalently,
set on a circle S = (—m, 7]. Let us rewrite (1.1) as a transport-diffusion equation

Hu u

R . S— ) 12
w(u? 4+ Hu?) xH w(u? + Hu?) . (1.2

alu

Here Au = (—A)Y?u = 3, Hu is the fractional Laplacian. This PDE is critical and is
similar to some PDEs of fluid mechanics, material science and mathematical biology
[5,6,9,10, 19].

The global regularity theory for (1.2) has been established in [26]; see also an
earlier work of Granero-Belinchon [18]. Moreover, the solution converges to a constant
equilibrium & = % while all derivatives converge to zero exponentially as time
approaches infinity, thanks to the dissipation. The relevant result that we will need in
this paper is stated in Theorem 3.1 below.

The goal of this paper is to establish a rigorous connection between evolution of
roots under differentiation and the PDE (1.1) in the periodic setting. We will consider
a class of trigonometric polynomials

n

2n
pon(x) = Z (ajcos jx +bjsin jx) = l_[lsin al _ij
I_

J=1

that will be assumed to have exactly 2n distinct roots x; € S, j = 1...,2n. Note
that by Rolle’s theorem and a simple calculation that we outline in Section 2, all
derivatives of p2, belong in the same class. Denote x; = m-# the midpoints of the
gaps between the roots (we think here of x; as of angular coordinates of the roots). We
measure closeness between a discrete set of roots {x }3”: | and a continuous distribution
u(x) in the following way. Define the error

Ej:)Cj_H—x]' j=1,~--,2n. (13)

 2nu(x))’
We may assume that initially, the roots of the polynomial pj, obey (1.3) for the initial

density ug with some reasonably small errors. For the subsequent steps, we track

t t
IE [loo = max;|E;]|,

with r = ZL and
n

1

Bl a— :1772,/1
2nu(3, 1) /

t ot ot
Ej—xj+1 x;
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Here xj. are the roots of the kth derivative of py, and )E; are the corresponding mid-
points.

Theorem 1.1 Let ug € H*(S), s > 5/2. Suppose that uy(x) > 0 forall x € S, and
fS uo(x)dx = 1. Let u(x, t) be solution of (1.1) with the initial data uy, and let pa,
be any trigonometric polynomial that at the initial time obeys (1.3) with u = ug and
I1E% 00 < Zon~'=¢ for some € > 0. Then there exist positive constants C(ug) and
no(ug, Zo, €) such that if n > no(ug, Zo, €), the following estimate holds true for all
timest >0 :

[E"lo < C (Zon_l_E + n_3/2t) e~ ! 1F0W™), (1.4)

Remark 1.2 1. The largest initial errors E° that we can handle have size ~ n~'~¢ for
arbitrary small € > 0, but the result applies for smaller errors: € can be large or Z
can be taken just zero for the initial perfect fit. Hence the theorem applies in the case
where root spacings are regular on small scales, but can vary significantly on large
scales.

2. In the context of Theorem 1.1, we will sometimes refer to the triple (ug, Zo, €)
as the initial data, and use short cut notation ¢ for this triple, for example in ng(itg) =
no(ug, Zo, €).

3. Theerror O (n~¢/2) in the exponentin (1.4) can be replaced with O ((log n)2n~e).
We choose the former form for the sake of simplicity.

The surprising aspect of Theorem 1.1 is that we are able to maintain control on
the error for all times - and in fact, it is even improving past certain time that only
depends on uq. The philosophical reason for this is that both evolution of roots and
the solution u(x, r) tend to uniform distribution, so they have no obligation to diverge
for large times. However, there is quite a bit of distance between such observation and
the estimate (1.4). On a more detailed level, the estimate (1.4) is enabled by careful
analysis of the propagation of the error equation. Amazingly, it turns out to have form

EZ+AZ —_ E!

A = L'E" + lower order terms, (1.5)

where L' is a nonlinear operator of diffusive type that in the main order is similar to
a modulated discretized fractional Laplacian —A. In fact, in the limit of large n and
large time £’ converges to exactly the dissipative term

1
e,
7 (u? + Hu?) U

of (1.2), see Theorem 8.2 and remark after it for details. Thus the propagation of the
error equation turns out to be essentially a nonlinear fractional heat equation. The dissi-
pative nature of (1.5) is crucial for maintaining control of || E? ||, even for a finite time.
Global in time bound requires further ingredients, in particular favorable estimates on
the leading lower order terms that take advantage of the decay of derivatives (3.2).
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Together, (1.5) and results on the evolution of (1.1) stated in Theorem 3.1 describe
rigorously specific and delicate mechanisms that modulate the evolution of roots of
polynomials under differentiation.

There are many further natural questions. We believe that our scheme of the proof
can be useful in establishing the whole line result, as well - but there is an extra issue that
one has to handle. The assumption up(x) > O that actually implies up(x) > a > 0 in
the compact case is crucial for the proof of global regularity for (1.1). There is no reason
to believe that this result holds in the whole line case when u(x) has compact support
- one would expect the solution to be just Holder regular near the edges. Thus one has
to understand the associated free boundary problem to make progress in such situation.
Another reasonable question is whether the current argument can be extended to more
general sets of polynomials and some classes of entire functions. Our approach shows
how large scale ~ 1 or micro scale < n~!~¢ imbalances in root spacings are evened
out, but does not currently apply to intermediate scale irregularities. One can wonder
whether repeated differentiation might eventually bring any trigonometric polynomial
into the class that we handle here - but new ideas are needed to carefully analyze such
conjecture. Potential applications to free probability and random matrices are also an
interesting direction.

The paper is organized as follows. In Section 2, we recall the formal derivation of
(1.1), recasting it for the periodic case. In Sections 3, 4 we set up and prove estimates
on how a single root moves under differentiation, essentially sharpening the estimates
in all steps of the formal derivation. In Sections 5, 6 and 7 we set up and prove estimates
on how the pairs of neighboring roots move under differentiation, which is used for
derivation of the error propagation equation. In Section 8 we further analyze evolution
of the error, and prove that it takes form (1.5). In Section 9, we complete the proof of
Theorem 1.1.

2 Formal derivation of the PDE

This section follows the original argument from [42], recasting it for trigonometric
polynomials. Recall that we consider the following space of periodic functions Py,

n

Iaj. bjYi_) €R, po(x) =) ajcos(jx)+ b;sin(jx),
PZn =P j=1

P2y has 2n distinct roots {xﬂ?il inS = (—m, ]

The parameter n is assumed to be large, and the distribution of the roots of py, is
assumed to be close to a smooth function u(x), which is 27 -periodic.
The derivative of a function in Py, lies in IP»,, as well. It also has 2n distinct roots,
one in each interval (x;, x;11). Let us denote
_ Xi+Xit
%= %

the midpoints of these intervals.
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Lemma 2.1 [An identity on roots and the derivative] Let py, € P, and let {)g}?”z1
be the roots of pan. Then, the following identity holds
1 2 X —X;
P2 () = 5 p2n(x) Z;cot 5 @2.1)
j=

Proof 1t is not hard to show that a trigonometric polynomial pj, € P, that has roots
at 2n distinct points xp, ..., xp, € (—m, 7] satisfies

2n

X — x./
pam(x)=c l_[ sin 7
j=1
Direct differentiation yields (2.1). O
Let v, € (xm, Xm+1) be the roots of p’Zn, m =1, ---,2n. From the identity (2.1),
we know
2n Vi — X
Z cot = 1 =0
. 2
j=1
Split the sum into two parts:
o Vm—x Ym = X Ym — X
m — Xj m — Xj m — Xj
Z cot > = Z cot 5 + Z cot > =1y, +11,.
j=1 |xj*ym|fn_l/2 |xj*)’m‘>n_]/2
For the near field 7,,,, take the Taylor expansion
—Xj 2
cot 21 = + Oy — xjD)-
Ym — Xj
Then,
In= Y ( 0 —x,-|)> = Y +0(1).
Ym — Xj Ym — Xj

[xj—ym|<n=1/2 xj—ym|<n=1/2

Recall the cotangent identity

1 /1 1
t = — -
T cotwx x+];<x+k+x—k)

for x € R\ Z. For the first term, since the range of {x;} is small, and the distribution
of {x;} is close to u(x) := u(x,0), we can formally approximate {x;} by equally
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distributed nodes {X;} centered at x,,, separated by distance Qnu(y,))~ L. Namely,
by

- j—m

= Jom 22
X = dm b G 2.2)

Then, making use of the cotangent identity, we have

SN 1)2
) 2u (X, )n )
Z — oy Z _ ¥ -1
T L B e k@nu(n)

~drnu(xX;y) cotmnu(Xy) (Ym — Xm))-.
For the far field /1, as the distribution of {x;} is close to u(x), we formally get

Ym — Xj Ym — Y
11, = cot ——= ~ 2 cot ———
" Z " f\y—ym|>n*‘/2 " 2

5 dy ~4rnHu(yy).
—1/2

| j =Ym|>n
Putting together the two expressions, the leading order O (n) term reads
4 u(Xy) cotunu(Xy,) Ym — Xm)) + 4w Hu(y,) = 0.

Simplify the equation and get

_ ; < u(Xp) ) 2.3)
Vm — Xy = _Znnu(im) arctan HuGm) ) .

To make sure y,;, € (X, Xm+1), we take the branch of arctan x with values in (—, 0).
This branch is discontinuous at x = 0 but as we will see u(x, t)/Hu(x, t) is bounded
away from zero for all times in our setting.

Take the time scale At = (2n)’1, so that u(x, t = 1) represents the distribution of

the roots of pgl"), the 2n-th derivative of py,. Equation (2.3) provides a macroscopic

flux
1 ( u(Xy) >
—— arctan
U (Xp) Hu(yp)

of x,, (roots of py;,) to y,, (roots of p’2n). Letting n — oo, we formally derive

v(xpy) = —

1 u 1 Hu
0 = 0/ + 0y (uv) = du — — 0y (arctan (—)) = 0;u + —0y |arctan | — | ] .
T Hu T u
2.4)

Note that here it does not matter which branch of arctan we take as the derivative is
the same. This is indeed our main equation.
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We would like to comment briefly on the possible path towards establishing rigorous
connection of (2.4) with the analog of free fractional convolution on the circle. Suppose
u solves (2.4). If we define an analytic function in the unit circle using the complex
Poisson kernel

ix

F(z)=/u(x)e 2,
S z

elx —
then it is not hard to check that F satisfies the complex Burgers type equation
o4 F +2z0,logF =0 2.5

inside the unit circle. Indeed, applying Plemelj formulas for the circle case (see e.g.
[41]) and taking the real part of (2.5) on circle boundary, one obtains (2.4). The
equation (2.5) is similar to the real line analogs that were used to formally establish
connection between free fractional convolution and (2.4) in [40], and may be useful
for establishing the relation rigorously in the periodic case. It may also be provide a
lead for deriving the periodic analog of the algorithm due to Hoskins and Kabluchko
[21], which is currently missing, and connecting it with the PDE (2.4).

3 The Setup

In this section, we introduce relevant notation and overall set up needed to rigor-
ously connect the main equation (1.1) with the evolution of polynomial roots under
differentiation.

3.1 Global regularity for the PDE

The well-posedness theory for (1.1) was first studied by Granero-Belinchon [18]. The
results include local regularity for initial data ug € H?(S), global regularity under a
smallness assumption on the initial data, and exponential convergence to equilibrium
in L*° and in appropriate Wiener spaces.

We state a stronger result [26] on the global regularity and asymptotic behavior of
the main equation (1.1).

Theorem 3.1 ([26]) Let ug € H*(S), s > 3/2. Suppose that ug(x) > 0 forall x € S,
and fS uo(x)dx = 1. The equation (1.1) with initial data uy has a unique global
smooth solution u(x,t). The H® norm of the solution is bounded uniformly in time,
and all the derivatives of this solution are bounded uniformly in time on any interval
[tg, 00), 1o > 0.

Moreover, we have exponential in time convergence to equilibrium

4
luC-, 1) — =llze < Coe™ 7', 3.1
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and exponential in time decay of all derivatives
k —4
loyu(, Dlire < Cre = (3.2)

for all integer k > 1, with constants Cy, k = 0, ... that may only depend on uq. The
estimate (3.2) holds for all t if ug has necessary regularity, and starting from any fixed
to > 0 otherwise.

We shall mention that the global regularity result in Theorem 3.1 works for all
smooth positive initial data, without any smallness assumptions. Moreover, the expo-
nential decay in higher derivatives (3.2) play an important role in establishing the
rigorous connection between the solutions of the PDE and evolution of roots under
differentiation.

3.2 Measurement of error

Let us recall the way we measure closeness between a discrete set of roots {x j}i’; I
and a continuous distribution u(x). '
In the introduction, we defined the error

Ej=Xxj1 —xj J=1,-.2n; |Ellec = lg}ign'Ej' (3.3)

B 2nu(x;)’

We will assume that initially, the roots of the polynomial pj, obey (3.3) with the
initial density ug and |E%|se < Zon™'7€. We will assume that ug(x) € H*(S),
s > 5/2, and that uo(x) > womin > O for all x € S, so that the global regularity
results apply to solutions of the equation (1.1) with initial data uy. We will denote the
minimum of uo(x) and u(x, t) by ug,min and umin(#) respectively. We aim to control
the growth in time of the error £ ; between the solution u(x, t) of (1.1) and the zeroes

of the derivative p’z‘n (x), witht = % In order to be able to do so, we will first assume
that n is sufficiently large - how large will only depend on u(. Second, some of our
estimates will be done under the assumption that

1E oo = max |E}| < Zuax(uo. Zo)(n~ '~ 40, (3.4)

where Zpnax is a constant that is independent of n and of ¢, and only depends on u
and Zy. Such constant can certainly be found for a certain initial period of time, and
we will eventually show that with a proper choice of Zn,x, (3.4) indeed continues to
hold for all times provided that n > ng(ig) is sufficiently large.

3.3 The decomposition

Following the heuristic derivation in Section 2, let us make a related but slightly
different decomposition
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Zcot Z cot + Z cot =0, +11, 3.5)

JjE€Sm JESS,

(we are doing such decomposition at any fixed time and omitting time in notation
for the sake of simplicity). Recall that yj, is the zero of the next derivative satisfying
Xm < Ym < Xmy1. The set Sy, = {j—,---, j4 — 1} consists of the indices of x;
that lie in the near field of y,,. We define ji so that x;, _; are the closest midpoints
to y,, £ n~!/2, respectively. Note that j+ depend on m, but to keep notation from
getting too heavy we will omit dependence. When doing two roots estimates in the
following sections, we will simply use j— + 1 and j4 + 1 as the cutoff indices in the
decomposition for (;m + 1)st root. Also, observe that S5, = {1, -- -, 2n}\Sy.

There is a mismatch between the intervals (y, — n=1/2 Ym + n~l/ 2) and
(Xj_—1,Xj,—1) (shaded area in the figure above). We denote the difference

Qu =, UQt where @, =[5 _1,ym—n "%, Qf =lym+n"Y% 5, 11

Note that we do not claim that x; 1 < y, — n~1/2 or Ym + n~1/2 < Xj,—1. The
lengths of the mismatched intervals Q,jn: are of the order O (n™").

4 Preliminary Estimates at a Single Root

This section follows the outline of the formal derivation, but we make estimates more
precise. As we will see, single root estimates are not sufficient to rigorously connect
evolution of roots under differentiation and equation (1.1), but these estimates will be
one of the ingredients of a more in-depth argument. Let us first estimate the far field
part I I,,, defined in (3.5). All estimates in the next few sections will be carried out at a
fixed time, at which we assume (3.4) to hold true. To lighten the presentation, we omit
dependence on time in the notation until later sections where evolution of error in time
will be considered. All the constants in the estimates, including the O notation, may
only depend on uy. We aim to show that

-)

2
IIm~4nnHu(ym)=2nP.V./ u(y)cot 22— gy
0

with more detailed error estimates than in heuristic derivation. Decompose the integral
into two parts and write

—-Y

AnHu(yp) — Iy = 2n P.V./ u(y)cot 22— gy

|y=ym|<n=1/2

_ .

+ Zn/ u(y) cot Ym ydy— Zcotym—j
[y=ym|>n=!/2 jese 2

=11+ 1Ly “.1)
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The 11 ,, term can be estimated by symmetry

Ym — Y

[111,m| = 2n dy| < Clldsullz=n'? = 0m'/?).

/‘ S (u(y) — u(ym)) cot
y=ym|<n~
“4.2)

To estimate /1, ,,, we match each term in the sum of /17, with the part of the
integral, and estimate the difference

— —x:
Ym ydy _ cot Ym 5 J

2

. Xj
Ilzj,m = Zn/ u(y) cot
iy

Jj=1

. Xj Xj _ oy
= cot Im % Zn/ u(yydy — 1)+ Zn/ u(y) (cot Jm Y cot Jm — 4 ) dy
2 ¥jo1 %1 2 2

(4.3)

for j € S;,.
Let us compute the integral

[ " uGndy =/_ DG + O((z—ij_l)))dz+/ "G + 0@ — 7)) dz
Xj-1 Xj-1 *j

Xj

—Xi_ _ Xit] —Xi _ B
=L@ + @) + 0w
1 u(ij_l) u()Ej) )
=— E;i_ ——FEi4+0 . 4.4
m + ) j—1 + ) J + (” ) ( )

Therefore,

Zn[ ' u(y)dy —1=n(u@E-DEj—1 +u(x))E;) + 0O(n™").

j—1

To estimate cot %, we state the following bounds on |y, — x;|.

Lemma 4.1 For all n sufficiently large and all j # m, m + 1 we have

lm — jl lm — jl
> ym — Xj| = o———.
Umnin 8llullLon

(4.5)

Here upmin = min,u(x); we will be using this notation instead of the more compact
m(t) that we used in the first part of the paper since the variable m would be too
overloaded now.

Proof For j > m + 2, estimate

j-1 , _

1 J—m— 1 j—m
[V = X1 2 %) = X1 = ) (—_—l—E[)Z > :
) ' ' : I=m+1 znu(xl) 4n||u||L°° 8I’l||l/t||Loc
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The Flow of Polynomial Roots Page 13 of 69 16

Note that in the second inequality, we use the assumption (3.4), so that E; < m
if n is large. A similar argument works for j <m — 1:

m—1 .
1 m— j
— S > — ;o= —_— E > .
= = <2nu(fz> ! ’) = dnllull
The proof of the upper bound is similar. O

Remark 4.2 The lower bound estimates on |y,, — x,,;| and |y, 41 — Xp+1] are more
subtle. We will discuss them later in Lemma 4.3. The upper bounds for j = m, m + 1
are straightforward.

Now, we have

X 2
cot Im — X S = . (4.6)
2 [Ym —x;1 7 1] —m|
and, for y € (X1, X;),
— x; — 1 — X n
cot P gop 2m Y < 3 > = %1 S 7 @D
2 2 (sin J’mz_z) 2 |] — m|

where z € (y, x;) and |y, — z| has a lower bound similar to (4.5).
Collecting all the estimates, we have

Ym — Xj

II{,m = ncot (uGE—DEj—1 +uHE;) + O(m — jI~" +nlm — j|72).

To complete the estimate of /1 ,,, we sum up / Izj;m forall j € Sy,. Note that there
is a mismatch of the integral at the boundary. It can be controlled by

Zn/ u(y) cot ymz_ ydy' <n- n~lnl? = om'?,
Qp

as the length of €2, is O(n_l), andy,, —y = n 12 4 O(n=1) for any y € Q.
We can summarize that

I, = Z IIZJ;m + 2nf u(y) cot Ym ydy = dxnu(Xp,)Aln + 0n'/?),
jese S
4.8)
where
Alm = . Z cot 21 Y (u(xj—DEj—1 +u(x))Ej). (4.9)
' Au(Xy,) <
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16  Page 14 of 69 A.Kiselev, C. Tan

Note that a direct estimate of the term Aj ;, yields

n
[Atm| = Z m_J [Elloc = O(nlogn| Elloo)- (4.10)

lm—j|Zn!/?

Next, we turn to estimate 7,,,. The goal is to show that

=3 cot 2 z_xj ~ A7 (T) ORI Fon) Y — X))

J ESm
The first step is to replace cot @ with . %xl_ , with an error
Iw=— (cot 5 . 4.11)
: 2 Ym — Xj
JjE€Sm
Since by (4.5),
Ym — Xj 2 . _
cot =% — = O(ym —x;)) = O((Im — jI+ "),
2 Ym — Xj
we obtain
Lml= Y. O(Um—jl+Dn~")=0(). (4.12)
|j—m| <n1/2

In the following lemma, we state a useful simple lower bound on |y, — x;|, with
j = m,m + 1. Later, we will derive a more precise estimate.

Lemma 4.3 Suppose (3.4) holds. Then for all sufficiently large n there exists a constant
¢ = c(u) > 0, such that

Min{ym — X, Xmt1 — Ym} = cn ' (4.13)

As follows from the proof and our earlier bounds, the threshold for n depends only on
the constant Zpyax in (3.4), on |lu|| -1 and on the minimal value of u - that is, effectively,
on ug. A more precise value for c¢(u) will be computed below in (4.36).

Proof We start with writing I,,, + I 1,,, = 0 as

2
> — Dy + GanHu(y) — Iy — ) = 0. (4.14)

jesy Sm X

Let us first assume Yy, is closer to x,,. Split the sum into three pieces

Jy—1 Jy—m—1 2m—jy
2 2 2 2 2
E = + E + + E .
Ym — Xj Ym — Xm (ym — Xm+l Ym _xm71> Ym — Xj

=1 j=j-
(4.15)

J=j-
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Here, we shall use the convention on summation notation that

Z_Oandz Z if hb<a—2 (4.16)

Jj=a Jj=b+1

The second term on the right hand side of (4.15) matches the m £/ terms. Compute

2 2 2Ym — Xm+l — Xm—1

+ = .
Ym — Xm+1 Ym — Xm—1 Om = Xm+0) Om — Xm—1)

For the numerator, observe that

Xl + Xm—1 =2Xm + E + _ _
=2xm~|—0(12n 2+l||E||oo). “4.17)

For the denominator, we use Lemma 4.1 for |y, —x ;| with j # m+1. For |y, — X1,
as we assume yy, is closer to x,,, we get

Xm+1 — Xm
2 " dnu(ey)

|ym = Xm41| = — [1Eco-

Therefore, we can bound the second term on the right hand side of (4.15) by

1 nl/2

2—2
SZ ((ym—xm)+l +l||E||L°°>

12 -2
=1

= 0(n + n*logn|| E||oo). (4.18)

J+

2

+
Ym — Xm+l1 Ym — Xm—1

>

=1

which is O(n) if (3.4) is assumed.

The third part on the right hand side of (4.15) represents the mismatched terms,
as there might not be precisely the same number of points in S, on each side of m,
namely m — (j— —1) # j; —m.However, we can estimate the number of mismatched
indices. Indeed, from the definition of S,,, we have

Xy —Xmpr=n""+007", xu—x; =02 +0m™H. 419

On the other hand,

J+—1 :
1 Jr—1—m 12
o — E | = on'?|E ,
Xjp = X1 z§1<2””(fl>+ 1) Gy T O IE oo + 17 h

X =X —mi o E) =L oG e 07
m j-—1= ~ o 1] = 201 (%) 00 .
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16  Page 16 of 69 A.Kiselev, C. Tan

Taking the difference and using (4.19), we get
2m — jy — j- = 01+ || E|0). (4.20)
So, the third term can be controlled by

2m—jy
: i ( | Eloo) 0( 1/2) (n n||Elloo)

.21

Putting together all the estimates (4.2), (4.8), (4.10), (4.12), (4.18), (4.21) into
(4.14), we obtain

2
= —4nnHu(y,) + O +n? logn||Ells0) = O(n).

Ym — Xm

This implies a lower bound on |y, — x,,| > n~!
In the case when yj, is closer to x;,+1, we split the sum differently, singling out the
(m + 1)st term. Then, a similar argument yields the same lower bound. O

Next, we approx1mate

+ 2nu(x y are equally
distributed points defined i 1n (2 2) Recall the cotangent identity
=> : = 47 nu(Xm) cotmnuEm)(ym — Xm)).

2 =T

ez Im xj jez Ym = Xm T Zuu)

2

Split the sum into two parts

ylo- % ii.+z

jezym TN jens, M TN jes, Im T
and group the second term with ) _ J€Sn Ymox; . Define
2
b= ) — (4.22)

] X
jemns, I T

and

2 2 —2(xj — §
13,m=2( — - ,->= > ( 0y = %) ~. (423)

S, Ym — Xj Ym — X jeSm\im) Ym — X)) (Ym — Xj)
Note that we can exclude the term j = m as x,,, = x,,. This yields
I, = 4mnu(xy,) cotQunu(Xy,) (Ym — Xm)) — lim — Dow — I3 m- (4.24)
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It remains to estimate /5 ,, and I3 .
For I ,,, we match the terms m =+ k over the summation range

2 2
T k
Y =X = gy Ym T aais

< [V — Xm|
~ k2n2

(4.25)

As before, the number of mismatched indices is at most O (14+13/2| E || «) (see (4.20)).
Thus we obtain

jo—1

> 2 2 2
hm= Y. — + — )+ > -
k=j—m Ym — Xm+k Ym — Xm—k J=2m—j 41 Ym — Xj

n! 3 2
_ n o /2 s 1/2 2
= E 20(162’1_2)4-0(14-11 1E|l0o)) 0172 =0n'"+n7E|co)-
(4.26)

Finally, let us estimate /3 ,,. Compute (using convention (4.16) for j < m case)

j-1 { j—m 12 1
X =) (2—(,) * El) T 2nuEa) IZZmE’ " 2—12 (uom - uom)

I=m =m

j—1
= Z Ei 4+ 0 2m — j|%). (4.27)
[=m
For the denominators, we make use of the lower bound estimates (4.5) and (4.13).

lym — x| > clm — jln~', YV j#m.

Similar estimates are also valid for |y, — X;|. Indeed, for j <m — 1,

- - m—j
—Xi > Xy — X = ————,
Ym X = A A e Gon)
for j > m+2,
- j—m j—m—1 j—m
Xi— > —— — (x —Xp) > ————— = |E|lo0 > ———,
j = Ym 201 () (Xm+1 m) 20 (T ) 1 Elloo 6n1t (%)
andfor j =m+ 1,
- _ -1 C 1
X4l = Ym = Xmt1 — Ym — Ep > cn _”E”OO>§n

for all sufficiently large n.
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Collecting all the estimates and using the convention (4.16), we arrive at

A 2y _ 2
Ly = Z ~Zl:’” L 4o <n2|m ].|2)
Om — X)) (Ym — x;) n==|lm — j|

Jj€Sm\{

=4nnu(xm)A2,m +0@m'?, (4.28)

where we specify the expression A» ,,

m—1m— Jr—1 j-1 E
A m - .- _ - - - =, .
> 27'”“‘(xm) Z IX: Ym —Xj)(Ym _x]) j; ;m (Ym _xj)(ym _xj)

+11
(4.29)
A direct estimate of this term leads to the bound
B L m = lIEls ) _
Agm = Z 0] <n AP b O(mlogn|Els).  (4.30)

L<|m—j|<nl/2

To summarize our computations, from (4.1) and (4.24), we have

4 nu(x,y,) COt(znnu(im)(ym —Xm) = _47TnHM(Ym) + Il,m + 12,m + I3,m + Ill,m + 11,
4.31)

Applying estimates (4.2), (4.8), (4.12), (4.26) and (4.28) we get

Hu(ym)

4 A+ Agm + 072 £ 0| Elloo),
u(Xy,)

(4.32)

cotanu(Xm) (Ym — Xm)) = —

where A ;, and Ay, are given by (4.9) and (4.29) and are of order O (nlogn| E||s0)-
Without the error terms, the equation becomes (2.3).
We can now return to the question addressed in Lemma 4.3 and derive a more
precise estimate on y,, — x,, and x,,4-1 — Y, that we will need later.

Lemma 4.4 With the choice of the branch of arccot x with values in (0, ), we have

Ym — Xm = ————— arccot | — - + O(n +logn||Ells) (4.33)
2 nu(x,,) u(xy,)
and
Hu(x
X4l — Ym = —————— arccot M + 0% +1ogn||E|ls). (4.34)
2 nu(Xy,) u(Xm)
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Proof It follows directly from (4.32) and estimates for A; ,, and A ,, that

1 H
Ym — Xm = ————— arccot —M + O(rfl/2 +nlogn||Ells) ). (4.35)
2w nu(x,,) u(Xy)

Since the derivative of arccot is globally bounded, the estimate (4.33) follows. Note
that Hu(y,,) can be replaced in (4.35) by Hu(x,,) creating a difference of order
O(n~") that can be absorbed in the error.

The second estimate could be derived in a similar way by repeating the computations
taking x,,41 as the center of approximation. But it is much simpler to observe that

1

= ———+E,,
2nu(x,,) "

Xm+1 — Xm

while arccot(0) + arccot(—6) = s for all 6. O

Note that Lemma 4.4 yields a sharp bound for the constant ¢(«) in Lemma 4.3:

1 . ( (Hu(fm)) (Hu(fm)>> —3/2
c(u) = ————min | arccot — , T — arccot — + O " +logn| E|lco)-
2mu(Xy,) u(X;y) u(Xpm)
(4.36)

To determine how the errors change over a single time step, we can subtract y,, — x,,
from y,4+1 — Xm+1, obtaining

1 1 1 Hu(x
EIFAM gl — - + = + - arccot —M
2nu(ym,t + Ar) 2nu (X, t) 2w nu(Xm+1) u(Xm+1)
Hu(z
— —————arccot | — MEXm) + 02 +logn| Elloo). 4.37)
2w nu(Xy) u(Xp,)

We could now try to use the evolution equation on u to absorb the main terms - but the
error estimates in (4.37) are too crude to yield anything useful. In fact, the difference
of the arccot terms, which are the dominant ones in (4.33), is already of the order
O(n~2) in (4.37), smaller than the error. So, in a sense, from the one point estimates
it is not even clear for sure that (1.1) is the right equation. If we tried to propagate
0 (n_3/ 2) errors for ~ n steps, a unit time, the accumulation of error could be ~ n™ 1/2,
This is much larger than the spacing between roots and would definitely destroy the
approximation argument using cotangent identity in the near field. To overcome these
obstacles, we need to go deeper and consider two point estimates, where additional
cancellations will yield much more favorable bounds on errors.

5 Estimates for Pairs of Roots: General Setup
Before going into details, let us recap from the introduction what form of the error

propagation equation we are aiming at, as well as outline informally the general plan
of the argument. We are going to show that
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16  Page 20 of 69 A.Kiselev, C. Tan

Ei+A g Z k(j.m)(E}; — E},) + errors, (5.1
JAm

where k (j, m) ~ |m—j|=2. Essentially, the evolution is a discretization of a nonlinear
fractional heat equation d; E’ = L'E" + n - errors at a scale ~ n~!, where £ is a
dissipative operator that in the main order is similar to —(—A)!/2. In order to follow
the estimates below, it is useful to understand how one can classify the error terms in
(5.1). The most senior inhomogeneous errors in (5.1) will have the order O(n_s/ 2),
but in fact any forcing term containing no E’ in (5.1) would prevent us from proving
convergence of the error to zero as time goes to infinity as stated in Theorem 1.1. A
crucial observation will be that all such error terms have factors involving derivatives
of u in front of them. By (3.2) we know that all derivatives of u decay exponentially
in time, allowing for much better estimates.

The linear errors of the order O (n™!||E||s) can be thought of as critical. These
errors can lead to growth by a constant factor over ~ n iterations, that is time ~ 1. Any
larger linear in E’ errors are supercritical: a brutal absolute value estimate on them
will lead to only exploding upper bound on the error. The expressions Aj ,, and As
that we saw above in (4.9), (4.29) are examples of supercritical terms (or, rather, they
lead to supercritical terms of order O (n~! log n|| E'||0) in the final error propagation
equation). We will have to use the detailed structure of the supercritical terms in order
to be able to handle them; it will turn out that any such terms can be absorbed into
the dissipative sum in (5.1). But even critical terms could lead to exponential growth
in time - all such errors, however, turn out to also have factors involving derivatives
of u that decay exponentially in time. Thus, given a threshold, in finite time that only
depends on ¢ and this threshold, the coefficients in front of the linear critical terms
will become smaller than the threshold. This will allow us to use a sort of spectral gap
estimate on dissipation to dominate these errors. To deploy the variant of a spectral
gap bound, we will need to control the mean, the zeroth mode, of E’. This will be
done by using the definition of the error and conservation of fS u(x,t)dx.

Among the nonlinear in E errors, the most dangerous term will have order
on'/?|E? ||go). The criticality of nonlinear terms is determined by how large || E* || oo
can become. At the very least, even when the initial errors are small or zero, the inho-
mogeneous error terms will only allow an upper bound of || E*[|oo < n ™3/ fort ~ 1.
At this level, the O (n'/?||E ||go) term is critical; but if linear critical terms allow to
maintain |E’|lse < n73/% bound for arbitrary long finite time with worsening con-
stant, the nonlinear one would only allow a fixed finite time ~ 1. However, we will be
able to control the error term of O (n'/2| E" ||go) type by absorbing it into dissipation.
There will also be subcritical errors, that will be easier to handle by making sure that
n is sufficiently large.

There will be many places in the argument that will generate inhomogeneous and
critical errors, and to keep track of the decaying factors in front of them, we define

8t = max {8, Dllpe, N02uC,Dllex, 102, 0ller ).y e ©.5= 3.
(5.2)
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Using Sobolev embedding, we get §(t) < C|lu(:, t)||gs, which is bounded for all
times. Moreover, from (3.2), we can easily verify that 6(z) decays exponentially in
time.

In the argument, we will usually omit the dependence of § on 7 to save space.

Now we begin with two point estimates. Consider x,,, x;;,+1 and x,,4+2 at some
time 7. Let y,, € (X, Xm+1) and ypu41 € (Xp+1, Xm+2) be roots after one more
differentiation. To estimate y,;,4+1 — Y — Xm+1 + Xm, we start with (4.31).

Recall that

_ _ HuGw) 1
cotrnu(xXp)n(ym — xm)) = — R + p— )Gm,

where we define
Gm = Il,m + I2,m + I3,m + IIl,m + IIZ,m9 (53)

with 11, Iom, I3,m, 111,m and I I ,,, given by (4.11), (4.22), (4.23) and (4.1) respec-
tively. A completely analogous equality holds for m + 1; here we naturally choose
Sm+1 = {j—+1, ..., j+}inthe splitting of near field and far field terms. All estimates
that we derived for I; ,, and 11, ,, extend to /; ;y+1 and I1; ;,,11.

Applying the mean value theorem, we get

cotanu(Xm+1) (Ym+1 = Xm+1)) — cotunu(Xm)(Ym — Xm))

1 _ -
=" (27Tnu(xm+1)()’m+l = Xm+1) — 2wnu (X)) (Ym — Xm))»

sin” z
where
z € Rrnu(xm) Ym — Xm), 2wnu(Xp1) Vm+1 — Xm+1)]. (5.4)
Therefore,
U(Xpm+1) — u(Xm)
Y+l = Ym — Xl Xy = ————Vm+1 — Xm+t1)
u(Xm)
2 2
sin“ z Hu(ym+1) Hu(ypy) sin“ z
- S ) o (Gut1 — Gu)  (5.5)
2anu(Xm) \ u(Xpi1) u(Xm) 8w nu(xy,)
The first term can be replaced by
_Wl - _Wl a)( _m - - —
W) Z ) () = = 2 G £ Ot — )+ O
u(¥m) u(Xm)
aX _m — —
) uz(x_) Gmtt = Xng1) + 0@n 7 + 607" Elloo). (5.6)
nu=(Xm)
Next, we observe that sin’z = m Since z lies in the interval appearing

in (5.4), we focus on the two endpoints. The formula (4.32) provides a use-
ful expression for cot(2mnu(x,)n(ym — Xn)), while the analogous formula for
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cotanu(Xm+ )N (Ym+1 — Xm41)) is

cot2anu(Xm+1)n(Ym+1 — Xm+1))

Hu(ym41) _
= I At A+ Aot + O 4 0| E o)
u(xm+l)
Hu
_ HHOW) a4 A+ O 4 ) Eloo)
u(Xp)
Hu(ym+1)  Hu(ynm)
_< Ome1) _ HitOm >+(Al,m+1 — At) + (Azmit — Az).  (5.7)
u(xm—H) u(xm)

Let us verify that the terms in the last line of the estimate above are small. For the first
term, let us replace Hu(y,,) and Hu(y,,+1) by Hu(x,,) and Hu(X,,+1) respectively.
The difference is

Hu(yps1) — Hu(Xpu41) _ Hu(ym) — Hu(Xp)

Ut u(Fm)
1
= m(Hu(ymm — Hu(Em41) — Hu(ym) + Hu(%)) + 0(6n~2)
0 Hu (X, _ _ _
= #OC)(YerI — Ym — Xm+1 +xm) + O (6n 2)
u(Xp)
Ox Hu(Xm) 1 1 Ep — Epti -2
= m —VYm — Am m — - - ()
IE) (y T T A o G Aoy ) 2 ) oo
= O|Ymt1 = Ym — Xm41 + Xm]) + O(n "2 + 8| E| o). (5.8)
On the other hand,

Hu(Xp+1) . Hu(xy,)

u(Xm+1) u(Xm)

<

Hu . - 2 _1 1
0y o [%mt1 — Xm| < C([0xulloo + 107ulloc)n™ = O(5n™").
o0
(5.9)

due to global regularity.

Next, for the term A ;41— A1,m, we start with a simplification of A1 ,, by replacing
u(x;j_1)and u(x;) in (4.9) with u(x;,). The difference is bounded by O n=Vm—j).
We obtain after summation

1 Ym — Xj
At =~ > cot SH(Ej 1+ Ej) + 06| Elloo). (5.10)

Then, we can telescope the difference Ay ;41 — Ay, as follows

Ayl — Al
1 —X; —X;

- cot LN gy B —cot P2 B+ Ej) ) + O]l Ello)
ar £ 2 2
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1 —Xj —Xj —Xj —X;
= cot Yt it —+ cot Yt L _ cot Jm J — cot Im / E;
4 ot 2 2 2

m

+0'?|Elloc + 8nl|Ello)
2
n —
< > 0(%j77nlwmm>+owﬂwmvwwmm>
[j—m|Zn'’? /

= 0@n|Elco +n'?|Elloo).

Here, the O (n'/?|| E|| o) term in the second equality encodes the boundary terms from
the telescoped sum. In the third step, we use the bound |y, +1 — ym| = O (™).
Now, for A, m+1 — Aj m, we start with a simplification on A ;, by replacing y,, — X ;

in (4.29) by 2nu (x 5 The difference is y,, — x,, = O(n™ 1), and it leads to an estimate

1 m—1 m—1 L
Ao == Z ; m Z Zm

j=m+1l=m

-1 E oln Yt im—illE L
+n n Im — Il Elloo 3
lm — jl

JESm\{m}
B m—1 1 =2 jo—t £
=P ) ) | + 0] E|)
o == m - j)(y’" =) o S U mOm = X))

(5.11)

We are ready to estimate the difference Az ;41 — A2,m. Let us work on the first sum
and telescope

-1 m—1

m 1 — :
Z El. _ (m—j)()’m+1_xj+1)_l=2j: ZJ:

—m+1 — Ym — Xj+1 + X;)
(= ) Om = X)) Y1 = Xj+1)

- ])(Ym _xj)

|
1M

+Om|Ell)
n—l
= E; o <2—3) + O Elloc) = O]l E]l0).
, — n==|lm — j|

The second sum can be treated similarly. Note that the estimates above on Ay ;41 —
A1m and Ay 41 — Az, are not optimal, but they, along with (5.8), (5.9), (4.32) and
(5.7), are sufficient to obtain the following bound on cot z:

Hu(x
cotz = — UG Lt Ao+ O 4 | E ).
u(Xm)

@ Springer



16  Page 24 of 69 A.Kiselev, C. Tan

Here we also replaced y,, with X, in the argument of the Hilbert transform generating
O(n~") error. Then, using (3.4), (4.10) and (4.30), we have

Sinzz—¥
" 1l+cot?z
1

1 (At HuGa) (A 4 Ay ) 4+ O 1V2 4l Elo 4 n2(log mPIEIR)

u(in)? 2u(%)® Hu (%)

= wGn R + HuGn? T on)? + HuGedy? Ao+ Azm)

+ 00" + n)|Ello + n*(ogn)?| E|1%,). (5.12)

Now we derive from (5.5), (5.8) and (5.12) that

UFEm1) — u(Em)

Y+l = Ym = Xm41 + X = —————— Ym+1 — Xm+1)
u(¥m)
u(Xm) (Hu(fmﬂ) _ HM@m))
270 (U(Xm)? + Hu(%n)?) \ u(Ems1) u(Xm)

”(xm) Hu(xp) (Al T A )(Hu(xm+l) _ H“()Em))
an(u(En)? + Hu(@,)2)2 " TN U GEmrr) u(Fm)
+ 060 Y1 — Ym — X1 + X + 817 + 807 Eloo)

Sl[l2 Z

+ 0 4 nll Ell + % Qogn 1 Elloc) -n™" 807" ) 4 ey (G = G

Here in the penultimate term on the right hand side we used (5.9). Using (5.6), we can
further simplify

Ox 1 (Xpm)
2nu(xp,)?

Ym+1 — Ym — Xm+1 + Xm = — Vm+1 = Xm+1)

1 5 ﬂ _
T G + HuGon)?) ( u >(x’")
u (X)) Hu (X ) p Hu .
2 o) + Hu(i22 o m + A2 (7> o)

+ 0@ Yma1 = Ym — X1 + Xm| + 8072 + 807 Ellos + 8(logn)? | ENI%)

SlI’l2 e

+w(G Gmt1)- (5.13)

The equation (5.13) will be our starting point in derivation of the error propagation
estimates. The key task is to obtain sufficiently strong control over G, — G,41 (recall
that G, is defined in (5.3)). Before starting this task, let us record the following
corollary of (5.13) that we will need later.

Lemma 5.1 We have
[Ymt1 = Ym — Xma1 +xm| = O™ +1ogn| E|los + (logn)? | E||2). (5.14)
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Proof Let us recall that A; , and As , have order O (nlogn| E| ), and note that it
follows from (5.3), (4.31) and (4.32) that

G = 47nu ) (Al + Azm) + O'* + 1% Ello) = O(n'"? + n* logn|| Ell o).

Similarly, G4+1 = o'’ +n? logn||E||oo)- Inserting these estimates into (5.13),
we obtain
Vi1 = Ym — Xmt1 + X = O@n~2) + 0(Sn~ " ogn| E o)
+ O@n [ Ymrt — Ym — Xma1 + Xm| + 607 4+ 807 Elloo + 8(logn)* | E[1Z)
+ 03" +1ogn| E|loo)-

Move the O (8n~!| Ym+1 — Ym — Xm+1 + Xm)| term to the left hand side and simplify
the equation. This yields the desired bound

Yt = Y = St + 5 = (14 06n7H) -0 (072 + lognl| Elloc + Gogm? | EI,)
=0 (w3 +1ogn| Ellow + togn* | EI%,)
O
The estimate (5.14) is suboptimal, and cannot be used to establish sufficient control
over propagation of error. We will only use it as an ingredient for deriving more precise
estimates. The improvements are possible because in the proof of Lemma 5.1, we did
not make use of cancellations in the difference G,, — G, +1. In the next two sections,
we focus on obtaining improved error estimates of the major term G, — G4 1.
6 Estimates for pairs of roots: near field errors
Let us first estimate /1 ,,, — I ,u+1; recall (4.11) which defined

11,m=—2(cotym2xj— )

— X
J€Sn Ym = Xj

Lemma 6.1 We have
I = Tims1 = O (02 ymst = Y — X1 + X + 807" +0' 2| E o). (6.1)

Proof We start with a Laurent series expansion for cot near zero:

cot

00 2k—1
Ym —Xj (—1)k22szk (ym — xj) ’ 6.2)

2 = (2k)! 2
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where Bj; are the Bernoulli numbers,
k O\ 2K
e ~ (=D 147k (-)
Te

for large k. Observe that for any integer p > 0,

D (G = x)? = G — xj41)7)

JESm

= pCp_l Z

. -1
_1 |j — ml|P
< ES [Ym — Xj — Ym+1 +Xj+llpcp < p—1
JE3m

|j —m|P~!
np-1

—1 | _ptl |
= O (0 E it = v — s + ol 807 40T BB ),

m — Xm — Ym+1 + Xm+1) — +Ej

—— —E
Gy T 2nu(x;)

where in the second step the constant C comes from Lemma 4.1 and may only depend
on ug. Therefore,

1)*2B
[Tt = T | = | D Z - (;k)' = ( Om =) = O —X,/+1)2k71>
jeSm k=1

o~ C*72|By| ¢ _2us ke
Z (2k)! (” 2 | Ym+1 = Ym — Xmt1 + Xm| + 307" + 072 ”E”oo)

< C1 (01 = Y = X1+ Xl + 007" 02| Ell o)
for all sufficiently large n > ng(uo), and with a constant C that may only depend on
ugp. O

Next, for I3 ;, — I 1, we denote {x;} and {x 7} equally distributed points centered
at x,,, and x,,41, respectively. Recall that I, ,, is defined by (4.22), and that

j—(m+1)
2nu(Xmg1)

¥ plom
Xi=x ——, Xj = Xm+1
J " 2nu(x,,;) / mt

Then, we can express

12,m - 12,m+1 = Z L.A - Z ;A

3 -y
Jems 2" TN jennsy T T

- > (o)

Ym — Xj Ym+1 — Xj+1

JEL\Sn
j—m 1 1
. Z 2(}’m+1 = Ym — Xm+1 + Xm) + 7 (M()Em) - M()Eerl))
T Om = X)) Om+1 — Xj41)

(6.3)
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Lemma 6.2 The following estimate holds:
Doy = D1 = O (0 1yt = Y — X1 + x| + 80712 4 80| Elloc)- (64)

Proof We estimate the two parts in (6.3) one by one. The first part can be estimated
by

Z 2(Vm+1 = Ym — Xm+1 + Xm)

. ~ = Vm+1 — Ym — Xm1 + Xm) Om?m — j|=2)
S Om = F0mer =Ty T 2

JEL\Sm

=0 (n3/2|ym+l — Ym — Xm+1 +xm|) .

For the second part in (6.3), we match the j = m = k terms over the summation range,
similarly to (4.25):

k —k

= ~ + p =
m = Xm+k) Ym+1 — Xmtk+1)  m — Xm—k) Ym+1 — Xm—k+1)

200 = %m) gty + 20m+1 = YD) ey

O = k) Ot 1 — Tkt ) O — Tt Ot d — Kkt 1)
= 0k> n 2 n*k*H = 0%k,

Sum over k and get

1( ! ! ) Z Om*k™2) = 0@n %) - 0n’?) = 0@sn~ 3.

n \ u(xy) u(Xm+1) k>all2

As before (see (4.20)), there could be at most O (1 + n3/?| E||») mismatched terms,
leading to the error

O+ Elloe)) - 06172 - 0 (n'/2- 0'/2)2) = 06012 + 5n]| El]co).
Collecting all the estimates, we conclude the proof of (6.4). O
Finally, let us estimate /3 ,, — I3 ,,+1. Recall that (4.23) defined

13,,,,=Z( 2 - — 2 )

€S Ym — Xj Ym — Xj

Lemma 6.3 Let I3, be as defined in (4.23). Then,

IS,m - 13,m+1 = Dl,m + Bl,m + BZ.m + 0((n3||EHoo + on 10gn)|ym+l — Ym — Xm+1 +xm|)
+ 0@n™V2 4+ 8n||E oo + 8n log n||E|1%,). (6.5)

where D1, Bi,m, Ba,m are defined below in (6.8), (6.13) and (6.20) respectively.
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Remark 6.4 D1, Bim, B2 all have form

Dim=Y di(j,m)E;j—En), Bim= Y bi(j,m)(Ej—Ep).
jESm jesm

In particular, one can see from (6.9) that d; (j, m) > 0. Therefore, D1 ,, is a dissipative
term. We will show later in Section 8 that By ;, and B, ,, are supercritical but can be
absorbed into the dissipation.

Proof Let us consider the difference between the expressions appearing in the (j +1)st
termin I3 ,,+ and the jthtermin /3 ,,. Note that j = m summands vanish identically.
We have

2 2 =2(Ym+1 = Ym — Xm+1 + Xm) + %(ﬁ'/) - ﬁ) + 2(Ej — Ep)
Ym+1 — Xj+1 Ym — Xj B (Ym+1 _xj+l)(ym _xj) '
(6.6)
and
2 " 2 2(¥m+1 — Ym — Xm+1 + Xm) — %(m - ﬁ)

Yl = Xjr1 Ym — X Y1 = X+ Om — X))

6.7)

The last summand of (6.6) produces a dissipative term that is crucial for the entire
argument. We denote it as

2(E; — Ep
Dim= ). &) = En) = Y di(j.m)(E; — Ep),

jebmumy Omtt = XD Om = X)) e
(6.8)

where from the estimates (4.5) and (4.13), we know that the coefficients dj(j, m)
satisfy

2 n?

Omt+1 — Xj+)Om — X)) |m — jI?

di(j,m) = >0, VjeSy\{m}. (6.9

Here ~ as usual means lower and upper bounds with constants that may only depend
on ug.

We combine the first parts on the right hand side in (6.6) and (6.7). The correspond-
ing term is

i 1 1
Ty = 20mt1 = Ym — X +1+x)( - — - )
Lm " " " " (m+1 _xj+l)(ym _xj) m+1 _xj+1)(yrn _xj)
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Now, we estimate the difference (using the summation convention (4.16)):

1 1 1
= — — + =
(Vm+1 _xj+l)(ym _xj) Ym+1 _xj-H)(ym _xj) (Ym+1 _xj+l)(yln _xj)
_ Xj—xj n Xjt1 — X4
Y1 —J?j+1)(ym —X)Om = %)  Omr1 = X ) Omrt = X+ O — Xj)
_ L Er+ 06n2Im — j1%) Licms B+ 0@n~2Im — j1°)

a m+1 — xj+l)(yln _x])(ym - j) a (Ym+1 _sz-%—l)(ym-%—l _xj+l)(yln _xj)
Im — jlIlElloc + 8(j — m|/n)*
(jm — jl/m)?

A

=0 (#¥im = jI 2| Ellso +6nlm — jI 7). (6.10)

Here, we use the lower bound estimates (4.5), (4.13) for |y, — x| and |ym41 — X 41,

and a variant of (4.27) for x; — X; and x| — X 41 taking into account the presence
of the § factor. Now, summing up over j € S,,\{m} we get

Y 1!, = 0PIl + 8n10gm)|Yms1 — Y — Xmt1 + X).-
JESm\{m}

Next, we combine the second parts on the right hand side of (6.6) and (6.7). The
corresponding term is

1( 11 ) j—m 1 1
jo__ n\uG) T uGn) - \uGpr)  uGm)
2 (Yt = XD Om — %) Omag1 — £j41) Om — £5)

1 1 _ 1 _j—m 1 _ 1
_n(f@_,) F(fm)) T (u(fm+1> T)z,n))

B m+1 = xj11)(ym — xj)

4 j—m < 1 1 > 1 _ 1
n u(Xpy1) u(Xm) Ym+41 — xj+l)(}’1n _xj) Ym+t1 — )ej—o—l)(}’m _)Ej)

Lnds (1) i, (2)
=1V 4 1) P 6.11)

For the first term sz ”(l ), let us estimate the numerator

1( 1L Y _J=m - )
n\u@;)  u@n)  uEnp1)  ulxp)
1 Ot (Xp,) - - - 2

:;[ m( i = Ew) + 01T — D)

Ot (X)) (j —m)

M()Em)2

% (%) = Fn — (= m) G — Tn)) + OGnlm — jP).

Xmt1 = Xm) + O@|m — jl(Xmy1 — )Em)2)i|
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Observe that

)Ej — Xm — (] _m)()_fm+l — Xm)

j—1
_ . 1 n 1 n E+ Ejq
N dnu(x;))  4nu(x;1) 2

I=m
1 E E
—(j—m) I m+ Emi
Anu(Xm) — Anu(Xp41) 2
i1
E —E Eis1 —E
= (0(811_1 n Y =m)) + (Ei — Em) +(2 I+1 m+l)>

=

j—1
—06n 2 m— P+ Y ((El — Em) + (Er1 — E,,,H)) |

2

l=m

Note that the summation can be replaced by sz;nll 41 as the term [ = m is zero.
When j < m — 1, the sum represents — ZT ~! in accordance with the summation
convention (4.16).

Then for Tz(lnl => | TZJ; ;,(11) we obtain

JE€Sm \{m

j—1 _
1 . _ . Oxu(Xm)(E — Em + Ej41 — Ent1)
=Y. |:0(n2|m—]| Lo m =) - Y = d + mtl

¥ )2 — ¥ — oy
JeSm\im) J— 2nu(Xm) = (Ym+1 X/+1)(ym x])

=Bin+0@n'?),

where the term By ,, can be expressed as

_ Bl | 5 S (BL— Ep) + (s — Ep)
2nu(Xp,)? Om+1 = Xj4+ 1) Om — xj)

1,m
JE€Sm\{m} l=m+1

1

j—1
—Emp1—En) > > (6.12)

ebm) i—mi1 m+1 = Xj41) (Ym — Xj)

= Z bi(l,m)(E; — Ep). (6.13)

leSm\{m}

Let us estimate the coefficients {b{(/, m)}. For [ > m + 2, we change the order of
summation:

-1 -1 =2 je—1
J+ J 1 J+ J+ 1

2 2

Jj=m+1Il=m+1 l=m+1 j=I+1

m+1 — Xj+ 1) O — X))

(6.14)

Omt1 — X4 Om — X))
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Using the lower bound estimate (4.5), we can estimate the sum in (6.14) and then the
coefficient by (I, m) by

J+—1

—1 —1
on™h Z i =0@nm—17".
j=Il+1

A similar calculation can be done for/ < m — 1. For/ = m + 1, there is a contribution
similar to (6.14) (where we now also use (4.13)), and an additional summand from
(6.12) that is equal to

Ox U (Xp;) m! j—m il j—m—1
i | 2 >
2nu(im)= \ /= Omt —x]+1)(ym =) o Omtr =X+ Om — X))

—oen) Y o0 (M) — O@nlogn).

2,—2
m — n
L<|j—m|<nl/? m = J|

To summarize, the coefficients

bilom) — O@nim —1|™Y, 1 e Sp\{m,m+ 1)}
: ~ | oGniogn), I=m+1.
Comparing with (6.9), one sees that

b1(j,m)| Sn'2dy(j,m), Y j e Su\im}). (6.15)

Hence, for all sufficiently large n, B ,, can be absorbed into D ,, with bounds (6.9)
remaining valid.

For the second term TZJ; ;;(12) in (6.11), we apply a calculation as in (6.10) and obtain

ST S f;’”( ! )X (6.16)

JE€Sm\{m} U(Xm+1) u(Xy,)

j—1 2 j 2
y Izn E1+ 06n721j —mI*) i1 E1+ 006021 —mP)
(Ym+1 _xAj+l)(_Vm _ij)(ym _xj) (Ym+1 _xAj+l)(_VVn+1 _xj+l)(Ym —)C])

The parts of this expression corresponding to O (§n~2|j — m|?) in the numerator lead
after summation in j to the error of the order

j=ml_n 5 -
S8 Y T m—n i mlP =06,
. ns |j—m|
Jj€Sm\{m}
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To further simplify the remaining part, we first replace 1 —% 11 by Xpm41 —Xj41 =
. Note that by (4.5), (4.13) we have

2nu(x

1 _ 1 . —(Ym+1 = Xm+1) -0 ( n >
_ %, m—j - 2. _m—j —Jjl*)
Imil = Xj4l ey Omtt = Xj+0) - mue =]
(6.17)

The difference in the remaining part of (6.16) introduced by making such change does
not exceed

j—ml . n n2
0(—-&1 Vom = lElls - s - ) = 06 E]l0)-
- n m =% m— |

(6.18)

We can similarly replace y,;, — X ] w1th incurring the error of the same order.

2nu(x )
Therefore, T( =>. jesp\im) T % after a straightforward calculation can be repre-
sented as

_ i—1 j
7@ :Bxu(xm) Z . Ei N i a1 E
2 ()2 ks X;)

JE€Sm\{m} (ym - ) (Ym+1 _xj+l)(ym

+0@n™? 4 8n||Elloo + 8n* lognl|E[1%). (6.19)

To absorb the remaining supercritical term into Dy ,,, we replace E; by E; — E,,, and
define

- i—1 ;
5 Byt (Fm) 3 ( I~V — En) . i (Bl = En) )
2.m = —
nu(Xm) jeSm\im) m (ym — ) (ym-'rl - xj+l)(ym - x/)

= Y b(j.m)(Ej - Ep), (6.20)

JE€Sm\{m}

where the coefficients b, (j, m) can be estimated similarly to b1 (j, m), yielding
ba(j,m) = 0@nlm — jI~Y Sn~'Pdi(j,m), ¥ jeSa\m).  (621)

Therefore, B; , can be absorbed by D, as well. Notice that there is a partial can-
cellation between B; ,, and B; , but we do not need to pursue it here, as it does not
eliminate the supercritical term.

We are left with the difference between the sum in (6.19) and B, ,,, which is given
by

Ox 1t (Xpy) Z < 2nu(Xp,) Jj—m
— +

me 3 ) . (6.22)
nu (X, ) jeSm\im) Ym — Xj m+1 — xj+1)(ym _xj)
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For the first term of the sum in (6.22), we make use of the cancellation between the
J = m % k terms, as described in (4.18) and (4.21). This leads to the error

O (IElo-on™" -1+ (1 + n*lognl|Elloe) ) = O@nlEllow + 61 lognl EII%,).

The second summand in (6.22) becomes the same as the first one if we replace y,,4+1 —
Xj4+1 bY Ymg1 — Xj41, and then by x,,41 — X;41. The latter replacement produces
the same error as in (6.17), (6.18). We calculate an error generated by the former
replacement as follows. Using an estimate parallel to (4.27) we get

1 1 Xjp1 — Xj41

Yl —Xjr1 Yma1 F Xm0 Omat — £j11) Omat — Xj41)
_0 (|m — JllElloo + 8n~2|m — j |
(Im — jl/n)?

> = O(m — jI"'n?|| Ellso +8).

This leads to an error

2 .
n°||E nlj—m
0 (||E|m-8n1 . § < (EES +s>- |Ijj—m|l) =0 (5n1/2||E||OO+an210gn||E||§o).

<1j a2 |m — j|
Collecting all the estimates, we arrive at (6.5). O

In summary, collecting the bounds (6.1), (6.4) and (6.5), the contribution into G, —
G 41 from the near field is

(Il,m - Il,m—i-l) + (12,m - 12,m+1) + (13,m - 13,m+l)
= Din + Bin + Bam + O (002 4 071 Elloc) i1 = ¥ = S + 5]
+0@n™"2 4 8n||E oo + Sn* logn|| E|I%). (6.23)

7 Estimates for pairs of roots: far field errors

We start with 111, — I 1] ,+1. Recall (4.1):

11 =2nP.V.f u(y) cot Jm _ydy.
|y_)’m|5n_l/2
Lemma7.1 Let I ,, be defined as in (4.1). Then,
Iy — I gy = OG0~/ (7.1)
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Proof We have
n=1/2

z
Ihpy— 111 =20 P.V~/ ; (M(ym+1 +2)—u(ym +Z)> cot Edz

_n-1
—1/2

n
Z
- an (G142 = w1 = 2) = o +2) +uCm = 2)) cot > dz
0

=172

= Z”f (2u'(ym+1)z — 2u' (ym)z + 0(8z3)) cot = dz
0 2
=2n: ((ym+1 —ym) - O@n~?) + 0(8n_3/2)> — 06n~ /2.

O

Next, we focus on I I ,,, — I I2 ;,+1. The estimate of this term is the most involved
one, and will take us a while to complete. Let us decompose /1> ,, as in (4.8). We

will discuss the matching summands 7 Iim and the mismatched part one by one. The

definition of 1 Ir{z,Z is recalled in (7.3) right after the statement of the lemma.
Lemma7.2 Let 113, be defined as in (4.3). Then,

j j+1
Z (Ilzj,m - 112/,—,;4_1) = D2,m + Hl,m + H2,m + H3,m

JESS
_ —Xj - — Xji+1
+ nu(Fj, _1) cot ”"T”(EH,I — Ep) +nu(E;)cot 2t g g
—x _ —Xj_—
— nu(Fj ) cot %(E,; — Ep) — nu(F;_1) cot %(E,;_l — Ey)

+ O0((* | Elloo + 1) Yms1 — Ym — Xmt1 + Xm)
+06n™? £ 80| Elloo + n*logn||E|I%) + 02| Elloo + n*IIEIZ), (7.2)

where D3 1y, H jm, Ha,m and Hz , are defined below in (7.16), (7.9), (7.26) and (7.37)
respectively.

Remark 7.3 D; ,, Hi m, H2;m and H3 ,, will all have form

Dyy=Y do(j,m)(Ej—Ep), Him=3y hi(j,m)(E;—Ep).
J J

In particular, we will discover (7.17) thatda (j, m) > 0. Therefore, D> ,, is adissipative
term. We will show later that the supercritical terms Hy ,,, H2 n, H3 ;» can be absorbed
into the dissipation.

Proof We first recall the definition of 1 Izj’m in (4.3):

— X X Xj _ oy
cot Jm — A Zn/ u(y)ydy — 1) + Zn/ u(y) (cot Jm —J cot Jm — A ) dy.
2 %1 i 2 2

J
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We will obtain more precise estimates on / Izj,m, and consider the difference 1 121’ e
1 I2j ; 41 only when we need to take advantage of the additional cancellation between
the two terms. In simpler contributions where we do not need to consider the difference,
the mth and (m + 1)st estimates are identical and we only provide the arguments for
1,

We start with the first term in (7.3). A refined compared with (4.4) calculation yields

ﬁ_J u(y)dy = / : wXj—1) +u'(Xj—)@—Xj—1)+ 0(8(z —ij—l)z))dz

j—1

—l—f ’ (u(ij)—i-u’(ij)(z—ij)—i—O(B(Z—Xj)z))dz
b uixie)
=T T2 Ej-

o\ o\
+u’(;z,-_1)<)%> ) <%> +006nd).

Apply the estimate to the first term of (7.3), and sum over j € S,. We obtain

— oy Xj
Ym — Xj <2n/ 7 u(y)dy — 1) =n Z cot 2
E

JjeSss,

u(z;j)

1+ E;

> cot

JeSy

+g Z cot Ym

N (- )Ej 1 + uE)E;)

— (:/()zj,l)(x,- — D) =W @) —xj)z) +oGn ogn). (7.4)

For the second sum on the right hand side of (7.4), we have the following cancellation:

W (Fj—D) () —xj-) = U (F) (x4 — x)?

.- 1 2 1 2 N
=u'(x;) |:(2”u(fjl)+Ej]> - <W+Ej> :|+0(8n )

_ e ! ! ! B2 _pg2 Ej1 Ej 0(sn=3
_”(x’)[ﬁ (u(x,-fl)z _uoz,-ﬂ)” - f'”(nu(f,fl) _nu(x,)>]+ o)

u' (%) 3 P -
=nu(;j)(E_,»_1—E,->+0(sn +81Ell5 + 8n 2 Elloo)-

This leads to the estimate

= Zcot

/eS‘

u(X, D@ = xj-1)* — ' (7)) (g1 — x))%)

=y WED o I —Y(E;_ — Ej)+ 06n~"ogn + 8logn| Ellec + 8n* logn|| E|1%,).
Pt Zu(xj) 2

(7.5)
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For the remaining sum on the right side of (7.5), we can telescope and get

u' (% —Xx;
Z (_]) cot Jm ](Ej—l —Ej)

jose 2u(x;) 2
(% (¥
Z (;‘ (x_j'Jrl) cot Ym _2xj+1 _ ;4 (x_j) cot Ym ;xj> E;+ 0(8n1/2||E||Oo)
jesintipy N2 i) u(x;)
= Y (0(5n—1 nlm — jI7Y + 0@nlm — j|—2)) E;j+0@6n'?|E|lx)
lm—j|2nt/?

= 06" E|l0),

where we have used (4.6) and a variant of (4.7) in the second equality.
Now, we focus on the first term on the right in (7.4),

n Zcot

JESS

u(xj DEj— 1+u(x,)E)

This is a major term. We need to work on the difference with the corresponding term

: JFL
in IIerl

—x; B =X, B
n Z [cot ymT/(u(xj,])Ej,l +u(xj)Ej) — cot M%(u(xj)Ej +”(XJ+I)EJ'+1)]

Ym — Xj Ym+1 — Xj41 _ _
=ny (cot '"2 L —cot == 5 ! )(u(x,-)Ej+u(xj+1)E,-+1)

+n Z cot 2 ;xj (uE—DEj—1 —u(xj+1)Ejs1). (7.6)

For the first term on the right hand side of (7.6), an estimate using mean value theorem
yields

—Xj — X 1
cot 2 L — cot WA o “(Ym41 — Ym — Xjg1 +Xj)
2 2 ~ 2sin? 7’
1 1 1 1
=— —~ tam)+— = - —— )+ En—E;
2 sin? %J |:()7m+1 Ym = Xm+1 + Xm) n (M(Xm) u(xj)> (Em j)]

(1.7)

where z; € (Y — Xj, Ym+1 — Xj+1). This further decomposes the first term on the
right in (7.6) into three parts. The first part is of the order

O(n 2N Elloo|ym+1 = Yim = X1 + 2 ).
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Direct estimates of contributions corresponding to the second and third summands in
(7.7) yield a supercritical O (8n log n||E || ) and a dangerous quadratic O (n>/?||E|| go)
errors respectively. These estimates are not sufficient and need further treatment.

The contribution corresponding to the second summand in (7.7) can be represented
as follows:

1 1 1
> < — - — )(u(iijj—Em>+u(i,~+1>(Ej+1—Em))

1655145111 Y \u@n)  u(x))
+E ] ( L )(u()?-)—i—u(i- )) (1.8)
"o asin? G \u)  uGp )N '

We combine the first sum in (7.8) and the contribution corresponding to the third
summand in (7.7) that is given by

5 _n(u(;z,-)E,-+u(ij+1)Ej+1)(E. —E,)
J m7s

2 %)
jest 2 sin 5

and denote the resulting expression Hj ;,. It takes form

Him= Y h(,m(Ej—Ep), (7.9)
JESHU{-}
with the coefficients
WGED—uGn) | @G )@ ) nEDE G OE D ce
ca i — — s es
Gu(En)sin® 4 du(En)u(Ej_1)sin? LTL 2sin® o / \)
. u(xj )—u(xm) _ n(u(xH)EH+u(xj++1)E,++1) j _j

hl(]’m): 4u(Zyy) sin? - ]2+ 2sin? - H +
(X j_—1)—u(Xm))u(x;_) ji=j
duEau(E; ) sin? I -

=0 m — jI 2| Elleo + Snlm — j|7V). (7.10)

We now consider the second term in (7.8). We argue that this term is harmless. To see
this, we shall make several simplifying replacements. First, replace u(x;) + u(x;41)
by 2u(x,,). The error introduced by such change is

n? Sim — j| 8lm — j|
En Zo( & ])=0(5n||E||oo>.

Im — j|? n

1 u' (Xp)

Next, replace u(x RRTED) by eI )(x 7 — Xm), using that

Lo L ) sy 0Gnm — i)
uGn)  u(E)) ) g /
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The contribution from such change to the error is

n?  8lm—j?
B0 (o 1) = o6niEI),

_ 2
JESS, J| n

We also replace

1 1
ol by G Note that 2 € m — Xj, Ym+1 — Xj41)s and
2

|mt1 — Xj41) — m — xj)| = O(n™"). Then, |z; — (yu — x;)| = O(n™"). Since
[(ym — xj) — (X — Xm)| = O™, we get |z — (§j — %)l = O(n~!) as well.
Therefore, we have

1 1

2z . F 1 = T i %
4sin” 5 4in? (%—kO(ﬂ*l)) 4sin? 2

+0@m?|m — j|7)
=G i Tom+ Om*|m — j| 7).
J m

Thus difference created by such substitution leads to an error

Ep o((1+ : = 0(On|lEllco)-
n

713
: m —
jose | Jl

Hence, we brought the second term in (7.8) to the form

w (k) E 1
Y —— + 0(n|Ell).
u(Xm) jese Xj — Xm

For the remaining sum, we can pair the j = m =+ k summands and make use of the
cancellation similar to (4.17)

Lo _<fm+k—xm>+<im_k—xm):O(kzn—2+k||E||oo>

Xm+k — Xm Xm—k — Xm Xtk — Xm) Xm—k — Xm) k?n=2

(7.1D)
which after summation in k yields O (n + n? logn| Ellco). There is at most O(1 +

13/2|| E || o) mismatched terms at the boundary, leading to O (n'/? + n*||E||s) con-
tribution to the sum. Finally, we arrive at a desired bound on the second term in (7.8):

0 (81 Ellos - (1 + n* logn[Ell + /%)) + 0G| Elloc) = OGnl| Elos + 80> log ]| E|1%,).
(7.12)

To sum up, the bound we obtained for the first term in (7.6) is given by

Him + O@ | Elloolym+1 — Ym — Xmt1 + Xm| + 8nllEllos + 8n* logn| E||%,).
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Now, let us turn to the second term in (7.6). Replace E ;11 inthistermby E 11— Ej,.
The difference leads to an error

nk,, Z cot

JESS,

L(u(F - — u(Ej4)- (7.13)

Again, we shall argue that the error (7.13) is harmless. Compute

u(Fj-) —uEjen) = —u' (&) (Ejr1 — 5j-1) + 0@n ™)

= — ' Gn)(Fj41 — Fj—1) + O@Gn2m — j|)

—u' (%) (# +0@6n2m — jl+ ||E||oo)> +0@n 2 m — j|)
nu(Xpy)

u' (Xm)

2+ 0Bn 2 |m — j| + 8l Ello)-
nu(Xp)

Then the error term (7.13) becomes

_u (xm)Em Z o t

u (xm) jese

L4 O(nlElloo + 8n2 logn| EI%).

Using (6.2) and then pairing up the j = m =% k leading terms similarly to (7.11),
estimating the rest of the series and any mismatched terms, we have

3 cot 2 ;xf = O(n + nlogn|| Ello)- (7.14)

It follows that the error term (7.13) has the same order as in (7.12).
The remainder of the second term in (7.6) can be telescoped

n Zcot

JjeSss,

- ¥ nu(xj)<cotw—cot%> (Ej — Ep)

JESE\ i i——1)

M(x] D(Ej—1 — Ep) —u(Xj3)(Ej+1 — Em))

+ nu(Ej, 1) cot %(Eﬁ_l — Ep) + nu(&;, ) cot %(Ej+ —En)
— nu(z;_) cot %(E,, — Ep) — nu(¥;__1) cot %(E,-:l — Ep).
(7.15)
Denote the first term on the right hand side of (7.15) as
Dyw= Y. da(j.m)(Ej— Ep), (7.16)

JESE\iri——1)
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with positive coefficients

—Xj —Xj_ nu(x;
da(j, m) =nu(x;) <COt I = T oy 2 1) _ j~). (Xj1 —Xj—1)
2 2sin2%’
2
1 —1/2 n
= (1400 P+ nlElw) ~ ——, 7.17)
2sin” =5~ |m — j|

where Z; € (Y —Xj41, ym —Xj—1) and we performed several elementary simplifica-
tions in the third step. The expression D5 ,, is our main dissipative term in the far field.
The remaining four boundary terms in (7.15) are kept in (7.2), and will be handled
later. This completes the treatment of the first term in (7.3), and summing up all the
bounds we see that it has been represented as the sum of the last two lines in (7.15)
and

Do + Hiw + O 2N Elloo|Yms1 — Ym — Xmt1 + Xm| + S0l Ellco + 8n* logn|| E||%).

Next, we consider the second term in (7.3),

Xj
2n/
)E.

j—1

u(y) (cot y’”z_y —cot 2" ;xj>dy. (7.18)

First, we can replace u(y) by u(x;), or any u(z) where z is O (n~") distance from y,
for instance, u(x; 1) or u(x;). The resulting difference sums up to

> 0@m-ntsnT am — jI7H) = 0@n ).

lj—m|Zn'/?

. . m—Xj
into Taylor series around 2 =t

Then, we expand cot 25—+

0 k g (k) Ym—X;
Ym — Y (=D cot"™) ==L
cot m2 =E 7% 2 (y_Xj)k. (7.19)
k=0 ’

We have

/*fj( )kd B 1 Xj41 — X k+1 Xjo1 —X; k+1
e T T 2 2

1
Tkt 2R <(xj“ — )+ (=D ;s —Xj—l)k+l).
(7.20)
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When £ is odd, the expression in brackets appearing in (7.20) for all sufficiently large
n can be estimated by

1 1
2nu(x;)  2nu(xj_)

(k+ D(xj1+x-1 =2x)0( ™) = (k+1) ( +Ej— EH) o™

=Gk+1D0Gn* 2+ | Elloon™). (7.21)

As usual, the constants involved in O may only depend on u(, but not on n or k. Using
the Laurent series for cot (6.2) and (4.5), it is not difficult to show that

Ckk!nk+l
- |m _j|k+l

cot® 2m % (7.22)

with some constant C > 0 that may only depend on u(. Taking into account the factor
n in front of the integral in (7.18), we obtain that a contribution to (7.18) from any odd
k in (7.19) can be estimated as

k k+2
0 (% S(@nTF ||E||oon—k>) = 0(C*slm — jI ™" + C*n?im — jIT* NI E o),
where we can absorb k 4 1 into C¥ by slightly adjusting the constant. Summing up
over j € S5, we get the bound of the order

O(C*sn™% + Ckn= 52| E|| o). (7.23)

For all n sufficiently large, the first expression in (7.23) can be summed up over k > 1,
yielding O (8n~'/%). The second expression in (7.23) can be summed up over k > 3
leading to O (n'/2||E||) contribution. The case k = 1 for the second error will now
be considered in more detail.

Going back to (7.19), (7.20) and (7.21), we see that the part of the linear term k = 1
leading to the large error is given by

nu(x;) E E _ 1
T;X/( = Ej—)(xjp —xj-1) = m

+0@nlj —m| 2| Ellco). (7.24)

. ((Bj = Ejm0) + nute) (B3~ E3)))
s

For the second summand in the brackets on the right side of (7.24), we telescope when
summing over j and get

nu(x;) (E?—E_?71)= Z ( nu(xj)  nu(xjgr) )E%—l—O(ﬂzEll%o)

s 2 Ym—Xj s 2 Ym—Xj 2 Ym—Xj+1
8sin® =~ jeSentis) 8 sin 5 8 sin 5

JeSy

3 4
n n
= > 0( - on + — ~n*1) E7 + 0’ |IE|%) = O*|E|I3).
= [m — j lm — j|
JeSE\+}
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Summing up the rest of (7.24) in j, and adding the earlier bounds, we obtain that
summation over all odd k in (7.19) results in the following contribution to (7.18):

E;—E; _
S L L 06n P Pl + PIEIR). (725)
; 8 sin” =5~
JESS, 2
Telescoping in the sum that remains in (7.25) would yield a critical error of the order
O(n| E|lso) without § factor, which should be avoided if we want to control the
evolution of errors for all times. Let us consider the difference of the sum in (7.25)

with the corresponding sum in / Iéljnil:

: Ej—Ej Ej—Ejn :
Hami= ) Se > Sein? T Dl mE} = En).
jesg, ©8I” T jese,, oS T3 JjeSgUlis—1.j-)

(7.26)

Here we write E; — E;j | = (E; — E;y) — (Ej—1 — Ep) and reorganize the sum. The
coefficients 2 (j, m) are given by

ha(j,m) =
1 B 1 _ 1 1 e SeN(i — 1.
8 sin? L;xj 8sin? 21+l 8sin? 214 + 8 sin? L’ﬁl;x'/ﬂ e Sm\{]— ’ ]+}
1 1 1 . .
Ym—x;_ —1 , —x;_ _ Y, =x;_ J:]—_l
8sin? ==L lf— Lo gein2 Tt g2 It
T g2 I J ==
N S = j.—1
2 Ny J=J+
8sin? —5+
T 1 =
Vm—X; —x; — s =
8sin? 2= - 8 sin? 22 2“'“ 8 sin? M

(7.27)

In the bulk when j € S5 \{j- — 1, j;+}, we have

1 1

Ym=Xj g2 Ym—Xjtl
=5 8 sin ==

— =0 m—j|7 0™ = 0@ im — j| 7,
8 sin

and similarly for the summands containing y,,+1. Therefore, the coefficients satisfy
ha(j.m) = O |m — j|73), forj € Se\{j- — 1. ji}. (7.28)

At the boundary, there is no such cancellation. Since x;, — y, = n 12 4 O(n’]),
we have

- 1
sin2 2 M o3y, (7.29)
2 4n
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Similar estimates hold for all terms in (7.27) at the boundary. Therefore, we have

~2+0m'?), j=j_,j;—1

Y . (7.30)
5+0m'™,  j=j—1j;

ha(j, m) = {

We now consider the case of even k in (7.19). In this case, we will be matching the
mth and (m 4 1)st contributions. From (7.19) and (7.20), we see that the key expression
to estimate is

Y = Xj
cot® ==~ ((xj+1 —x ) - xj—l)k+]) -

Ym+1 — Xj+1
cot P (g =) g =), (731)

Let us telescope, and first observe that

—x; — X
cot® Ym _ I _ eot® Ym+1 Jj+1

1
5 SElcot(k+l)zj|'|ym—xj—ym+1+Xj+1|,

where z; € (2574, 2S5 But

1 1
+ 2nu(x,,;) - 2nu(x;) +

Ym+1 —Xj+1 — Ym +Xj = Ym+1 — Xm+1 — Ym + Xm En — Ej,

and taking into account (7.22) and (4.5), we obtain that the contribution to (7.18)
coming from the difference of cotangents in (7.31) has the order of

0( Ck+l(k+ 1)!nk+2

" G DI =R kL (Iym+1 — X1 — Y+ X 4 8lm — jIn 2+ \|E||Oo)).

Simplifying this expression and summing over j € Sy, we obtain

> 0(C nim = I (1 = T = Y+l + 8lm = jIn ™2 + [ Ell))
jesg,

_ k3 _k _ k=3
= 0(C (™5 it = Xt = Y Xl #8077 07T Bl )) . (7.32)

Given that the zeroth term in (7.19) is cancelled identically, we sum (7.32) over even
k > 2, obtaining the contribution of the order

O |Yms1 = X1 — Y + Xm| + 07" + 02| E| o).

Next, let us estimate the second telescoped difference

k+1 k+1 k+1 k1
cot Ot =) G = oD = (g = )T = G =)t )

(7.33)

(k) Ym — Xj (
2
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Note that the factor in brackets in (7.33) equals

() =2 D" = (g2 = ) = (o — X = X2+ x) - Okn )
o | kn*% ! ! +E E
= n . - j—1 — i
i) 2nu(ien T
— 0(kn™(6n™2 + || Ello)). (7.34)

Combining (7.34) with (7.22) and (7.19), we find that the contribution of the difference
of mth and (m 4+ 1)st kth summand from (7.19) for even k has the order

CKitnk+1 ke -2 k o —k—1 2
n ——— - kn T (6n T 4+ | E]le0) ) = O(C¥|m — j| 0 +n7Elloo))-
klim — jI*+
Summing up over j € S5, we obtain

> 0(CHm— I G+ nlElw) = 0 (CFEn™2 + 07 2 Bl ).
jess,
(7.35)

We can sum the first expression on the right hand side of (7.35) over even k > 2, and
the second one over k > 4, yielding the contribution of the order O@n '+ |E|ls).
For the k = 2 case of the second expression in (7.35), we get the contribution of the
order O (n|| E||so)- This is a critical error without § factor and so we will consider it in

more detail. This error arises from the difference E;_1 — Ej 41 in (7.34), and equals
nu(x;) cos 214 _
Y DO I Byt — Ew) — (i — E) - 07, (1.36)
jese ST T

where O (n~2) contains a constant factor and a factor coming from (7.34). We represent
(7.36) as

Hym:= Y. h(j,m)(Ej— Ep), (7.37)
JESHUU—j+—1}

where the coefficients 43 (j, m) can be estimated by

4 2
h3(j,m) =0 (n—> 0m™H =0 <n—) ) (7.38)

Im — jI? Im — jI?

A better estimate is possible in the bulk, taking into account the cancellation - but we
do not need it.
Collecting all the estimates, we obtain (7.2). O
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Next, we work on the mismatched part in (4.8)

Ym — Y
2

Ym — Y
2

Ym — Y
2

I Ivis,m = Zn/ u(y) cot dy :2n/ u(y) cot dy+2n/ u(y) cot dy.
‘m Q; m

m

(7.39)
Recall that
Qn=Q,UQ), where @, =[5 —1,ym—n %1, QF =[ym+n""2 %, 1.

The endpoints in the definition of the intervals 2 record the accurate limits of inte-
gration in (7.39) (which influences the sign of the contributions). The correct order of
the limits of integration can be inferred from (4.1), (4.3) and (4.8).

Lemma 7.4 Let I Iyjsm be as defined in (7.39). Then,

_ z
I Ivgisn — I Ipis,m1 = nu(Xj, ) cot %((Ej+—l — En) + (Ej, — En))
_ z-
() cot = ((Bj -1 = En) + (Ej = En))

+ 012 (Yms1 — Ym — X1+ xm) + 8072 + 81| Elloo), (7.40)

where 7., z_ are such that 7o = n~ /> + O(n™").

Proof We focus our discussion on the first integral (over Q;’,;) in (7.39). The second
integral can be treated using the analogous argument. Decompose the integral as
follows:

2nu()_cj+_1)/ cot I _ydy—|—2n/ (u(y)—u(i”_l))cot
o 2 +

Q m

Ym — Y

dy.

(7.41)
The second term in (7.41) can be estimated by
O(n-n~"-sn~' - n'?) = 0@n'/?).

Here, we have used the fact that |22} | = OmY,and y, —y=n"124+0m") for
any y € Q. Let us offset the first term in (7.41) by its counterpart from 712 y+1 :

Xjy—1 — it —
2nu(x, 1) cot 22X gy — 2nux;,) cot 2L gy
ym+n_]/2 ym+1+n_]/2 2
Xjp—1=Ym z Xjp —Ym+1 z
= 2nu(x;, _ cot—d 2nu(x; cot —dz. 7.42
( J+ iy i > z+ ( ]+) /nfl/z 3 < ( )
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Let us replace u(x;, 1) in the first summand in (7.42) with u(x;, ). This generates an
error of the order

o@n™ n-n7'-n'?) = 0@n™'/?).

Then the difference in (7.42) can be written as

_ )Ej+ —Ym+1 z _
2nu(xj,) i cotzdz = 2nu(x;, ) cot
Xjp—1="Ym

4 - -
5 (Xj. = Ym+1 — Xjo—1 + Ym)s

(7.43)

where z4 € (Xj, 1 — Ym, Xj. — Ym+1), and clearly z = n=Y2 4+ 0(n="). Further
decomposition yields

Ej, 1+ Ej _E
2 m

Xjp = Ym+l = Xjoe1 + Y = — YVm+1 — Ym — Xm+1 + Xm) + (

1 1 1 1
+ — < - + — — — ) . (7.44)
2n \2u(xj,—1)  2u(xj)  u(xy)
The first term in (7.44) leads to an error
0(”3/2|ym+1 = Ym — Xm41 + xm')-

The second term in (7.44) produces dissipation at the boundary

Z

— _ Z
nu(x;,) cot %(E,»Pl — Ep) + nu(x;,) cot %(E — Ep).

J+

We keep this term in (7.40). The last term in (7.44) leads to a contribution

(%) cot = ( o ! ! ) (7.45)
u(x;j,)cot — - - — - — . .
a 2 2u(xj,—1)  2u(xj)  uXm)
Let us make the following simplifications here. Replace z4 by n ™12 Asz4 —n~1/%? =
O(n™1), the error generated by such substitution is
O(n-n~"-sn7"2) = 06n"?).

Replace u(x;, —1) by u(x;, ), the error is

o(n'?sn™") = 0n='/?).
Then (7.45) becomes

cot n . 4Cim) —_ u(i”). (7.46)

2 u(Xm)
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Such contribution produces a supercritical error of order O(5). We will group (7.46)
with the analogous term coming from the integral in €2,,, leading to

n-1/2 u(fm)—u@jgﬂotn*‘ﬂ u(m) —u(x; )

cot . - . -
2 u(X,) 2 u(Xp)

(7.47)

To explain the contribution from integration over £2,, to (7.47), let us quickly trace
through the corresponding computations. The analogs of the estimates in (7.41), (7.42),
(7.43) lead to the principal contribution

_ Ym_ij,—l z _ 7_ _ _
2nu(x;_) cot Edz = 2nu(x;_) cot 5 Om —Xj_—1+X_ — Yms1)

Ym+1—Xj_

where z_ € (Y41 — Xj_, Ym — Xj_—1). In the analog of (7.44), the second term leads
to the dissipative contribution

nu(x;_ )cot (E] —1— Ep) +nu(x;_ )cot (E —En),

that appears in (7.40). The analog of the last term in (7.44) leads to a contribution

- tZ— 1 + 1 — !
”(xf)c"?'(zu(le) 2u(¥;.) “(’fm))

that after simplifications yields the second term in (7.47).
Coming back to (7.47), we aim to exploit additional cancellations in the numerator:

(i) — u(E1)) + () — w(E)) = dett(En) (G — Fj,) + G — 51)) + OG0,
(7.48)

The higher order expression O(Sn~") in (7.48) leads to an error O (8n~1/2). For the
remaining first summand on the right side of (7.48), write

Jy—m—1 1 Jy—m—1

E;
X —Xi, = E /+
A = X 4nu(xm) = 2nu(xm+[) 4nu()?j+) Z m
(7.49)
1 m—j_—1 1 1 E, m—j_—1 E;
% — X = — —m E Z=
T =X = Gy l; G Ay 2 Z m-l
(7.50)

We can estimate the sum

~nll? 1/2

1 1 _Nn -1 —1\ _ —1
> <_2nu()?m+1) + 2nu()?m_1)> = > 08 )y=0@n""). (151)

=1 =1
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Compared with (7.51), in the corresponding sums in (7.49), (7.50) there could be at
most O(1 4+ n*/?||E||s)) mismatched summands. Each of these mismatched sum-
mands is of the order O(n!), leading to the error on~ 12 4+ on||E|loo) due to
the 0, u factor in (7.48) and cot factor in (7.47). The rest of the summands in (7.49),
(7.50) involving { £} add up to O(n'?|E|ls0), leading to O (6n|| E||«0) error. Putting
everything together, we obtain

—1/2 < _ <. —1/2 b _ X

cot *  4Cm) - uxy,) cot  4Gm) - u(x;) = O(Bn_l/2 +8n) Elloo).
2 u(x,,) 2 u(Xp)

Collecting all bounds, we obtain (7.40). O

Combining (7.2) and (7.40), we conclude that

IIZ,m - 112,m+1 = D2,m + D3‘m + Hl,m + H2,m + H3,m
+ O(PIE oo + 1Y) |ymt1 = Y — Xmt1 + Xul)
+00n™"? 4+ 8n| Ello + 8n° logn| E|l3,) + O *|| Ellos + n*| E|I3,), (7.52)

where we collect the boundary terms and define D3 ;, as

_ z
D3 :=nu(xj, ) cot %((Eh,l —En)+ (Ej, — En))

+ nu(;_) cot %‘((E,;_l — En) + (Ej_ — En))
—nu(E;,) cot 2B, — E,) —nu(Ej,)cot LM g )
— nu(E;_) cot W(E,; — Ey) — nu(¥;_) cot %(E,,I —En)
= > d3(j, m)(Ej — Ep). (7.53)
Jeliom1, o a1, i)

We adjusted some arguments of u for simplicity; these changes generate a subcritical
error of the order O (8n'/?||E||oo).

The following lemma shows that the coefficients d3(j, m) are positive, and hence
D3, produces dissipation at the interface. This will turn out to be only a part of
dissipation on the interface; we will bring all parts together later in Section 8.

Lemma 7.5 The coefficients d3(j, m) in (7.53) are positive, and they satisfy

5+ 0m'24+n*logn|Elle +n*(logm?|EN3),  j=j-j+—1,
3+ 00" +n?logn||Elleo + n*(logm)?|EN2), j=j-— 1. js.
(7.54)

d3(j,m) =

Proof Let us first check d3(j — 1, m) (a similar argument applies to d3(j_, m)). From
(7.53), we have

v
d3(js — 1, m) =nu(F;, ) cot %* — nu(;, ) cot ”Ty’”

@ Springer



The Flow of Polynomial Roots Page 49 of 69 16

nu(x;,)

== — T (xj, —ym—24) + O, (7.55)
. 20X VYm J+
2sin® 5=
Now, we show x;, — y,, —z4 > 0. Recall that z € (X, 1 — Y, Xj, — Ym+1). Let
us check the two endpoints. Clearly,
_ 1 Ej,_ 1 -
(xjy = ym) = Fjym1 = ym) = £ + O(IElloo +n7%) ¥7156)

4nu(ij+,1)+ 2 T i)

for all n large enough due to (3.4). We adjusted the argument of u from x;, _; to X,
incurring O (n2) error.

For the other endpoint, we apply the rough estimate (5.14) on y,+1 —Yim —Xm+1+Xm
in (7.44) and get

¥/, — Ymt1 — Xjo—1 + Yl = O ™? +logn|| E oo
+ogm)? | EII%) + O(IElls) + O(8n72).

Then, we deduce

(xXj, — ym) — (X, — Ym+1)
= ((Xj+ = Ym) — ()EjJr—l - ym)) - ()EjJr — Ym+1 — )EjJr—l + Ym)
1

= ———— +0n 2 +logn|E|le + (logn)? | E|%). (7.57)
dnu(x;,)

Combining (7.56) and (7.57), we conclude

—3/2 2 2
Xj, = Ym—24 = remrEm + 03" 4 logn| E oo + (logn)?|| E|%,).(7.58)

Moreover, recall (7.29):

.2 X T Ym 1 —-3/2
—_— = — O .
sin 5 I + O(n )

Substituting these estimates into (7.55), we get

nu(%;,)

d3(jy — 1,m) = + 0" + n*logn||Elle + (logm)*IElI%)

2nu(x;,)
n
=5+ O(n'? + n?lognl||E|lo + n*(logn)?| E|I%),
exactly as claimed in (7.54).

Next, we check d3(j+, m) (a similar argument applies to d3(j— — 1, m)). The analog
of the calculation in (7.55) is

Xjy+1 — Ym

d3(jy. m) =nu(fj+)cot%+ — nu(;,) cot
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nu(x;,)
2 Xjp+1—Ym
2

=— (Xjut1 = Ym —24) + O(@'7?).
2 sin

From (7.58), it follows that

3

o Y I | E 1 2IE ).
4nu()_cj~+)+ (n™* +logn| Ellec + (logn)||Ell5,)

Xjp4+1 = Ym — 24
Hence,

. _ 3
d3(jp,m) = 2n%u(i}j,) - ———=— + O(n'"? + n*logn| | E|los + (logn)?| E||%)
dnu(x;,)

3n
=5+ O(n'"? + n*lognl||E o + n*(logn)?| E||2).

8 Propagation of errors equation

Now we are going to put together our estimates and bring the propagation of errors
equation to the form that is most convenient for further analysis. Let us recall the
estimates in (6.23), (7.1) and (7.52). These bounds lead to the characterization

Gm - Gm+1 = Dl,m + D2,m + D3,m + Bl,m + B2,m + Hl,m + H2,m + H3,m
+ O(( I Elloo + 1Y) Ymt1 = Ym — Xma1 + Xm)
+0(8(n™"? + n||Elloc +n*lognllE|I%)) + O 2| Elloo + n* | E|IZ).

Substituting this into (5.13), we have

Ym+1 — Ym — Xm+1 + Xm
0 u(x 1 Hu
- _2;14(()2,:))2 Omet = X G + HuGe?) (T) (tm)
u(Xym)Hu(x,y,)
2mn?(u(xp)? + Hu(p,
sin? 7
872n2u(x,,)?
+ O((llElloo + 17 ) Yma1 = Ym — Xma1 + Xml)
+0(8n2 +8n Y Ello) + O Ell o + (logm)?[| E|12).

H
A+ A2, (7”) ()

(Dl,m + D2,m + D3,m + Bl,m + B2,m + Hl,m + H2,m + H3,m)

The term in the penultimate line can be absorbed into the left hand side. Provided that
n is sufficiently large and (3.4) holds, we obtain

Ym+1 — Ym — Xm+1 + Xm = (1 + O E|loo + n_l/z))x
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Bt (o, 1 Hu\
x[ L;z(ymﬂ—xmﬂw ) (—”) (Em)

" 20uGim An2(u(Em)? + Hu@)?)  \ u
u(Xm) Hu (%)
272 (u(Xm)? + Hu(Xpm)?)
sin? z
8m2n2u(x,,)?

Hu B
) (A],m + AZ,m)ax 7 Xm)
(Dl,m + D2,m + D3,m + Bl,m + B2,m + Hl,m + H2,m + H3,m)
+0(6n 2 +8n"Ellso) + O (n*3/2||E||oo + (1ogn)2||E||§o) } 8.1)

Now, we link the estimate above to the propagation of the error {E! }. Let A7 = ﬁ
To obtain sufficiently strong estimates, we need the following lemma that will let us
control decay in time of the time derivatives of u. Let us recall that u(x, #) solves

5 u? Hu 1 uAu — Huou 8.2)

u -_———— — = —-—— . .

! T2+ Hu?) "\ u 7 u?+ Hu?
Lemma 8.1 Letu(x, t) be the solution of (8.2) corresponding toug € H*(S),s > 5/2.
Then for every time t,

I8 (-, )l oo + 197U (-, Dl oo + 182U, Dl < C8(1),

where § is defined in (5.2), and the constant C that may only depend on ug and s.

Proof The bound for d,;u follows directly from (8.2), global regularity, the bound
[Hullpoe < Clloxullze, as well as

[Aullze = |HoxullLe < C(y)ldxullcr. (8.3)

Note that || 0y u || c» can be controlled by ||0yu ||~ and || Bfu || oo, and hence is bounded
by é.

Theboundon || 8t2x u|| L is proved by differentiating (8.2) and carrying out estimates
very similar to the above one. Additional term that we need to estimate for ||8t2u || oo
takes form

(8.4)

1 ulAu — Huoyu
||8;AM||LOO = ; A

u? + (Hu)?

L

This term can be controlled by using (8.3) as well as

IAfller = 1H fller = Cp)llox flicr,

where we can set f equal to the expression in the brackets in (8.4), and elementary
calculations. O
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By the definition of the error (1.3), we have

Eytn+At - Eytn = (Ym41 — Ym — Xm+1 + Xpm) —

1
_ + — (85
20U, t + At)  2nu(Zp, 1) )

Using Lemma 8.1, we find that

1 1
UG, t+ A1) u(om, 1)

1\ _ 1\ _ _ _ - _
= 3[ (;) (xmv t) - At + 0(8At2) + 8x (;) (XMs r+ At) . (Ym - xm) + O(alym - xm‘z)

O u (X, 1) Ot (Xp, 1) _ - )
= — At — — 0@
M()Em, t)z M()Em, [)2 ()’m xm) + ( n )

1 5 Hu G 1) 1
- HuN g . L
W@, )2+ Hu(Gp, )2 "\ )77 20

Oxu (X, t) Oxu (X, 1) _2
= m()’mﬂ — Xm+1) + m(}’mﬂ — Ym = Xmy1 + X)) +0@n77),  (8.6)

where we have used (8.2) in the last equality. Let us substitute the estimate (8.6) into
(8.5) and get

Oyl
EfA = Ep = mtt = Ym = Xmt1 + Xm) (1 - 4’;“2>

: o (2 4 2 )+ 06n7Y. B
- — — —X n-7). .
Arn?w? + Hu?) “\ u 22 YAl T Amtl

Here, for simplicity we no longer indicate the spatial and time dependence, as all
quantities are all evaluated at (x,,, 7).

Deploying the estimate (8.1) in (8.7), we observe that the leading terms of the order
O (n~2) cancel. We obtain

FitAr _ gt
m m
Ox U 1 Hu 1
=== - — (=] -onE /
|: znuz(merl Xm+l)+4ﬂn2(u2+Hu2) x( P >:| (n” lloo + 1 )
b M (Y Ayt Ag) - (14 O Ello + 07 Y2)
- _— . n
2mn2(u? + Hu?)? "\ u L 2.m oo TN
s 02
~12 sin” z
(14 0Bl +n712) - 25

X (Dl.m + DZ,m + D3,m + Bl,m + B2,m + Hl,m + H2,m + HS,m)
+0(8n7? + 807" Ellso) + 0@n ™ + 02| E|los + (logm)*|| E||%, + n(log )| E|I3,).
(8.8)

Let us examine (8.8). The first term on the right side of (8.8) can be estimated by
0 <8n_2 - (|| Ellos + n_l/z)) = 06+ 60 E o).
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The second term on the right side of (8.8) looks like
0 (8172 - nlognl|Elloe - (1 + nll Elloc + 1))
= 0(©n logn| Ellsc + 8logn|E|Z, + 8n~*logn|Ell).  (8.9)

The first error in (8.9) is supercritical and requires additional treatment. We write the
corresponding term explicitly:

uHu o (Y Ay + Any). (8.10)
2n2u? + Hu?)? " Lm Zm '

Below, we will prove estimates that will allow to absorb this part into the dissipation,
namely into the D; ,, expressions in (8.8).

For A1 ;,, decompose the sum in (5.10) into two parts and use the estimate similar
to (7.14):

1 Y — Xj
Atm = Z cot = ((Ej—1 — Em) + (Ej — En))

En Ym — Xj
— t— 4+ O(6n||E
+t o E cot———+ (6n| Elloo)

JESH
=Hym + OM||E |0 +n*logn| E||2,), (8.11)
where Hy ,, has the form
Hiw= ) ha(j.m)(E; = En),
JeSHUl+—1}

with coefficients

o (cot 27 cot ) e se(i— 1)

ha(jom) = | L cot 8=t i=j -1 = O@n|m — j|™h.
_CotM, j=j+—1
(8.12)

Now, for Aj ,,, decompose the sum in (5.11) into two parts and use the estimate
(4.18) and a straightforward bound on at most O (1 + 13/2|| E || o) mismatched sum-
mands to arrive at

m—1 m—1 ja—1 j—1

PPN

(= m)om — %))

iy (m _J)(ym _xj)
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E, ("= 1 =y
+7’" > — > — |+ 0@lIEl0)
= Ym j j=mt Ym Jj
= B3 + O E|oo +n*logn| E|I%), (8.13)

where B3, has the form

Bym= Y by(l,m)(E— Ep),

leSu\{m}
with coefficients
Zl'—‘ ﬁ J-=<l<m-—1
batmy = Sy T P EEETE —a),
=11 GemOm—xpe MHI=E= )4 =
(8.14)

Observe that after multiplication by a factor in (8.10), the error terms in (8.11) and
(8.13) become of the order O (6n~'||E|oo + 8 logn| E|1%,).

We combine (8.10) with the term on the fourth and fifth lines in (8.8). Let us
introduce the final dissipation term, covering all scales. It equals

> k(G m)(Ej — En),
j#m

with the coefficients

k(jom) = (1+ 0| Ellss +n7"/) - 85‘2“ jz [Zd(; m)+2b (. m)+2h . m>]

uHu

. ((Hu ; :
+ A+ Hud)? Oy (7) (b3(j, m) + ha(j, m)). (8.15)

Then, according to our estimates, the evolution of E;n in (8.8) can be summarized as

ENFA — Bl =) k' (jom)(ES — Ep) + 0(8n™2 + 607 E' o)

j#m

+ 0| E oo + (logn)? | E'[I3, + n(logm)*[|E'[12,). (8.16)
Finally, let us examine more carefully the coefficients «/(j, m).

Theorem 8.2 The error E!, propagates according to the evolution equation
ETA gt _ At LUE!
+0(8n72 4807 EMloo) + O (2| E' oo + (log m)* | E' (13, + n(log )’ E"[1%,).
(8.17)
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where the operator L! is a diffusive operator given by

1 .
(L'E",, = ~ 2#: k' (j, m)(EY; — E},). (8.18)
J.JFm

The diffusion coefficients k' (j, m) satisfy

1
tes —
k' (j,m)= A
167202 (u? + Hu?) sin>

(140072 +51j —min™" + nlognl Elloc + (og 2| EI%, +n* | EI +n* 1))
(8.19)

t+At

where u and Hu can be evaluated at x!,, and x;, X,

are the polynomial roots at time

t and t + At, respectively. Note that x,’,j‘A’ = Yy in our usual notation. In particular,
assuming (3.4), for all n exceeding a threshold no(iig) that may only depend on the
initial data we have

K (j,m) ~ m — jI7% (8.20)
the constants involved in ~ can be chosen uniformly for all t, m and j and depend
only on uy.

Remark 8.3 Recall the formula for the fractional Laplacian

_ 1 ux) —u(y) 1 u(x) —u(y)
Au(x) = ﬂP.V./}R P dy = yy P.V./; sinz(%) d

Observe that given the formula above, At = ﬁ relationship, (8.18) and (8.19), the
equation (8.17) looks like a discretization of the continuous in time and space PDE
that to the main order is just a modulated fractional heat equation:

u(x,t)

O E(x, 1) = T W2(x, 1) + Hu2(x, 1))

AE(x,t)+ errors.

The leading term of this equation coincides with the dissipative part of (1.2). The
appearance of such a simple PDE controlling the error between the evolution of roots
and the PDE (1.1) is surprising.

Proof For simplicity, we will omit time dependence in notation for « (j, m). Let us
start with the near field j € S,,\{m, j_, j+ — 1}, where

. _ sin® z . . )
k(j,m)=(1+ O@m|Ells +n""%)- o (di(j,m) +bi(j,m) + ba(j, m))

n uHu 5 Hu by (G m)
. — - , ).
2nn2(u? + Hu?)? “\u 3
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Note that there are additional contributions from D3 ,, and other terms at the boundary
Jj = j—, j+ — 1 that will be discussed later.
First, observe that (8.14) implies

~ . uHu Hu .
=0@n nlm—jI™) Sm—j| a2 (8.21)

for j € §;,. Next, we have already shown in (6.9), (6.15) and (6.21) that

2 n?

Om = x)Oms1 —Xxj41)  Im— j|

dy(j.m) = 1 b1 Gam)L b (Gom)| S n Py (jom).

(8.22)

To incorporate the contribution (8.21) from 153,,,, (7), let us analyze the pre-factor in
the fourth line of (8.8). Applying (5.12), we get

| Lip sinz 1
(1+ 0@l Elleo +n75) - 872n2u?  8m2n2(u? + Hu?)

+0 (n_5/2 +n " ogn|| Eloo + (logn)? | E|%, + n(logn)2||E||§o) . (823)

Then, taking into account (8.21) and (8.22), as well as (4.5) and (4.13), a short com-
putation leads to

fa2
S —1/2y), _SI" 2
€(om) = (14 00 Elloe +n7"%) - o5
- 4Gm
T 87212 u? + Hu?)

~m— 1720 + 0~ Y2 4 nlogn| Elleo + n*Qog )| E|%, 4+ 2 Qogm)2 | EN2,)  (8.24)

(di(j,m) + by (j,m) + ba(j, m)) + b3 ()

(14002 + nlogn| Elloc +n*(log | EI%, +n*log m? | E]1%,) )

for j € Su\{m, j—, j+ — 1}.
To pass from (8.24) to the form (8.19), note first that

1 1 1 1
- = ~Om|Ellcc +n"),
Ym — Xj Ym+1 — Xj+1 Ym — Xj

where we used (6.6) and an estimate | y;,11 — Y — Xm+1 + Xm| = O(| Elloo + n2)
that follows from (8.1). Here we split the numerator in the usual manner and used
that from the more precise estimate (8.1) it follows that |y, +1 — Y — Xm+41 + Xm| =
O(|lElloo +n~2). Thus we can replace yy4+1 — xj+1 in (8.22) by y, — x; and absorb

@ Springer



The Flow of Polynomial Roots Page 57 of 69 16

the difference into the error. Then observe that for |y, — x;| < n=172,

2 1

(Ym — Xj)z 2 sin? @ 2 sin? %

1
iy = -1
O(lym — x17) = 2 sin? 22 o),

proving (8.19) in near field.

Next, we consider the interface j = j_—1, j_, j+ —1, j+. The analysisfor j = j_
and j; — 1 is similar, so let us focus on the former. According to (7.54),

d3(joym) = g (1 +0m "%+ nlogn|Es +n(1ogn)2||E||§o)) . (825)
We also get from (7.10) that
hi(j,m) = Om*| E|0o + 8n'/?), (8.26)
and from (7.38), (8.12) that
h3(j, m)] + |ha(i, m)| = O@n'/?) (8.27)
forall j =j_—1,j_, j+ — 1, jyt.

The term H, ,,, on the other hand, yields an essential contribution: the estimate
(7.30) shows that

ho(j_, m) = —% (1 + O(n_l/z)) . (8.28)

Finally, since j_ € Sy, there is also a contribution from Dy ,,, with

di(j-,m) = 2 = 2 =2n (1+0(n‘1/2)).
o Ome1 =X 4D)Om — X)) n~L 4+ 0@37?)
(8.29)

Then, due to (8.25), (8.28), and (8.29) we have

diiom) + i m) + ha(jmsm) = 20 (14 02+ nlog nl| Ellos + n(log [ E]1%)) = 0.

(8.30)
Combining (5.12), (8.30), (8.26), (8.27), (8.21) and (8.15), we obtain
. _ 1
U= = e ¥ Hitn
x (140 (12 + nlognl| Ellag + n(logn | E%, + n logn | EI, ) )
(8.31)
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For j = j; (and similarly for j = j_ — 1), from (7.54) and (7.30) we find
d(issm) + haGiom) =20 (14 0™ + nlognl| Elloe + nlogm?* 1 EIL,))

Taking into account (5.12), (8.26), (8.27), (8.12) and (8.15), we arrive at the estimate
for « (j+, m) identical to (8.31). Note also that the main term in (8.31) coincides with
(8.19), since |y, — xjl =n" 12+ 0m ") forj = jo —1,j_,jy — 1, and jy. It
follows that « (j, m) at the interface satisfy (8.19), and in particular

K(j,m) ~ |m— j|=*

for all these j for all sufficiently large n.
Finally, for the far field j € S5, \{j— — 1, j+}, we have

sin? z
8m2n2uy?
(da(jom) + h1(j,m) + ha(j,m) + h3(j,m))
+ uHu a <ﬂ> ha(G,m). (8.32)
2en?u? 4+ Hu?)?2 7\ u 44

Kk(j,m)=(1+ O0m|Ells +n""%)-

We have shown in (7.17), (7.10), (7.28) and (7.38) that

bjom) =—— (14 07 2 0l ), (833)
2 sin? —y'"zx’
o on_ nElec
> hi(j.m) =0 S ). (8.34)
P Im —jl — Im —jI=  |m—jl

The last two terms in the expression for Z?:l hi(j,m) in (8.34) can be absorbed into
d>(j, m) since due to (4.5), we have

C 2 2 2 2
(”_0)’?2 > da(j,m) > (8.35)
|m — j| lm — ji
while
3 E 2 2
0<n ! ".°§ = .z>= L OGIElw +n7"?), V) e 548.36)
|m — j| Im — j|3 |m — j|

The first term O (8n|lm — j|~') is trickier, since when |m — j| ~ n, this term is
generally of the order O(1), similarly to d>(j, m). Due to (8.10), (8.12), a term of
the order O (6n|m — j|’1) also arises from Hy,, in (8.32). We will handle these
perturbations as follows. Using (8.35), let us write
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O@nim — jI") = n?lm — jI720@En ' im — j|) = da(j, m)O@Gn~" Im — j).
(8.37)

Applying (8.23), (8.32), (8.33), (8.36), (8.37) and (8.34) we get that for j € S\ {j_ —
19 j+}7

1

— X
167202 (u? + Hu?) sin? L’Z"‘/

k(j,m)=

x (14 06n~" Im = j1+n7"2 + nlogn| Ellos +n* (ogm? | I, +n(logm | EI1%)) -
(8.38)

This already proves (8.19), but it remains to show (8.20). Observe that there exists
B(ug) > 0 such that if |m — j| < B(up)n, then the dangerous error term in (8.38)
satisfies

1
o6n™"m—jn| = 3.
for all times, as the constants depending on ug that are involved in O are uniformly
bounded due to Theorem 3.1. On the other hand, observe that

1
TR T Yo da(.m)OGn m — j)(E; — Ep)

nz|m—j|>pBuo)n

SonMEle Y. Im—jIT = 06n | Ell).

nz|m—j|>pBuo)n

It follows that for j such that |m — j| > B(ug)n, the O(Sn~'|m — j|) term in (8.38)
can be removed and absorbed into the favorable critical error O (81! E||so) in (8.16).
Using (4.5), this implies that we can arrange so that for all sufficiently large n,

2
min

2(u? 4+ Hu®)|m — j|

u

KGm) = 5~ m— 7

For the rest of the paper, we will assume that this arrangement is made, and that in
(8.16)

0@lj —mln~" <

W[ —

for all j, m,t. O
Next, we show an /! bound on {k"(-, m)}. Since our evolution is discrete in time, we

need control on the /! norm of our kernel to ensure stability that allows an argument
similar to maximum principle that we will use to prove Theorem 1.1.
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Lemma 8.4 Fix any time t, and assume (3.4) holds. Then, for all n > ng(itg) large
enough, for all m, we have

> KG.m)=S@) <1-p.
{jijm)

The constant p > 0 depends only on ug and may be chosen uniformly for all times,
all sufficiently large n > ng(itp), and m.

Proof From (8.20) it follows that the contribution of the sum over j € S, is of the
order O(n~'/2). Then (8.22), (8.24) and (8.31) imply

Z (j,m) 1 H Z :
klj,m)= o555 2 . —
i 8 n*(u” + Hu?) jeSmvim) (Ym+1 x]+1)(ym x])

+ 0% 4 nlogn| Ells + n*(ogn)?| E|% + nQogn)* | E|2,).
(8.39)

Let us break the sum in (8.39) into three regions: (i) m +2 < j < ji — 1, (ii)
j— <j<m—1,and (iii) j = m + 1. For the first region (j > m + 2), we have

-1
1
Xj— Ym =Xm+1 — Ym + Z <m ! El)

I=m+1
j—m—1 Im — jI? .
ZW‘FO n—2+|m—]| lEloo | :
m
j—m—1 Im — jI? .
xjﬂ_ymHZT(j) n—2+|m—J|||E||oo .
m
Then,
1 i 2

872n2u? + Hu?) Pt Om+1 = Xj4+1) Om — Xj)

1 g 2 ( n nlEls | ntIE|2
< —+0 — + — T .00>
8m2n2(u? + Hu?) -;2 (j—m—l>2 lm—jl  m—=j>  |m—j]?

J= 2nu
u? il 1
_ 2 : -1 20 2
T x2w? + Hu?) | (j—m—1)2 +O(n logn + 2| Elloo + ”E”oo)

j=m+2
2

< 4 0(n  logn +nlElle +n2IEIL).
= 6(u? + Hu?) >

Here, we have used the Euler identity Y ;2 , k=2 = %2. A similar argument can be
done for the second region j < m — 1, yielding an identical bound.
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Finally, the summand corresponding to j = m+1 canbe large if y,, is close to x4 1.
However, we established a fairly precise control over this distance in Lemma 4.4. Let
us apply the lower bound estimate (4.34) and obtain

1 2
8772’12(’42 + Huz) (Ym+1 = Xm42) Ym — Xm1)
1 2
= . + 0™ + nlogn|Ellso + n*(ogn)? | E|?
S (e () ) X

u?

= + 0(n™ "2 £ nlogn| E|so +n*(ogn)? | E|I%).
w? + Hu?) (arccot (%))2 ( * ~)

Here u and Hu are evaluated at x,,,, and error coming from the main term for y,, 1 —
Xma2 in (4.34) is absorbed into the lager O (n~3/?) error. Putting the three regions
together, we get the following bound

> k(am) < % . <1 + 12> + 0(n™ "2 + nlogn|| Ellsc +n*(logn)*| E||%,).
JuiEm L+ (5 )

(8.40)
Set ¢ = arccot (%) € (0, ). The value of a depends on u. Since % is uniformly
bounded in time, a > a(ug) > 0 is bounded away from zero uniformly for all times
and x,,. We rewrite the bound above in terms of a as follows:

Z K(j,m) <sin*a- (l + %) +o(1) =: F(a) + o(1).
3 a

Joj#m

The o(1) includes all errors from (8.40) and is based on (3.4). Observe that F'(a) is a
decreasing function in (0, i), and clearly lim,_,o F'(a) = 1. Indeed, one can compute

2sina

F'(a) =
(@) =——3

(a(a2 +3)cosa —3sina).

It is immediate that F'(a) < Oifa € [F, 7). Fora € (0, 3), we claim that a(a* +

. . 3 . .
3)cosa — 3sina < 0, or equivalently tana > a + %-. But using Taylor series for
tan a, we see that

a® i(tan)<2i+1>(0)a2i+1_2a5 174’

tana —a — — - = — +
(2i +1)! 15 315

b4
3 + .- >0, Vae(O,E).

i=2

(8.41)

Indeed, the last inequality in (8.41) follows from tan®" (0) = 0, tan®*1(0) > 0 for
all i (this can be derived by induction using f’ = 1+ f for f(x) = tan x). Therefore,
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we end up with

Y k(j,m) < Fla(o)) +o(1) < 1
j#m

for all n > ng(iip). O

9 Proof of Theorem 1.1

It will be convenient for us to define

K'mom):=1— " k'(j.m)=1-58@. ©.1)
(j:j#m)

Then, we can express

ELA =B, + At (L'E)y = EL+ Y k' (jom)(E — EL)
{j:j7m}

2n
=(1=SO)E, + Y «'(j.mE; = «'(j,mES.
{jrj#m) =

Therefore, the dynamics (8.17) becomes

2n
EAt =3 1 (GomES + 0807+ 5n 7V E' o)
j=1
+ 0 E oo + (logn)? [ E 12, + n(logn)* | E'[I2,). 9.2)

The diffusion coefficients «’(j, m) satisfy

2n
Zlct(j,m) =1
j=1

due to the definition (9.1). Also, from (8.20) and Lemma 8.4, we know that k'’ (j, m) ~
Im— j|=2 > 0if j # m, and k" (m, m) > p > 0.

We continue with the following lemma, which establishes a bound that will play
for us a role similar to the mean zero condition for the Poincaré inequality.

Lemma 9.1 Suppose foh uo(x)dx = 1. Then for all times t, we have

2n
D EL =000 4 61l E'||oo)- 9.3)
j=1
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Proof Observe that fozn u(x,t)dx = 1 for all times. On the other hand, by midpoint
rule

2
/ w0 de =Y (u@, 0y, = x) + 0@ )
0 -
J

! _ - - -
= Z (% + Efu(x), 1)+ 0@n 3)) =1+ Z Eju(®), 1)+ 0@n™?).
J J

This leads to

2n
ZE;u(i;,z) = 0@n7?).
j=1

Then, we can compute

2n
S
=1 J Umin (1)

> B+ > Ehu o
Umax (1) :

[J:E!=0) {j:E}<0)

= ( o1 ) > Ehun+
. J J’
Umin (1) Umax (1) (_/ZE’/ZO}

1 2n
too=t
E Eju(xj,t)

u
max(t) i=1

|0 u(-, t
< ll9x 2( )l oo
uO,min

200, max | E' [l oo + ~0@Bn?) = 00n% +6n||E' o).

U, min

A similar bound can be obtained for — ) G E ; This completes the proof of (9.3). O

Next we obtain an improved estimate on the dissipative term ) j k' (j, m)E", using
a discrete analogue of the proof on (3.1) (see [26,Lemma 4.2]).

Proposition 9.2 Suppose foh uo(x)dx = 1, and (3.4) holds. Given any t > 0 and
m € {1, ---,2n}, and provided that n > no (o) is sufficiently large, we have

2n

Y GemE) < (1= 2= ) 1E oo+ O(on™ + on™ [ E'loo + 072 E o + lognl| E' ).
n

j=1

9.4)
2 4
where o = =
Proof For any given « € (0, 7r), we can decompose the indices {1, - - - , 2n} into two
parts

Jey ={j bt sl sa}, J@ =11 20 @.
Note that the sets J(«), J(«) depend on ¢ and m.
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From (8.19), using (3.4), we have

1

K (G,m) = e+ 02 +5]j —min +n"" logn|| E'||c).
X —X5
1672122 + Hu?) sin? T
9.5)
Let us denote
— 1
K, (0) = 9.6)

1672n2 W2 (x,, 1) + Hu? (%!, 1)) sin* &
Then, we obtain

K (Gom) = &b @) — 0(Bn 2+ 02+ n MognllE' o), J € J(@),
K (jom) < i@+ 0(n2 +n2 +n ogn|| Eloo),  j € J ().

Now, we compute

2n
ok GomE; = Y kG (ES = IIE o) + I1E oo Y k' (jum)
j=1

jet(@) JjeJ (@)

+ Y kG E A IE o) — 1E oo Y &' (o)

JjeJ(a) JjeJ(a)
<&@ Y (ES = E o) +Bh@) Y (B + 1 loo)
JjeJ (@) jeJ(a)

+ OMIE lso) - O(8n™ 2 + 172 + n~ ogn| E' o)

FIE o Y G = Y (o)

jeJ(a) jeJ(a)

2n
= Ry (@) Y 4+ Bl @ E oo @0 =200 @D + I E'lo(1 -2 Y2 &'(jum)
j=1 jell(@)

+ 0(8n NE oo + 12| E |0 + logn|| E'[1%) 9.7)

For the rest of the argument, letus set« = /2. Then in the penultimate line of (9.7),
the first term can be bounded by O (6n=% using (9.3) and (9.6). To estimate the second
summand in the penultimate line of (9.7), observe that for any j € [m — %, m + %]

f Im —jl+1

t+At t t+At t t . t
o = = b — | g, — Xl = S - OUm =l 1E )
min

jt=
w(lm—j|+1
s =TI D 4 06 4 nl£ 10,
where the last equality is due to (3.1). This implies

|J(/2)| > n — C(Sn +n?|| E'||so).
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Therefore,
KL (T/DNE loo@n — 210 (2/2)]) = O6n | E' oo + I E"[1Z).

For the remaining third summand in the penultimate line of (9.7), we apply (9.5), (3.1),
(3.2), and the following bound

j—1

t+Ar t+Ar +E) = Im — j| -1 E
m V= ~ +1 m<2nu(x 1) 1) 2nu + 00 +nT + nlE o).
This yields
1
ty: _ —1 -2 t
2 KGm= Y e PO T 1E o)
jeJe(m/2) jeJe(m/2) n’u X )7 sin” TpEs

—l — 1 -1 —-3/2 t
16721252 JXE )sinz |,ij| + 0(8n +n +logn||E ||oo)_
E “a nit

The sum can be approximated by the following integral.

1 _ (T

jedote S g Sz

_ 4n
=8nu+ O(1) = — + O(1).
T

Then

1
t, . _ —1 -2 t
Z Km) = o + 06+t IE ).

jeJe(x/2)
Let us insert all the estimates above to (9.7). We end up with
2n

D k' G.mE; <0@n ™t + 57 E o) + I1E o (1
j=1

4 ||E’||oo>)
+ 08 E oo +n | E oo + logn| E'|1%)
_ (1
2

This is exactly (9.4) if we recall that o0 = - O

1 _ _ _
2nﬁ>||E'||oo+0(8n Y4 8n  E oo +n 2| E oo + logn| E'NI3,).

Now we are ready to finish the proof of Theorem 1.1.

Proof of Theorem 1.1 Let us apply (9.4) to the estimate (9.2) and get
o
1E 2 oo = (1= =) 1E oo + C16(0) (07 1 E" llow +n72)
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+Co (172"l + Qogm | E* 1%, + nlogm* 1 ', )

where Ci and C; depend only on ug. Given (3.1), (3.2), and (3.4), we can find a
constant C3 = C3(ug) such that for all n > ng(iig) and all 7,

C
C18(1) < ge*‘”,

C
€2 (072 + (logm 2 E' oo + nlogm 2| E' ) < Sn =12,

Then we have that for all sufficiently large n > ng (i)

1+A1 o Cze?! C3 ‘ Cze 9!
IE"+A| o < (1 — 5ttt ) 1E e+ T O8)
for all ¢. By iterating (9.8), we find that
2nt—1 _oi
t 11— _i Cze  2n C3
IE oo < Zon 1;[) l= ot =+ 5
2nt—1 2nt—1 _os
C3 _oi o  Cze C3
+ ) e l_[ 1- m + m + S ET)
i=0 s=i+1
2nt—1

1 ' i i+1y,C3 , C3 i+1
< Zogn— - TG 5/32 Z o5 B4 =
n
i=0

_ C3
<C (zon”*f + n*3/2t) oot 9.9

where C is a constant that only depends on ug, and (9.9) holds for all n > ng(ig)
and all ¢+ while (3.4) remains in force. In fact, we can compute explicitly that C =

C
(2 +4C3)es would work. This is exactly (1.4).
Now we can go back and note that given ¢ and the initial fit controlled by Zon~'~¢,
we can define Zpax in (3.4) to be equal to

max(C (ug) Zy, C(uo)),

where C(ug) is from (9.9). With this definition of Z,,x at hand, we can determine the
threshold value nq(iig) such that for all n > ng(iig), (9.9) holds for all 7. O
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