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People who are blind share their images and videos with companies that provide visual assistance tech-

nologies (VATs) to gain access to information about their surroundings. A challenge is that people who are 

blind cannot independently validate the content of the images and videos before they share them, and their 

visual data commonly contains private content. We examine privacy concerns for blind people who share 

personal visual data with VAT companies that provide descriptions authored by humans or artifcial intelli-

gence (AI). We frst interviewed 18 people who are blind about their perceptions of privacy when using both 

types of VATs. Then we asked the participants to rate 21 types of image content according to their level of 

privacy concern if the information was shared knowingly versus unknowingly with human- or AI-powered 

VATs. Finally, we analyzed what information VAT companies communicate to users about their collection 

and processing of users’ personal visual data through their privacy policies. Our fndings have implications 

for the development of VATs that safeguard blind users’ visual privacy, and our methods may be useful for 

other camera-based technology companies and their users. 
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1 INTRODUCTION 
People who are blind take and share images and videos of their surroundings to receive visual 
assistance. Visual assistance technologies (VATs) return a description of the visual content in 
response to submitted images or videos. VATs are supported on a variety of devices, including 
mobile phones [15, 34, 74, 83, 99] and smart glasses [7, 78]. VATs provide visual assistance using 
remote human visual assistants (human-powered VATs), artifcial intelligence (AI) algorithms 
(AI-powered VATs), or a combination of the two. 

Images and videos shared with VATs can contain private information [8, 45, 64, 90], which we 
refer to as private visual content (PVC). For example, Gurari et al. (2019) found that over 10% 
of the images blind people took (from over 40,000 images) show personal information such as 
medical, fnancial, computer/account login information, and faces of other people [45]. Privacy is 
of great concern at a time when many companies record users’ personal data,1 and even more so 
given that blind people cannot always know if they leak PVC to VATs prior to receiving visual 
assistance. 
Complementing prior work in accessible computing [4, 5, 9], we examine visual privacy in the 

context of VATs. Through two studies, our work ofers novel insight about blind people’s pri-
vacy concerns when using VATs. Study 1 addresses three research questions (RQs) through 
semi-structured interviews with 18 blind participants. RQ1 was What factors do people who are 
blind identify as impacting their privacy in the context of their use of VATs? In addition to inter-
view questions that addressed RQ1, we asked participants to complete a Privacy Concerns Rating 
Task by rating their level of privacy concern for 21 types of PVC—originally identifed by Gurari 
et al. [45]—according to the following hypothetical but realistic contextual conditions: personal vi-
sual data containing PVC was leaked publicly, or it was shared knowingly or unknowingly with 
either human-powered or AI-powered VATs. This data enabled us to examine, Which PVC types are of 
most concern to people who are blind, generally as well as when using human-powered vs. AI-powered 
VATs? (RQ2), and How does the intentionality (knowingly or unknowingly) of privacy disclosures af-
fect what is considered to be private visual content when using VATs (RQ3). To complement Study 
1 and further understand What VAT companies communicate to users about the collection and pro-
cessing of their visual data, as embodied through privacy policies (RQ4), we then conducted Study 
2. We analyzed 13 VATs’ privacy policies according to eight prompts related to the collection and 
processing of users’ images and videos. 
From the Study 1 interviews, we found that blind people’s privacy perceptions are infuenced 

by factors that fall under three themes: (1) users’ own and other people’s well-being, (2) their 
understanding of how VATs provide assistance, and (3) their underlying values. Some of these 
factors increase privacy risk while others reduce it. We present these fndings for both human-
powered and AI-powered VATs in Section 3. We then present fndings from the Privacy Concerns 
Rating Task in Section 4, which provide new insights on the types of PVC that are of most concern 
to blind people when sharing images with human-powered vs. AI-powered VATs, and according 
to their awareness of the PVC disclosure. Finally, in Section 5 we present fndings from Study 2 
that reveal that 7 of the 13 VAT companies in our sample do not provide notice about the collection 
of personal visual data. Moreover, none of the companies provided notice about the retention of 
visual data, nor did they communicate to users about their choices to delete visual data or opt out 
of it being recorded. Only two companies mentioned whether they use visual data to develop AI, 
and only two companies mentioned whether they sell visual data to third parties—both do. 

1Personal data is “any information relating to an identifed or identifable natural person (‘data subject’); an identifable 

natural person is one who can be identifed, directly or indirectly, in particular by reference to an identifer such as a name, an 

identifcation number, location data, an online identifer or to one or more factors specifc to the physical, physiological, genetic, 

mental, economic, cultural or social identity of that natural person” [80]. 
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We initially presented Study 1 at ASSETS 2020 [96]. This journal paper extends that work with 
an analysis of the Privacy Concerns Rating Task data from that study in two important ways 
(Section 4). First, we investigated another contextual factor that may impact VAT users’ privacy 
concerns: the impact of one’s visual experience, that is, being blind since birth (no prior visual ex-
perience) vs. acquiring blindness (prior visual experience). To do so, we conducted an exploratory 
quantitative comparison of the privacy concern rating scores for human-powered and AI-powered 
VATs according to the onset of one’s visual impairment. Second, we performed a thematic analy-
sis [22] of the short-answer responses participants provided as rationale for ratings of the 21 PVC 
types, and related contextual conditions. Study 2 (Section 5) is entirely new. 
Together, our extended fndings from Study 1 and Study 2: (1) reveal an expanded list of fac-

tors that infuence VAT users’ privacy concerns, (2) provide concrete guidance about the infuence 
of diferent contextual conditions on users’ privacy concerns overall and for each PVC type, and 
(3) surface a misalignment between users’ understanding and desire to know how VATs handle 
their personal visual data, and what information is communicated to them within VAT companies’ 
privacy policies. We discuss how our work may be used to develop privacy-protective human-
powered and AI-powered VATs that address users’ privacy concerns. Our work serves as a founda-
tion for the development of VATs that ofer human-centered privacy safeguards to “protect people 
who fall outside of the ‘norms’ refected and constructed by AI systems” [54] and to develop camera-
based technologies and AI systems based on ethical considerations [75, 102]. 

2 BACKGROUND AND RELATED WORK 
In this section, we frst provide background information on VATs. We then discuss our current 
understanding on how people who are blind use VATs, including their privacy concerns and prior 
eforts to develop taxonomies that indicate what content is private. 

2.1 Visual Assistance Technologies (VATs) 
Over the past decade, a variety of visual assistance technologies (VATs) have been developed 
to provide users with descriptions of their visual surroundings. There are two common types. The 
frst type entails captioning, by taking visual content as input and returning a description of the 
content such as about colors, text, money, objects, and people [6, 24, 34, 55, 60, 61, 69, 74, 99]. The 
second type entails visual question answering, and takes both visual content and a question about 
the visual content as input and then returns an answer [7, 15, 18]. In this paper, we focus on VATs 
of both types that center on users submitting their own visual content. 
VATs can be human-powered or AI-powered. Human-powered VATs [17] rely on humans, includ-

ing crowd workers [110], friends [19], social microvolunteers [20], or trained professionals [7]. AI-
powered VATs instead rely on AI. Prior work has shown that the privacy concerns of blind people 
vary when obtaining descriptions from diferent types of visual assistants, specifcally human-
powered versus AI-powered VATs [9].2 To our knowledge, our work is the frst to decipher the 
factors that infuence the visual privacy concerns of people who are blind when using human-
powered or AI-powered VATs, and the degree to which their concerns difer based on who is 
providing the assistance (humans versus AI). 

2.2 Blind People’s Use of VATs and Privacy Concerns 
Prior work has studied VAT usage, including the types of images and questions blind people share 
with VATs [19, 25, 44, 46, 47], what information blind people want in image descriptions [40–43, 95], 

2While Li et al. [66] ofer a comprehensive overview of the variety of data recipients considered in prior works at the 

intersection of privacy studies and human-computer interaction, they do not include specialized technologies like VATs as 

recipients. 
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ethical considerations regarding AI [13], user-centered evaluations of the accuracy of AI-powered 
visual descriptions [70], as well as how remote sighted assistants provide visual assistance [64, 90]. 

Most related to our work is that which focuses on the privacy, security, and safety concerns 
of blind people when using camera-based technologies [3–5, 12, 21, 51, 58, 63, 89], and in partic-
ular camera-based technologies that provide visual assistance [8, 9]. In a survey study with 155 
people who are blind or have low vision, Akter et al. [9] found that participants’ concerns about 
VATs and privacy shifted according to (1) who received their data and their relationship to that 
person/service as well as (2) whether or not they share images showing themselves versus images 
showing other content. In a subsequent study, Akter et al. [8] identifed the privacy implications 
when blind people capture bystanders in their images (where their faces were revealed). 

In contrast to the above work, our paper provides concrete guidance regarding the types of 
personal visual data blind people perceive to be private in the context of VAT use. Whereas Akter 
et al. [9] examined fve types of PVC, we analyze 21 privacy types. Second, we study how people’s 
privacy concerns change according to the contextual conditions in which they may share their 
private data, i.e. knowingly versus unknowingly, given that blind people both intentionally and 
inadvertently share information they consider to be private with VATs [1, 45, 56]. 

2.3 Visual Privacy and Privacy Taxonomies 
Taxonomies to defne private visual content have emerged from the AI community, where the focus 
has been on automating the task of recognizing PVC. These taxonomies ofer guidance regarding 
what type of visual content is private [38, 46, 66, 79, 109]. Others have created taxonomies to assess 
how private an image is (e.g., to be shared only with the family, friends, or everyone) [2, 14, 93]. Our 
work draws on the work of Gurari et al. [45], who conducted a visual analysis of approximately 
40,000 images taken and shared by blind people with a VAT deployed in 2011 called VizWiz [18]. 
Their analysis resulted in a taxonomy of 19 types of PVC, organized according to two parent 
categories, Private Objects and Private Text, and provides a foundation for the development of AI 
algorithms that can identify PVC in images taken by blind people. In this paper, we extend [45] by  
asking blind people to independently identify the types of image content they consider to be PVC, 
and rate their level of privacy concern if they shared each type of PVC identifed in [45], under the 
contextual conditions: knowingly or unknowingly with human-powered or AI-powered VATs, or 
publicly. Our human-centered approach helps to bridge the gap between research on AI privacy 
and privacy considerations related to accessibility. 

2.4 Privacy Policy Analysis 
Privacy policies are the primary mechanism through which companies communicate to users their 
data collection and processing practices. The Fair Information Practice Principles (FIPPs) [27] 
of 1980 established the precedence for the establishment of both sectoral data regulations3 in the 
United States and the omnibus data and privacy regulations in Europe, e.g., General Data Protec-
tion Regulation (GDPR) [33]. Data regulations describe policies and laws ensuring that collected 
and processed data is shared or governed appropriately, where the right data assets go to the right 
place at the right time. Data regulation falls under the umbrella of Data Governance. 
FIPPs also established the precedent of “Notice and Choice”, the aim of which is to put individual 

users in charge of the collection and use of their personal information [85]. “Notice” entails that 

3Examples include Children’s Online Privacy Protection Act of 1998 (COPPA) [28], Controlling the Assault of Non-Solicited 

Pornography and Marketing (CAN-SPAM) Act [29], Gramm-Leach-Bliley Act [30], California Consumer Privacy Act 

(CCPA) [77], and Health Insurance Portability and Accountability Act (HIPAA) [101]. 
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companies provide a legal document outlining their data handling practices—collection, retention, 
use, and selling of personal data. “Choice” gives consumers options as to how any personal infor-
mation recorded from them may be used [26]. Despite mounting criticism of the efectiveness of 
“Notice and Choice” for users (referred to in data regulation as “data subjects”), e.g., [84, 104], pri-
vacy policies are still the primary mechanism for a company to inform users about the collection 
and processing of personal data [67]. In Study 2 of this paper, we present an analysis of 13 major 
VAT companies’ privacy policies using the “Notice and Choice” framework. 

Privacy policy analysis has been widely used to evaluate if companies adhere to data regu-
lation and to assess their efectiveness in informing users about data collection and processing 
practices [23, 48, 57, 84, 86, 91]. Prior work has shown that privacy policies are often difcult for 
users to comprehend due to language complexity and inconsistent policy format [59, 62, 73, 87], 
and the time required to read them [71]. In turn, researchers have thus sought to develop strategies 
to improve privacy policy accessibility [59, 65, 68, 82, 98, 100, 103, 112], and have created tools to 
aid users in reading and interpreting the policies themselves [50, 62, 82, 94, 106, 108, 111]. Our 
work, however, most closely relates to analyses of what content privacy policies communicate, 
e.g., [48, 52]. For instance, Habib et al. [48] found that choices are often not adequately described 
for email marketing, targeted advertising, and data deletion. To our knowledge, we are the frst 
to investigate what VAT companies communicate to users about what happens to personal visual 
data (e.g., images and videos) through privacy policies. 

3 SEMI-STRUCTURED INTERVIEWS WITH BLIND PEOPLE 
We now present our research that is guided by RQ1: What factors do people who are blind identify 
as impacting their privacy in the context of their use of VATs?, which we addressed through semi-
structured interviews with 18 participants. The research presented in this section was originally 
published in Stangl et al. [2020] [96]. 

3.1 Methods 
3.1.1 Participant Recruitment. We recruited participants by circulating an IRB-approved an-

nouncement on social media, on a listserv managed by organizations serving people who are 
blind or have visual impairments, and through snowball sampling. To be eligible, participants had 
to be 18 years or older, blind, and use cameras to collect and share visual media. We aimed to 
have equal distribution of participants in terms of gender and level of prior visual experience 
(i.e., born blind versus acquired blindness). We compensated participants with Amazon gift cards 
($20/hour). 

We interviewed 18 participants (11 female/7 male, ages 22-73 years with an average age of 42). 
All were located in the United States or Canada and identifed as being totally blind. Nine of them 
were blind from birth, and nine had acquired blindness. Two of those with acquired blindness 
lost their sight as teenagers, three lost their sight in their 20’s, and one in their late 40’s. The 
participants’ level of education varied: eight participants had completed high school, four had a 
bachelors degree, four had a masters degree, and two had a higher degree (e.g., JD or PhD). 

3.1.2 Semi-Structured Interview Protocol. Two researchers conducted all interviews over the 
phone during Spring 2020. One researcher led the interviews while the other took structured notes. 
All interviews were audio recorded and lasted from 1-2 hours, covering the semi-structured inter-
view questions (discussed in this section) and a privacy concern rating task (to be discussed in 
Section 4) . The 21 semi-structured questions focused on participants’ use and preferences for 
diferent VATs, their understanding and reactions to how the services work, the types of visual 
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content they consider to be private, and their defnitions of “privacy” and “privacy concerns”4 

outside the premise of VATs. This was important in establishing what privacy concerns naturally 
emerged and the role VATs play in the life of each participant prior to introducing them to the 
pre-established list of PVC. Similarly, we asked participants about what image and video con-
tent they self-identifed as private before exposing them to the predefned PVC types during the 
Privacy Concern Rating Task. We designed the semi-structured interview to take approximately 
45 minutes. 

3.1.3 Data Analysis. We analyzed the interview data through thematic analysis [22]. We began 
by writing analytic memos after each interview to support our refection and to identify emergent 
patterns, categories, and concepts [97]. For the frst three interviews, two researchers transcribed 
the interviews, wrote analytical memos, then together compared their memos and resolved any 
disagreements through iterative discussion. For the subsequent 15 interviews, the two researchers 
took turns transcribing and writing memos. After each memo was complete, the second researcher 
reviewed the frst researcher’s memo. 
After all interviews were complete, we used afnity diagramming [16] to collaboratively identify 

an initial set of themes that were present across the analytic memos. We drew on these themes 
when analysing the interview transcripts. Two researchers reviewed each interview transcript, 
selected and labeled instances where participants refected about privacy when using VATs, and 
occasionally refned the theme names and re-coded segments under a diferent theme. We also 
applied codes to the segments of interview text when the participants referenced human-powered 
or AI-powered VATs in their statements, and if their refections conveyed a risk or beneft to their 
sense of privacy. Finally, we categorized the themes (factors) according to three broader categories 
that frst became apparent when reviewing the analytic memos: 

(1) Understanding of the Service Ofering: Instances when participants refected on or shared 
their understanding of how the VATs deliver their services; this covered both their sense 
that privacy is at risk and their sense that their privacy is bolstered by VATs; 

(2) Personal/Social Impact: Instances when participants made statements about the VATs and 
how their service oferings either add a risk or a beneft to their personal or their communi-
ties’ sense of well-being; 

(3) Values-Based Assessment: Instances when participants made statements that defned or ex-
emplifed a set of beliefs or morals related to their privacy in the context of their human-
powered and AI-powered VAT use.5 

3.2 Results 
In this section, we frst summarize participants’ VAT use. We then present other interview fndings, 
including: (1) participants’ defnitions of privacy, (2) the factors that impact their sense of privacy 
when using human-powered and AI-powered VATs, and (3) the types of image content participants 
identifed as PVC. 

4Concerns consist of feelings, preoccupations, thoughts, and considerations [49]. We chose to interview participants about 

their concerns, as opposed to engaging them in a contextual inquiry, based on our understanding that investigation of 

attitudinal factors should precede behavioral studies [81, 92]. 
5Human values can be understood as “what a person or group of people consider important in life” [37]. Thus, values in-

termediate between individuals and groups, as they are held by and shared among individuals within a group. Values are 

formed fairly early in life, and are trans-situational, meaning that values guide behavior at a level above attitudes, which 

depend on specifc situations, people, or objects [88]. Values are critical for understanding how individuals interact with 

information [35]. 

ACM Transactions on Accessible Computing, Vol. 15, No. 2, Article 15. Publication date: May 2022. 



Privacy Concerns for Visual Assistance Technologies 15:7 

Table 1. The VATs Most Commonly Used by the Participants in Our Study and the Tasks They Use the 

VATs to Accomplish 

VAT Users Use-Case Use-Case Specifc to Each VAT Frequency Duration 

Across All of Use per 

VATs Session 

Aira 10 Reading mail, Reading documents with social security Once a 5 to 90  
food 
packaging 
and recipes, 
appliance 
displays, and 

numbers or credit card numbers; cooking; 
navigating websites; signing documents; 
taking photos; looking for jobs; and 
obtaining descriptions of videos and 
pictures. 

month to 7 
days per 
week 

minutes 

Be My 4 street signs Reading objects with curved surfaces; 1 to 3 times  5 to 10  
Eyes locating lost items; fxing broken objects. per week minutes 
Seeing 4 Reading text on medication bottles and in 2 to 5 times  2 to 10  
AI images; scanning bar codes; image per week minutes 

descriptions; and restringing a guitar. 

3.2.1 Use of VATs. All participants had experience with both human-powered VATs (Aira 
and/or Be My Eyes) and AI-powered VATs (Seeing AI and/or Envision AI) on iPhones. However, 
when asked which VAT they use the most and for what purposes, 10 participants reported their 
primary VAT to be Aira, four reported Be My Eyes, and four reported Seeing AI. Table 1 shows 
what tasks participants accomplish with each VAT, and the frequency and duration of use. 

While participants reported using VATs for reading text in mail, documents, and food packag-
ing, we also observed that some tasks were unique to specifc VATs. For example, participants 
used Aira to interact with live human visual assistants and to complete tasks such as signing docu-
ments, selling on eBay, resolving issues on productivity applications, and reading credit cards and 
documents with social security numbers. Moreover, one participant explained how an Aira agent 
provided them with assistance to search for and complete a job application (a task that took 90 
minutes on a paid account). 
The participants who prefer to use Be My Eyes, a VAT that utilizes volunteers to provide vi-

sual assistance, highlighted the value they experience when being able to interact with a human 
assistant that could be located anywhere in the world. The participants use Be My Eyes to fx 
broken objects, obtain support using productivity applications, fnd lost items, and read text on 
objects with curved surfaces—a task that one participant stated was “too hard for AI”. The  four  
participants who preferred Be My Eyes reported using it for fve to ten minutes per session. 
Those who preferred using Seeing AI indicated that they use it because it is the “most efcient” 

VAT and that they could accomplish their tasks between two to fve minutes, two to fve times a 
week. They use Seeing AI for its variety of features—from the short text reader, object identifer, 
and barcode reader. These features are useful for reading text in images, learning about the objects 
in an image, scanning barcodes, and completing tasks like restringing a guitar. Though our data 
may not comprehensively represent possible uses for VATs, these responses are consistent with 
prior work (e.g., [19, 46]). 

3.2.2 Defining Privacy in the Context of VATs. We asked participants to describe what ‘privacy’ 
meant to them in the context of VATs. Participants described privacy in several diferent ways—as 
an experience or as related to one’s behavior. For example, several participants focused on privacy 
being a safeguard. Regarding experience, P16 noted, “So much stuf going on in the world, there 
needs to be something so people can have a sense a peace, and not isolate or hideout just to protect 
themselves.” Others spoke about privacy in terms of maintaining a sense of control or ownership 
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of information. P07 said, “Privacy means personal control over information that was not necessarily 
intended for a wide distributed audience.” Regarding their own behavior of personal management, 
P08 said, “I need to know who has access to my information and where it’s being stored. I make sure 
I’m dressed, pay attention to surroundings. Try to use my headphones...I can regulate upfront.” 
Others discussed privacy in terms of negative impacts from the loss of privacy: loss of control 

or the ability to manage what information they share, loss of ownership, loss of peace of mind. In 
the words of P18, “I am concerned about privacy when my personal life is being intruded on...what 
I read, what I say online, what meal I ate, who I talk to, where I go. These are all mine.” P05 shared, 
“Privacy concern [means] that someone takes sensitive information and the use has consequences for 
me.” Others focused on malicious acts, including P17 who identifed “A breach of my personal 
information...[use by] someone who will go to the efort to delete their tracks” and P03 who said, 
“Pertinent information that you don’t want anyone else to use involuntarily [without your consent] or 
use to harm you in some type of way”. 
Finally, throughout the interviews participants directly identifed their blindness as a factor that 

increases their need for privacy protections. For example, P04 shared, “I recognize blind people have 
less [privacy] because we stand out in a crowd. I don’t like it, but I just have to accept that”, and P08 
explained, “After interacting with other blind people [in my daily life], I sometimes forget that when 
interacting with sighted people that I might need to take precautions. I can regulate up front, but it’s 
hard to know what is out there. My identity is on the line and I need protection too.” 

3.2.3 Factors Impacting Users’ Visual Privacy Perceptions. During the interviews the partici-
pants shared their perspectives about what causes visual privacy risks and what provides a sense 
of visual privacy, i.e. what benefts their sense of privacy in the context of human-powered and 
AI-powered VAT use (RQ2). Below we share the factors the participants attributed as privacy risks 
and benefts for both VAT types, which fall under three overarching categories: (1) their under-
standing of how VATs provide the services, (2) their perceptions of the impact of sharing PVC to 
their personal well-being or social relationships, and (3) their assessments of how VAT services 
adhere to their values or raise values-based questions. 

Human-powered VAT- Benefts: 

Understanding of the Service Ofering: Several factors related to participants’ understanding 
of how VATs provide their services. First, we heard a belief or assumption that human-powered 
VATs enact practices to maintain professional standing within industry or with their users (pro-
fessionalism). For instance, P06 stated, “I just assume they are a company that wants clients. Why 
would they sell your info?” P05 echoed a similar sentiment, “The company reputation would be on the 
line if word got out they were stealing data.” Several participants indicated that their understanding 
and trust in the professionalism of the service was due to the human-powered VATs’ corporate 
messaging. For instance, P06 shared that she had received emails from Aira, which provided her 
with a sense of trust in the services. 

Several participants noted that they perceived human-powered VATs to be professional and 
trustworthy due to internal and public-facing policies designed to protect users. One policy iden-
tifed as benefcial was the choice to opt out or not to share personal visual data with the human-
powered VAT. For example, P11 said, “With Aira, you can opt out of having your info retained! It’s 
a nice notion, but I forget about it when I’m actually using the service.” Another policy that partici-
pants brought up in the context of Aira related to the companies mandates for its employed agents 
(sometimes referred to as remote sighted assistants [64]) to self-identify at the beginning of a call. 
P05 noted, “With Aira, agents identify themselves. I don’t get a full [name], but at least I have a name 
and a time with my call log if I have to report.” P05 went on to relate the VATs service oferings to 
other assistive company policies, “Aira is track-able, similar to knowing who your Uber driver is.” 

ACM Transactions on Accessible Computing, Vol. 15, No. 2, Article 15. Publication date: May 2022. 



Privacy Concerns for Visual Assistance Technologies 15:9 

Participants explicitly noted that interacting with trained agents is of great beneft to their sense 
of privacy because of the specialized training employees receive to handle PVC. For instance, P05 
shared, “When I have to get my CC info read, I’d rather do Aira because the service has trained agents 
and I know where to go back to if I have a problem. I check my statements and they match. They’ve 
signed whatever they have to contractually, for accountability, whereas with some of the volunteers 
you wouldn’t have that.” Similarly, P09 expressed, “Part of the reason [I] use Aira is because I feel 
like it’s a company and they [Aira agents] have training. Someone could be fred, blackballed. There’s 
a little more implicit trust.” 
Values-Based Assessment: Some participants mentioned factors related to values when de-

scribing what they consider to be important when using human-powered VAT and/or how the 
VATs they use uphold or represent their values. Most prominently, we heard statements like “If a 
human being is doing something, the assumption is they are doing their best. They are trying to do 
a good job, which is the vast majority of the time” (P02). Participants’ trust in human decency or 
belief in the inherent good or benevolence of remote sighted assistants refects why blind people 
knowingly share their PVC. When discussing the beneft of Be My Eyes [34], a volunteer-based 
human-powered VAT, P16 expressed, “Volunteers haven’t given me a reason to not trust them.” In  
fact, for some participants, the opportunity to interact with volunteers from all over the world 
increased their trust in human decency and in some cases was “a source of joy”. Participants’ also 
extended a sense of trust from the remote sighted assistants to the companies. For example, P15 
said, “From what I’ve heard, Aira is the best way to go. They’re really trustworthy and they won’t 
pick on you for a high balance.” During the interviews we also learned that some participants use 
volunteer-based human-powered VATs such as Be My Eyes because these services preserve their 
anonymity when sharing private visual data. As P07 explained, “The beneft is [that] the anonymous 
[Be My Eyes volunteers] people...don’t have connections to the blind community.” This participant ex-
plained that Be My Eyes alleviates the social stigma he encounters when family or friends access 
his images containing PVC. 

Human-powered VAT- Risks: 

Understanding of the Service Ofering: Many participants reported a lack of understanding on 
VAT companies’ data retention practices, which we coded as unknown data handling. For instance, 
P05 explained, “Well, anytime you have to get something read, are they going to remember it, store 
it?” They went on to discuss her specifc concern with storage of information, “I know Aira stores 
info, but don’t know what triggers [data] retrieval or if they do. I think I saw someone say on social 
media that it’s 18 months storage, but I haven’t verifed that.” P08 shared specifcally about data 
retention, “I don’t think any [of] them [VATs] try to do that?” 
Personal/Social Impact: A risk that participants associated with human-powered VATs is iden-

tity theft. Participants expressed concerns that human-powered VATs created opportunities for ne-
farious actors to access their PVC and illegally use the information for personal gain. Put simply, 
P10 specifcally mentioned identity theft as a privacy concern because they are “Not comfortable 
with another person reading my information.” Similarly, P18 talked about having trouble setting up 
an online account and the sensitive information they were concerned about disclosing, “I recently 
tried to set up an account on the Social Security administration website and I couldn’t, I couldn’t fgure 
it out. It kept kicking me out ...when trying to set up the login. I’m sorry, I just do not feel comfortable 
calling up Aira or Be My Eyes, and saying can you help me create my login for Social Security.” 
Some participants expressed a fear of social judgement related to their use of human-powered 

VATs, including that disclosure of PVC could solicit a negative critique from others, causing per-
sonal embarrassment or other negative psychological impact. P17 explained, “There’s certain things 
I may not want a human actually reading to me, that might be embarrassing, might be too personal, 
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might be beyond the jar of mayonnaise, you know.” Others shared the concern that when using 
human-powered VATs they were at higher risk for not acting in a socially acceptable manner (not 
socially acceptable). P06 shared this fear in terms of violating another person’s comfort, “I wouldn’t 
ask Aira to describe a [picture of a private body part]. It’s inappropriate because you’re disturbing 
someone.” 
Values-based Assessment: Some participants indicated that they were at greater risk when 

using VATs that involve volunteers as remote sighted assistants because they lack accountability. 
For example, in the context of Be My Eyes, P09 explained, “If someone isn’t being paid, who knows 
what mysterious ways they are looking to gain from the system. When someone is being paid there’s a 
lot less to think about things in that way because to them it’s a job and they have some amount of job 
security provided they don’t screw up too badly. They are too busy making sure they keep their job.” 
P05 shared a similar statement on the nature of volunteer-based human-powered VATs: “I haven’t 
used the volunteer one because you never know what you’re going to get in terms of quality of the 
volunteer.” 

AI-powered VAT- Benefts: 

Understanding of the Service Ofering: Some participants specifed that using AI-powered 
VATs ensures that there are no human eyes on data, such as a person looking at the image or 
having access to the image. To this point, P10 said, “I still feel like I have more privacy with Seeing AI, 
[because there is] not another human on the other end... I don’t have to worry about someone writing 
down my information and taking it.” She later said, “I have more trust with AI” and though “It [VAT] 
stores or can store information, it just moves on”. Similarly, P04 indicated she trusts that AI-powered 
VATs do not focus on or identify an individual, thus ensuring anonymity: “I don’t mind if my data 
is used in the aggregate.” P13 said, “I’m more likely to use Seeing AI. It’s not necessarily more efcient, 
but I can plug headphones in and read it and I don’t have to worry about anyone remembering my 
information or jotting down numbers.” In such statements, we heard participants indicate a beneft 
of using AI-powered VATs is that their personal visual data is not collected and/or retained by a 
person (e.g., P13’s case) or by the service itself. P12 explained: “I don’t think of privacy because it’s 
happening while I’m doing it. It’s not being saved that I can tell.” 
Personal/Social Impact: Several study participants indicated that a beneft of AI-powered VATs 

was that they eliminate the risk or sustained fear of social judgement (which occurs when using 
human-powered VATs). For instance, P08 stated AI-powered VATs are “Easier and faster and I don’t 
have someone making a judgement.” P08 went on to explain her belief that people make judgements 
of others, even during assistance, therefore she values AI-powered services. Accordingly, the pri-
mary beneft we heard from participants about AI-powered VATs related to privacy is that these 
services eliminate the possibility of embarrassment or other psychological impact. 
Values-based Assessments: Similar to human-powered VATs, participants indicated that AI-

powered VATs ofer a sense of anonymity and in turn a sense of assurance that their PVC will not 
be linked back to them. Yet, we often heard participants state that AI-powered VATs ofer more 
anonymity than human-powered VATs. P11 stated he values anonymity provided by AI-powered 
VATs, “for speed efciency and a little more anonymity.” 

AI-powered VAT- Risks: 

Understanding of the Service Ofering: Often, participants discussed their lack of understand-
ing of how AI-powered VATs handle personal visual data once collected or the service’s promised 
privacy protections (unknown data handling). P02 rhetorically asked, “What happens to the pic-
ture after it runs through the database?” Similarly, P04 faced her own lack of understanding, “I 
never thought to ask until now, but with the AI it makes me wonder if records are kept, who keeps 
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the photographs. Are they kept in the cloud somewhere or are they just kept on my phone?” More 
optimistically, P08 stated her concern: “Privacy is similar because I don’t know either service...both 
have the same access of a fle to keep, replicate, or share outside” and then followed up with “I don’t 
think any of them try to do that.” Later in the interview, P08 expressed further concerns, “I don’t 
like reading some of my mail because now it’s in my phone and I don’t know how it makes it to the 
cloud.” In response to using Seeing AI, P01 said, “I don’t understand as much as far as where the 
information goes, I don’t know.” 
Some participants had a more nuanced understanding of the VATs’ policies and raised questions 

about the length of data retention. Regarding Seeing AI, P05 stated, “I just don’t know how long they 
store information”. It was evident that participants were concerned about how VATs handle their 
data, and indicated that the lack of transparency creates a lack of trust. P05 went on to discuss his 
concern, “I don’t know how long they store it [my data]. It’s a concern, but I hope that people are gen-
erating so much data they aren’t tracking mine.” Others raised concerns that the AI-powered VAT 
systems are vulnerable, or in the words of P01, “In the wrong hands someone can do anything with 
your information.” Some participants raised the explicit concern that their PVC could be exposed 
by faulty technology, without clarifying how this could arise. 

3.2.4 Self-Identified Private Visual Content. Throughout the semi-structured interview we 
learned about the types of information the participant’s self-identifed as PVC. Here we report 
on these PVC types, and compare them to the PVC types Gurari et al. [45] identifed (through a 
visual analysis of images taken and shared by blind people with the VizWiz [18]),which we used 
in the Visual Privacy Concern Rating Task presented in Section 4. 
The PVC types that both the participants in our study and Gurari et al. [45] include are: Financial 

Account Information (credit card, credit report, PIN number, point of sale, fnancial data, “fnancial 
stuf”, debit card information, fnancial, purchases, and banking information); Medical Information 
(health data, “health stuf”, medical records, “medical stuf”, pregnancy test, and Medicaid); Identif-
cation and Location Information (personal information, ID information, address information, name, 
phone number, and ID cards); Paperwork, (mail, personal mail, and documents); Computer/Online 
Access (login information, password, browsing history, and emails); and People (pictures of faces). 
Our fndings also revealed types of PVC that were not presented in Gurari et al. [45]. Most promi-

nently, eight participants spoke about Social Security Information. For instance, P18 explained that 
blind people commonly use social security information to apply for Supplemental Security Income 
(SSI) benefts. Two participants (P02, P13) indicated they consider Information from an Educational 
Institution (such as transcripts and disciplinary reports) as PVC because disclosure of this informa-
tion to the wrong parties could cause embarrassment or would betray trust. While a majority of 
their responses were general enough to categorize, some participants ofered very specifc content. 
These responses seemed to be representative of Personal Interests that they considered subject to 
social judgment. For instance, participants indicated images that showed “guns” or “sexual iden-
tity”, would be PVC. P17’s concerns included “books I’ve read.” Finally, participants commonly 
made statements like that from P07, “It’s hard to know the whole list of things.” 

3.3 Summary 
In this section we described how participants defne privacy and the types of image content they 
considered to be PVC—extending those identifed in [45], and addressed RQ 1, What factors do 
people who are blind identify as impacting their privacy in the context of their use of VATs? Table 2 
ofers a condensed view of these factors according to whether they add beneft or risk to a per-
son’s sense of privacy when using human-powered and AI-powered VATs. This table shows that 
participants perceive human-powered VATs to ofer privacy protections due the human assistants’ 
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Table 2. Summary of the Primary Factors That Influence Participants’ Perceptions of Privacy 

in the Context of Using VATs 

Beneft Risk 

Human-powered VATs AI-powered VATs Human-powered VATs AI-powered VATs 

Understanding 

of the Service 

Ofering 

a) Professionalism, 
b) Corporate 
Responsibility, 
c) Internal and 
Public-facing 
Policies 

a) No Human Eyes 
on Data 

a) Unknown Data 
Handling 

a) Unknown Data 
Handling, b) Faulty 
Technology 

Personal/Social 

Impact 

a) [Eliminate fear 
of] Social 
Judgement 

a) Identity Theft, 
b) Social 
Judgement 

Values-Based 

Assessments 

a) Trust in Human 
Decency, 
b) Interaction, 
c) Trust Extends 
from Humans to 
System Design, 
d) Anonymity 

a) Anonymity a) Accountability 

Professionalism and the companies’ privacy policies, whereas the strongest privacy-preserving fac-
tor for AI-powered VATs was the assumption that people never see their data, i.e., No Human Eyes 
on Data. For both types of VATs, participants were concerned that they do not fully know if or 
how their PVC will be collected, stored, processed, used, and sold, which we coded as Unknown 
Data Handling. This fnding motivated our analysis of 13 VAT companies’ privacy policies, which 
we present in Section 5. 

4 VISUAL PRIVACY CONCERN RATING TASK 
Here we address RQ2: Which PVC types are of most concern to people who are blind, generally, as 
well as when using human-powered vs. AI-powered VATs?, and RQ3: How does the intentionality of 
privacy disclosures afect what they consider to be PVC when using VATs? An abbreviated version 
of this research was presented at ASSETS 2020 [96]. We extend our previous fndings with new 
analysis in Sections 4.2.3 and 4.2.2, which draw on the ranking fndings to provide further insight 
into factors that impact blind people’s privacy perceptions when using VATs (RQ1). 

4.1 Methods 
Following the semi-structured interview, we conducted this private visual content (PVC) rating 
task with the same 18 participants reported in Section 3. 

4.1.1 Rating Task Protocol. The rating task involved 21 PVC types. To establish these PVC types 
we expanded Gurari et al.’s [45] 19 PVC types by adding two more general types (Name and Loca-
tion) to observe them as independent PVC types (they were compounded in the original taxonomy). 
We chose to provide the 21 pre-identifed PVC content types to ensure that the PVC types were 
consistent across all participants, and in anticipation that the task of self-identifying types of PVC 
on the spot, without context, could be challenging for participants.6 

For each PVC type, we prompted participants with the following question: “Imagine that [X PVC] 
was available for anybody to use. How would that make you feel?” When participants expressed a 

6We did not include the new self-identifed PVC types in the rating task as they emerged during the interviews; they may 

be explored in future research. 
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Table 3. Definitions Used During the Second Part of Our Interviews 

Concern Rating Index 

Concern Level Defnition 

1 Not Doesn’t faze me. 

2 Mildly Think about it after the fact. 

3 Concerned Discuss it with other people. 

4 Very Develop strategies to change my behavior. 

5 Extremely Change my behavior immediately. 

Conditions Index 

Defnition 

P Private Visual Content (PVC) is shared with the Public 

HK Private Visual Content (PVC) is shared with Human-powered VATs Knowingly 

HU Private Visual Content (PVC) is shared with Human-powered VATs Unknowingly 

AK Private Visual Content (PVC) is shared with AI-powered VATs Knowingly 

AU Private Visual Content (PVC) is shared with AI-powered VATs Unknowingly 

We asked study participants to rate their level of concern (top half) with respect to fve diferent conditions (bottom 

half) for each PVC type. 

concern, we followed up by asking “In what situations would it be of particular concern to you?” 
These questions enabled us to learn about participants’ concerns agnostic of how the data became 
available or the type of VATs they use and share their visual information. We asked participants to 
rate their level of concern by specifying a score between 1 and 5 (1 = Not Concerned/5 = Extremely 
Concerned) if the PVC were to be publicly shared.7 We then asked participants to rate their level 
of concern according to four other conditions, shown in Table 3. These four conditions capture 
how people’s privacy concerns change (1) if the agent providing the description was AI-powered 
vs. human-powered, and (2) if they share their private data knowingly vs. unknowingly. For each 
condition, we also asked participants to provide a short explanation of their privacy concern rating. 
In total, each participant provided 105 responses (i.e., 21 types × 5 conditions). We randomized the 
order of the PVC types for each participant interview, though presented the conditions to them in 
the same order as shown in Table 3. 

4.1.2 Data Analysis. We: (1) averaged the 18 participants’ privacy concern ratings for each of 
the 21 PVC types according to the fve conditions (Table 3), and (2) ordered and compared the 
averages for each PVC type. This analysis provided a foundation to address RQ2, Which PVC types 
are of most concern to people who are blind, generally as well as when using human-powered vs. 
AI-powered VATs? 
The rating task data also contained 1,890 short-answer justifcations that participants provided 

for each of their rating scores (21 PVC types × 5 conditions × 18 participants). To analyze these 
short-answer responses, we organized the data into 21 unique spreadsheets (one for each PVC 

7When developing this privacy concern rating scale we considered using the “Stage of Concern Scale” [49], which has been 

widely used to rate one’s level of arousal and perceived need for resolution in response to a technology or innovation. The 

scale collects data about concern according to one’s awareness of the issue, the information one needs about the issue, the 

impact the issue has on the person, what one does to manage the issue, potential perceived consequences, what is needed 

for collaboration around the issue, and how one would refocus or resolve the issue. While we did draw on the “Stage of 

Concern Scale” during data analysis and reporting, we chose not to use this scale during the interviews after testing its 

application to the PVC content areas with a graduate researcher who has extremely low vision. We found that the scale 

introduced considerations that were not relevant to one’s consideration and handling of PVC, and it was overly cognitively 

taxing to make sense of each consideration in relation to PVC. 
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type) and assigned in vivo codes8 to each response. When these in vivo codes were refective 
of the factors identifed during the interview data analysis, re-coded the data accordingly and 
refned the defnitions. Otherwise, we created new codes. After consolidating the coded short-
answer data into a single spreadsheet and fltering them according to each code respectively, we 
merged or reassigned codes for a few responses when they had the same meaning but used diferent 
terminology. 
This process resulted in 54 unique codes that ft under the parent codes (Understanding of the 

Service Ofering, Value-Based Assessments, and Personal/Social Impacts), with each one attributed 
as a perceived privacy risk, beneft, or other. Twenty-four of the 54 codes convey risk factors that 
participants attributed to their privacy concern ratings. All codes and defnitions can be found in 
the Supplementary Materials. 
In all, we coded 901 of the responses as risk factors, with the most frequent code (n = 115) 

being Unknown Data Handling—a participant’s assessment that the person is unaware if or how 
VAT company accesses, collects, stores, processes, shares, or sells PVC to a third party. We thus 
further investigated the Unknown Data Handling code through two secondary analyses. First, the 
lead author counted the responses coded as Unknown Data Handling—across all conditions. They 
reevaluated whether each of the 115 responses ft under this code, identifed which condition and 
PVC type the short-answer response and code was attributed to, and then used a spreadsheet 
to sort and create a representation of the data showing how it is distributed across the contextual 
conditions in which PVC can be shared–i.e., with human-powered or AI-powered VATs, knowingly 
or unknowingly. Second, we performed a thematic analysis [22] of the 115 Unknown Data Handling 
responses, and applied codes under the general categories: privacy risk, privacy beneft, and other. 
We report the fndings of these two secondary analyses in Section 4.2.2. 

Finally, we performed a three-step analysis to address an emergent hypothesis that a partic-
ipant’s prior visual experience may be another factor that impacts the person’s privacy concern 
ratings. First, we segmented the rating data according to whether participants were born totally 
blind and thus had no prior visual experience (N = 9) or acquired blindness and thus had prior visual 
experience (N = 9) according to each of the PVC types. Next, we averaged all participants’ scores 
for a given PVC type and for each of the four conditions (sharing PVC with human-powered VATs 
knowingly and unknowingly, and with AI-powered VATs knowingly and unknowingly). Finally, we 
compared the average privacy concern ratings from participants with congenital blindness to those 
with acquired blindness according to each PVC and VAT type. 

4.2 Results 
4.2.1 Rating Results According to PVC Type. Here we present the results from the Privacy Con-

cern Rating Task, according to seven higher-level PVC clusters. Under each cluster we summarize 
the privacy concern scores shown in Table 4 and the participants’ rationales for providing the 
scores. We then present the results from two secondary analysis of the rating task data, including 
an examination into (1) the top rationale that the participants’ shared as adding a sense of risk to 
their visual privacy, and (2) the impact of one’s prior visual experience on their concern score. 

Financial: Reinforcing the interview fndings, the participants rated Financial Account Information 
as the most concerning of the 21 predefned PVC types. We examine this fnding based on the 
context in which the content is shared (Table 3): 

8In vivo coding is the practice of assigning a label to a section of data, such as an interview transcript, using a word or 

short phrase taken from that section of the data [39]. 
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Table 4. Results from the Privacy Concern Rating Task 

ID PVC Types Conditions 

Public Human 
VATs 
Knowingly 

Human 
VATs Un-
knowingly 

AI VATs 
Knowingly 

AI VATs 
Unknow-
ingly 

Financial 

1 Account Information 4.6 2.8 3.4 2.5 3.1 

Medical 

2 Medical Information (Any) 4.2 2.9 3.4 2.8 3.2 

3 Pill Bottle w. Name, 
Address, Other. 

4.1 2.1 2.5 2.1 2.5 

4 Pregnancy Test Result 3.8 2.6 3.2 2.3 2.8 

People 

5 Naked Body 4.1 4.0 4.1 3.3 3.5 

6 Face 2.6 1.7 2.1 1.8 1.9 

7 Framed Photo 2.4 1.9 2.1 1.8 2.1 

8 Tattoo 1.8 1.4 1.7 1.5 1.6 

Location 

9* Letter w. Address, Name 3.7 2.1 2.7 2.1 2.7 

10* Misc. Papers w. Address, 
Name 

3.0 1.9 2.1 1.9 2.1 

11 Address 2.9 1.8 2.0 1.8 2.1 

12 Physical Position 2.2 1.4 1.6 1.2 1.4 

13 Receipt with an Address 1.9 1.1 1.4 1.2 1.4 

14 Local Street Sign 1.7 1.2 1.2 1.0 1.1 

15 Library Book w. Branch 
Name 

1.6 1.1 1.2 1.1 1.3 

16 Newspaper with City Name 1.5 1.1 1.1 1.0 1.1 

Identifcation 

9* Letter w. Address, Name 3.7 2.1 2.7 2.1 2.7 

10* Misc. Papers w. Address, 
Name 

3.0 1.9 2.1 1.9 2.1 

17 Name 2.7 1.8 2.1 1.7 2.0 

18 License Plate Number 2.4 1.5 1.6 1.5 1.7 

19 Business Card w. Contact 
Info. 

1.6 1.1 1.2 1.2 1.3 

Computer/Online Access 

20 Computer Screen w. 
Username 

2.8 1.5 1.9 1.6 2.0 

Afliation 

21 Clothing with a Logo 1.3 1.3 1.4 1.1 1.3 

Average Score 2.8 1.8 2.1 1.8 1.8 

[Concern Rating Index: 1 = Not/Doesn’t faze me; 2 = Mildly/Think about it after the fact; 3 = Concerned/Discuss it with 

other people; 4 = Very/Develop strategies to change my behavior; 5 = Extremely/Change my behavior immediately]. 

This table shows 21 PVC types clustered according to seven higher-level PVC Clusters and ordered by decreasing 

privacy concern in the context of public sharing. Overall, participants ranked public disclosure as the most concerning 

context, followed by unknowingly sharing with human-powered VATs. When shared publicly, Financial Account 

Information (ID 1) received the highest concern score (Ave. 4.6/5.0), though participants rated PVC type ID 5 (Naked 

Body) as of great concern across all conditions (3.8/5.0–averaged). [*] Indicates a repeated PVC type because it falls 

under two clusters. 
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Public: On average, participants rated their concern about Financial Account Information be-
ing made publicly available as 4.6 out of 5 (Table 4, ID 1). Sixteen participants rated the public 
availability of their Financial Account Information as extremely concerning, due to the possibility 
of Financial Theft, an  Undefned Threat/Consequence, or  Identity Theft. Participants related their 
concerns to a fear of their Lack of Personal Management over their information (caused by their 
own actions), a sense of Loss of Control or Agency (caused by others), or Social Judgement. In  
one instance, a participant indicated that Financial Account Information is an Intimate Personal 
Experience. 
Human-powered VATs: Concern was dramatically lower when sharing fnancial PVC know-

ingly with human-powered VAT; i.e., a drop from 4.6 in the public context to an average of 2.8. 
Those who expressed concern or extreme concern specifed Financial Theft, Unwanted Identity 
Disclosure, and  Unknown Data Handling as reasons. We attribute the majority of the responses 
which indicated lower concern to participants’ Need for Information or their understanding of the 
Professionalism of the VAT, that their data would be Protected by Policy. That said, participants’ con-
cerns were higher (3.5) when their Financial Account Information would be shared unknowingly 
with a human-powered VAT. The primary reasons for this increase can be attributed to the partic-
ipants’ fear of Lack of Personal Management in that the sharing of this information was Outside 
[the realm of their] Personal Awareness or Control, and can result in Loss of Control or Agency. 
AI-powered VATs: On average, participants’ concerns when knowingly sharing PVC with AI-

powered VATs was slightly lower than doing so with human-powered VATs. Only two participants 
expressed extreme concern with AI-powered VATs, based on fear of Financial Theft or Unwanted 
Identity Disclosure. Other concerns included Unknown Data Handling and Multi-party Privacy Con-
fict. Those who expressed less concern reasoned that they had a Need for Information or that it 
was Common Practice to use AI-powered services for this purpose. Moreover, others understood 
there would be No Human Eyes on Data or Data on Device Only. Still others expressed less concern 
due to the Professionalism of the service and the understanding they were Protected by the Policies. 
In the case that data would be shared unknowingly with human-powered and AI-powered VAT, 
the participants scores were higher then when shared knowingly. This increase in concern can be 
attributed to participants’ fear of Lack of Personal Management and Unknown Data Handling in 
addition to many of the aforementioned concerns. 

Medical Information: On average, participants were almost as concerned about Medical Infor-
mation as Financial Account Information (IDs 2-4), though for diferent reasons. For example, 
the participants who expressed extreme concern that their Medical Information (ID 2) would 
be publicly shared ofered the following reasons: it reveals a Intimate Personal Experience, Un-
defned Threat/Consequence, Social Judgement, Against HIPAA9, and  Multi-party Privacy Confict. 
Participants’ concerns were lower when thinking about sharing Medical Information with human-
powered or AI-powered VATs than publicly: 4.2 for sharing publicly versus 2.9 and 3.4 for sharing 
with human-powered VATs knowingly and unknowingly respectively (ID 2). Participants’ consid-
erations for sharing with human-powered VATs included: Professionalism of the service, being Pro-
tected by Policy, a  Trust of Human Decency, or simply because they have a Needed for Information. 
Considerations for sharing with AI-powered VATs knowingly included: Data on Device Only, No 
Human Eyes on Data, or  Anonymized Personal Data. Similar to Financial Account Information, the 
prospect of unknowingly sharing medical PVC with either human-powered VATs or AI-powered 
VATs was slightly higher concern than when knowingly sharing the same information. 

9The Health Insurance Portability and Accountability Act of 1996 (HIPAA), which is United States legislation that 

sets data privacy and security provisions for safeguarding medical information, such as medical records and other identi-

fable health information. 
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People: When considering images showing a person’s body or face, including a Naked Body, a 

Face, a Framed Photo of people, or a picture of a Tattoo (IDs 5-8), images showing a Naked Body 
were of greatest concern—with only slight variation in concerns across the condition that it would 
be shared publicly (4.1) or with human-powered VATs, knowingly (4.0) or unknowingly (4.1). The 
concerns participants expressed regarding the disclosure of an image of a Naked body included: 
Damage to Reputation, Social Judgement, Disclosure of Identity, or would  be  Grounds for Termination 
of Use of the VAT. In addition, they expressed the fear of Lack of Personal Management, Multi-
Party Privacy Conficts, along with the fact they would be Unfamiliar with Person providing the 
description and that they Wouldn’t Share Intentionally. The score for sharing this PVC with an AI-
powered VAT knowingly was lower because participants felt there were No Human Eyes on Data or 
because Computers Can’t Blush, meaning a participant’s actions would not cause embarrassment 
for the agents providing the description. In cases where participants might unknowingly share an 
image of a Naked Body, the average score was higher. This can be attributed to fear of Lack of 
Personal Management in addition to the other reasons noted for this cluster. 

Location: This cluster included eight PVC types (IDs 9-16). Publicly sharing paperwork with a 
Name and/or an Address were of highest concern for participants (IDs 9-10). Participants also un-
derstood that sharing an address would be more concerning than one’s Physical Position because 
an address could be used to locate their homes indefnitely, whereas their physical position may be 
temporary. As with other PVC clusters, participants were more concerned across all location PVCs 
about sharing unknowingly with AI-powered VATs rather than knowingly. We also observed that 
participants’ concern about location-based information was higher when the content was more. 
For instance, participants showed low concern for newspapers with the name of their city (ID 16) 
or a local library branch (ID 15) (which were identifed as Public Information), whereas Letters, 
Personal Names, or one’s Address (ID 9-10) were of higher concern. 

Identifcation. In this cluster, the most concerning PVC included a Letter with an Address and/or 
Name as well as Miscellaneous Papers with an Address and/or Name when shared publicly. While 
overall the License Plate (ID 18) rating fell between mildly concerning and concerning, some 
participants rated this License Plate as very or extremely concerning because they understood 
this information to be a risk if Paired With Other Information/Metadata and that it represented an 
Unwanted Identity Disclosure or an Undefned Threat or Consequence. We also commonly heard that 
by sharing License Plate information participants could be violating others’ privacy and that they 
needed to protect others so that Multi-party Privacy Conficts do not occur. 

Computer/Online Access. On average, participants’ were between mildly concerned and con-

cerned (2.8 out of 5.0) about disclosure of their Username (ID 20), particularly in the case that it was 
shared publicly or unknowingly with VATs. Participants were concerned sharing their username 
could result in Unwanted Identity Disclosure, or  Unwanted Human Viewing. They also expressed 
fear of Lack of Personal Management, and that unintentional sharing would be Outside Personal 
Awareness or Control. We also heard concern about the threat that malicious actors could pose if 
Username information was Paired With Other Information/Metadata, e.g., passwords or location 
data. 

Afliation. One PVC type fts here: a piece of Clothing with a Logo (ID 21). In the few instances 
participants gave a high rating to this PVC, the concerns centered on Damage to Reputation, or  
Social Judgement. Under the condition of sharing this PVC type unknowingly with human-powered 
or AI-powered VATs, participants worried the sharing would be Outside Personal Awareness or 
Control or cause fear related to Lack of Personal Management. 
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Table 5. The Ten Most Common Risk Factor Codes Applied to the Privacy Concern Rating Task 

Short-answer Responses 

ID Code Defnitions of the Risk Factors Impacting the Participant’s 

Privacy Concerns 

Count % 

1 Unknown 
Data 
Handling 

A participant’s assessment that they are unaware of what happens to 
shared images and videos and/or what is specifed in the company’s 
privacy policies. 

115 12.8% 

2 Undefned 
Threat or 
Consequence 

A participant’s assessment that there is a PVC disclosure risk, but no 
statement about how the person was impacted by that risk. 

97 10.8% 

3 Multi-party 
Privacy 
Confict 

A participant’s assessment that sharing another person’s PVC can 
cause harm and/or the need to augment their behavior to mitigate or 
eliminate risk for another. 

94 10.4% 

4 Reveals 
Intimate 
Personal 
Experience 

A participant’s assessment that disclosure of information will expose 
something that they only share with their closest family/community 
members (as opposed to acquaintances or strangers). 

89 9.9% 

5 Unwanted 
Identity 
Disclosure 

A participant’s assessment that there is a possibility that visual data/ 
digital records containing recognizable features of one’s body, e.g., 
Face, can be accessed and used in a way that goes against their 
desires, morals, or values, and is done so without their knowing or 
consent, e.g., authority/ability to choose. 

87 9.7% 

6 Outside 
Personal 
Aware-
ness/Control 

A participant’s assessment that the disclosure of information would 
occur without their conscious choice or decision. 

80 8.9% 

7 Lack of 
Personal 
Management 

A participant’s assessment or even self-judgment that the disclosure 
would mean the person did not organize the environment to the 
standard needed to protect one’s privacy while using a VAT. 

62 6.9% 

8 Unwanted 
Identifcation 
of Location 

A participant’s assessment that another person would use shared 
information to fnd where that person resides. 

56 6.2% 

9 Loss of 
Control or 
Agency 

A participant’s assessment that disclosure of information would 
reduce their ability to manage their personal afairs. 

40 4.4% 

10 Social 
Judgement 

A participant’s assessment that disclosure of information (or a certain 
behavior related to sharing an image with PVC) would entice a 
negative critique from others, causing personal embarrassment or 
other psychological impact. 

40 4.4% 

All other 
codes 

Damage to Reputation; Theft of Financial Resources Inaccuracy of 
Technology; Lack of Personal Management; Not Socially Acceptable; 
Theft of Identity; Unwanted Human Viewing; Consent Not Granted; 
Against HIPAA; Betrayal of Trust; Betrayal Personal Rights; 
Unwanted Use of Data to Train; Grounds for Termination of Use; 
System Vulnerable to Hacks (Defnitions can be found in the 
supplementary materials). 

141 15.6% 

Seven hundred and sixty (or 87%) of the 901 short-answer responses coded as Privacy Concern Rating Task fell under 

these 10 codes. 

4.2.2 The Most Commonly Considered Risk in Sharing PVC: Unknown Data Handling. The par-
ticipants in our study provided 1,890 short-answer responses during the privacy concern rating 
task. We coded 901 of these as adding a sense of risk to their visual privacy. The most common 
of these risks are defned in Table 5, with the top one being Unknown Data Handling with 115 
or 12.8% of the 901 risk-related responses. In a second round of thematic analysis [22] of the 115 
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Fig. 1. The 115 short-answer responses coded as Unknown Data Handling distributed according to the condi-

tion in which PVC is shared and the associated privacy concern rating. The risk of Unknown Data Handling 

was mentioned far more ofen with AI-powered VATs than with human-powered VATs. For example, there 

were 55 instances of participants mentioning this risk when sharing unknowingly with AI-powered VATs vs. 

only 13 instances when sharing unknowingly with human-powered VATs. 

risk responses, we performed a secondary thematic analysis [22]. From this analysis, we found 
that participants are unaware of (1) what happens to their images and videos once they have been 
shared, and/or (2) what security precautions VATs take to safeguard their PVC. For example, when 
talking about unknowingly sharing an image containing a Face with AI-powered VATs (ID 6), P06  
refected “I don’t think they save my information...maybe I have the wrong idea of AI; but I don’t 
know.” Under the same condition, but with a License Plate (ID 18), P15 asked, “Well, with tech-
nology things get out there. How are my images used?”. In the context of a Pregnancy Test (ID 4), 
P04 refected, “I don’t know where are they storing it [images] or transmitting it [a computer screen 
showing a username (ID 20)]...If I knew exactly what the limits are on how the information is used 
and shared, I would drop it [my score] down low, but I don’t know what their rules are, really”. Sim-
ilarly, but for Financial Account Information (ID 1), P10  said  “I don’t think they are being shared, 
but I don’t know”. 
Those who mentioned not having a clear understanding of VATs’ security precautions, shared 

statements such as “With an AI app, I have thought about it. I don’t know if it’s saved on a computer. I 
wouldn’t totally think that there’s NO way it [PVC] could ever be shared or found out by anybody” (P16 
refecting on fnancial account information, ID 1. Refecting on how AI is developed, P17 also raised 
a question about the security of his images containing Misc. Papers w. Address, Name (ID 10): “AI 
is still made by people, they are using the internet for weapons and I don’t know how it is protected”. 
Finally, statements demonstrated participants’ awareness of VAT companies’ privacy policies, 
though not necessarily that they had read those policies. For example, regarding Medical Informa-
tion (ID 2), P10 said, “I just realized I don’t know their privacy policy because I don’t read it. They could 
access my health information. I should probably read the statements!”. It is not surprising that P10 (or 
the other participants in our study reported not read privacy policies; prior works tells us that pri-
vacy policies are notoriously difcult to read and inaccessible to most media consumers, e.g., [62]. 

These fndings and the fndings shown in Figure 1—the distribution of responses coded as 
Unknown Data Handling across VAT types and sharing conditions, indicate that VAT users 
are more concerned and have more questions about how their data is handled for AI-powered 
VATs than human-powered VATs, particularly under the condition that data is shared with AI 
unknowingly. A possible reason for blind people’s concerns for sharing data with AI-powered 
VATs is that they expect for a person to see their data when it is shared with a human-powered 
VAT but not for AI-powered VATs, i.e., No Eyes on Data, which could be contested as data scientists 
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Fig. 2. Diference in the Privacy Concern Rating Scores between participants with prior visual experience and 

those with no prior visual experience according to VAT type. Positive diferences indicate that participants 

with prior visual experience were more concerned about privacy than those without, which was the case for 

all but one PVC type. The greatest diference between the two participant groups was when sharing images 

that show a Naked Body (ID 5) with AI-powered VATs. For this PVC type, the privacy concern ratings of 
participants with prior visual experience are approximately 1.5 points higher than those with no prior visual 

experience. Across all PVC types the average diference in privacy concern ratings between participants with 

prior visual experience and no prior visual experience is .62 (SD = .48) for AI-powered VATs, and .53 (SD = .35) 

for human-powered VATs. 

commonly explore data to develop AI-powered services. All the while, to our understanding, VAT 
companies do not publicly disclose who within VAT organizations and their afliated third parties 
have direct access to PVC. A second reason for blind people’s concerns for sharing data with 
AI-powered VATs could be related to their knowledge and understanding of VATs data security 
infrastructure and protocols. 

4.2.3 Impact of Prior Visual Experience on Privacy Concern Ratings. Throughout the analyses of 
the semi-structured interview data and the short-answer responses, we began to see evidence that 
a person’s prior visual experience infuences their privacy concerns. As such, we analyzed partici-
pants’ privacy concern rating scores according to whether participants had acquired blindness at 
age 15 or after (n = 9) and thus had prior visual experience or were blind from birth (n = 9) and thus 
had no prior visual experience. 
Figure 2 shows this analysis broken down by human-powered vs. AI-powered VATs, but col-

lapsed across the conditions of knowingly and unknowingly sharing data as these scores followed 
similar trends to the aggregate scores. For both human-powered and AI-powered VATs, and across 
all but one PVC type, participants with prior visual experience were more concerned about privacy 
than those with no prior visual experience. The only exception is for Receipt with an Address (ID 
13), where the raw average concern ratings were higher for people with no prior visual experience 
than those with prior visual experience: 0.3 higher on average for sharing this PVC type with AI-
powered VATs and 0.03 higher for human-powered VATs. These fndings indicate that prior visual 
experience is an important factor afecting visual privacy concerns, perhaps because visual expe-
riences provide a stronger sense of information that can be gleaned visually from an object and 
provide a broader range of reference points—a question we leave to be explored in future research. 

4.3 Summary 
This section primarily addresses RQ2, Which PVC types are of most concern to people who are blind, 
generally, as well as when using human-powered versus AI-powered VATs?, and RQ3, How does the 
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intentionality of privacy disclosures afect what they consider to be PVC when using VATs? The PVC 
type of greatest concern was Naked Body (ID 5) across all conditions, but particularly salient when 
this PVC is shared with human-powered VATs unknowingly with a privacy concern scale of 4.1. 
Towards further answering RQ2, we identifed that participants rated their concern consistently 
high when sharing Financial Account Information, Medical Information, Pill Bottles with Names and 
Addresses, and  Pregnancy Tests—across all sharing contexts. Addressing RQ3, we found that for 
both human-powered and AI-powered VATs, participants generally rated unknowingly sharing 
PVC as more concerning than knowingly sharing it. 
Deepening our understanding of the PVC types that are of most concern, in Section 4.2.3 we also 

presented evidence that people with prior visual experience were generally more concerned about 
their visual privacy than people with no prior visual experience—indicating that this is another 
factor that VAT companies should be aware of when handling users’ visual data. 
Findings in this section also expanded on the factors we identifed in Section 3 as impacting 

blind people’s privacy concerns, particularly in terms of perceived risks (RQ1) (e.g., Unknown Data 
Handling). These fndings can be used by VATs to better understand their users and develop safe-
guards that address the factors causing the greatest privacy concerns. For instance, our secondary 
analysis of the most common of these risks—Unknown Data Handling, showed that much of the 
concern arose with AI-powered VATs though we applied this code across all contextual conditions 
(and most PVC types). This indicates that eforts should be taken to better inform users about what 
happens to their personal visual data. 

5 PRIVACY POLICY ANALYSIS 
The previous sections (Study 1) identifed that blind people’s visual privacy concerns when us-
ing VATs are commonly related to their familiarity (lack thereof) VAT companies’ data handling 
practices, e.g., Unknown Data Handling. To understand how well VAT companies are addressing 
these concerns, specifcally the risk around data collection and processing, we performed a content 
analysis of 13 VAT companies’ privacy policies to answer RQ4: What are VAT companies communi-
cating to users about the collection and processing of visual data, as embodied in their privacy policies? 
(RQ4). Privacy policies are legal documents that disclose how customers’ data is handled, such as 
the recording, retention, use, and dissemination of their data [94], and these documents are the 
primary source for VAT users to learn how the companies handle their personal visual data. From 
this analysis we suggest strategies to better inform VAT users of the implications associated with 
sharing PVC for access to information. 

5.1 Methods 
In what follows, we describe how we identifed the companies to include in our study, our process 
for curating their privacy policies, our annotation protocol, and our approach to analyzing the 
policies. 

5.1.1 Data Collection. Our dataset includes privacy policies from 13 companies as listed in Ta-
ble 6. This set of companies covers popular camera-based applications used by blind people, as 
represented in the academic literature on visual assistance (e.g., [40, 64, 95]) and based on our ex-
perience conducting research with blind people: Aira, Be My Eyes, BeSpecular, KNFB Reader, Look-
out, LookTel MoneyReader/Recognizer, OrCam MyEye, Seeing AI, and  TapTapSee. These applications 
support a variety of use cases, types of camera-based devices, and visual data input types (images 
and videos) as shown in Table 6. 
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Table 6. The 13 Companies Whose Privacy Policies We Analyzed, Along with VAT Product Names, 

Form Factors (Mobile, Wearable, Desktop), the Type of Visual Data They Accept (Images, Video), 

and the Type of Intelligence Used to Provide Visual Assistance (Human, Artificial) 

Name Application Camera Form Factor Visual Data Type Intelligence Type Use Statistics 

Image Video Human Artifcial 

Aira Aira Mobile Device, Glasses X X X “Thousands of users” [64] 

Be My Eyes Be My Eyes Mobile Device X X “More than 100,000 users” [34] 

BeSpecular BeSpecular Mobile Device X X “Thousands [15] 

LookTel LookTel Money Reader Mobile Device X X X Not Available 

LookTel Recognizer Mobile Device X Not Available 

OrCam OrCam MyEye Glasses X X Not Available 

OrCamRead Handheld “Smart Camera” X X Not Available 

Sensotec KNFB Reader Mobile Device X X Not Available 

TapTapSee TapTapSee Mobile Device X X X Not Available 

Google Lookout Mobile Device X X Not Available 

Microsoft Seeing AI Mobile Device X X “Used 20 million times” [31] 

Adobe Adobe Accessibilty Unspecifed X X X Not Available 

Amazon Amazon Rekognition Unspecifed X X X Not Available 

Apple VoiceOver Recognition Unspecifed X X Not Available 

Facebook Automatic Alt Text Unspecifed X X X Not Available 

We further expanded the set of privacy policies by identifying companies that have interests in 
both accessibility and computer vision10 even if they do not currently have a popular VAT product. 
We made this choice based on the understanding that AI-powered (automated) visual assistance is 
a growing trend within industry and accessibility is a key motivator for development11 To do so, we 
identifed two top conferences in accessibility (the CSUN Assistive Technology Conference 2019 
[113] and ACM SIGACCESS Conference on Computers and Accessibility (ASSETS) 2019 [10]), and 
the top conference in computer vision (IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR) 2019 [36]). For each conference, we reviewed the sponsors as listed on the public 
website: 107 for CVPR, 12 for CSUN, and 9 for ASSETS. The following companies sponsored both 
CVPR and at least one of the accessibility conferences: Apple, Adobe, Amazon, Google, Facebook, 
and Microsoft. While Microsoft and Google were already in our company set because of related 
VATs (Seeing AI and Lookout, respectively), we added the remaining four companies for a total of 
13: Apple, Adobe, Amazon, and Facebook. 

For each of these 13 companies, a research team member manually gathered the privacy policy 
from the company’s website in Fall 2019. When visual assistance was one of many products ofered 
by a company and did not have a unique privacy policy associated with it, we looked to the parent 
company’s privacy policy; e.g., for Seeing AI we downloaded Microsoft’s privacy policy. Each 
company’s entire privacy policy was collected for later analysis. 

5.1.2 Analysis. To systematically evaluate what VAT companies communicate to users about 
how their personal visual data is handled, we frst developed an annotation protocol. Two sighted 
researchers on our team, with post-graduate education and varied experiences reading privacy 
policies,12 independently read three companies’ privacy policy statements (Aira, Facebook, and 
Google) to gain familiarity with the structure and language used within privacy policy documents, 
and determine whether a systematic review of the policies would yield interesting results. Through 

10Computer Vision is a sub-feld of AI about making computers that can analyze visual content. 
11For instance, the Sight Tech Global conference was launched in 2020 with the motivation of “Shaping New Technologies 

to Create a More Accessible World for People with Blindness and Visual Impairments” [32]. 
12Prior to the onset of the study, one researcher on our team (with a PhD) reported never having read a privacy policy; the 

other, who is currently completing a PhD, reported having extensive experience locating and reading privacy policies, in 

the context of conducting research and training older adults to develop health literacy skills. 
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Table 7. Shown are the Prompts Used By Two Annotators to Systematically Analyze 

13 VAT Companies’ Privacy Policies 

ID Prompt Defnition 

1 Is data collected? If the company states whether they record data (e.g., “data”, “cookies”, 
“personally identifable information”, “location”, “email”, “phone numbers”, 
“images”, “videos”). 

2 Is video collected? If the company states whether they collect/record videos. 

3 Are images 
collected? 

If the company states whether they collect images. 

4 How long is data 
retained? 

If company discloses the duration in which they will store the data they 
record for (A) the generic term data as well as (B) the sub-category of 
visual data. 

5 Is data used to train 
algorithms? 

If the company discloses whether the data is used to develop automated 
approaches to perform their services for (A) the generic term data as well 
as (B) the sub-category of visual data. Language used may explicitly state 
for algorithm “training” as well as other more ambiguous terms such as 
“improve the service” for the user. 

6 Is data shared with 
third parties? 

If the company discloses whether they disseminate the data they record 
with a person or group besides the two primarily involved in a situation 
(the user and the service provider) for (A) the generic term data as well as 
(B) the sub-category of visual data. 

7 Can data be deleted? If the company discloses whether users can opt to delete their data for 
(A) the generic term data as well as (B) the sub-category of visual data. 

8 Can users opt out of 
data being collected? 

If the company discloses whether users can opt out of their data being 
collected for (A) the generic term data as well as (B) the sub-category of 
visual data. 

several iterations, our team collectively developed, refned, and fnalized the coding scheme to 
annotate the policies in our dataset. 
The fnal schema included a set of prompts Table 7, which focused on what companies commu-

nicated to users about the types of data collected, users’ choices to opt out or delete their data, and 
the retention of visual data including its storage, use for AI development, and use by third parties. 
Some of these prompts had sub-prompts, which we refer to as sub-prompt ‘A’ and sub-prompt 
‘B’. Two researchers (annotators) independently read and located in each of the 13 companies’ pri-
vacy policy statements any text that addressed each prompt. Each annotator assigned one of three 
scores to each prompt: a score of 1 to indicate that the privacy policy “contains information that 
addresses the question”, a score of 0 to indicate that the policy “explicitly states that the recording 
of data or privacy protection does NOT occur”, and -1 to indicate that the policy “does not provide 
information that helps answer the question”. As a result, for each policy, both annotators produced 
13 scores to cover all the prompts and sub-prompts. In total, each annotator assigned 169 scores 
across the 13 policies (i.e., 13 × 13 = 169). 
Four of the co-authors met to analyze the results, and found that neither annotator had assigned 

a score of 0 to any prompts across all privacy policies; that is, none of the companies explicitly 
stated that they did not engage in data handling practices. Consequently, we retrospectively shifted 
all scores to refect a binary rating system: 1 to indicate the policy provided information that the 
data handling occurs, and −1 to indicate when the annotator could not fnd any information to 
address the prompt in the policy. 
We calculated Cohen’s kappa to measure inter-rater reliability between the two independent an-

notators. Across all prompts, we achieved an average inter-rater reliability of 0.84, which signifes a 
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moderate to high degree of agreement (range: .61–1.0). To address the 26 out of 182 instances when 
the two researchers’ annotations difered (i.e., 14% of all prompts), they collaboratively reviewed 
the privacy policies, and came to an agreement about the information communicated within. 

5.1.3 Policy Validation. To ensure that the data was current at the time of submitting this jour-
nal article, in May 2021 the lead author revisited the source of each policy and collected a new copy 
as described above. To identify updates to the policies, we frst observed if there was a change in 
the publication date, then compared the initial 2019 dataset to the 2021 policies on the VAT compa-
nies websites using the Track Changes->Compare Documents tool in Microsoft Word. Eight of the 
13 companies had updated their policies between December 2019 and May 2021.13 We observed 
only one change that corresponded to our annotation protocol: Amazon’s privacy policy now di-
rectly specifes that video and image data are collected, e.g., “When you use our voice, image and 
camera services, we use your voice input, images, videos, and other personal information to respond 
to your requests, provide the requested service to you, and improve our services.” We account for this 
change in the presentation of the fndings in Table 8 and the corresponding text. 

5.2 Results 
To address RQ4, What are VAT companies communicating to users about the collection and processing 
of visual data,as embodied in their privacy policies?, we share results below with respect to (1) the 
notice that is/is not communicated about the collection, length of retention, use, and dissemination 
of visual data (i.e., images or videos), and (2) the choices that are/are not communicated to users 
about opting-out of having their personal visual data collected and to have their personal visual 
data deleted. Table 8 presents the fndings according to each VAT company and each prompt, and 
the Cohen’s kappa inter-rater reliability score from our analysis. 

5.2.1 Notice. 

Data Collected. All of the companies in our dataset provide notice that general personal data is 
collected. However, only nine of the 13 policies specifed that the personal data collected includes 
video (Prompt 2) or image (Prompt 3) data. This includes four of the seven companies that have 
privacy policies specifc to a visual assistance applications: Aira, Be My Eyes, BeSpecular, and 
TapTapSee. The companies with umbrella policies that report on personal visual data collection 
include Adobe, Amazon, Facebook, Google, and Microsoft, though it is unclear which of their 
product lines or services collect users’ visual data. If a company indicates in its policy that images 
are collected, the company also is likely to collect video (with the exception of BeSpecular, who 
reports on the collection of image data but not video data). Finally, those who do not indicate that 
they collect images include LookTel, OrCam, Sensotech, and Apple. 

Length of Data Retention: Eight of the 13 companies communicate information about the data 
retention period for general personal data, including companies with umbrella policies (Adobe, 
Facebook) and policies specifc to a visual assistance technology (Aira, BeSpecular, OrCam, Sen-
sotech, TapTapSee, and Google). However, neither annotator found a single instance mentioning 
the retention period for visual data specifcally. 

13The VAT companies whose privacy policies were updated include: (1) Be My Eyes (latest update May 2020), (2) OrCam 

MyEye (latest update June 2020), (3) Google (latest update February 2021), (4) Amazon (latest update February 2021), (5) 

Adobe (latest update December 2020), (6) Apple (latest update December 2020), (7) Facebook (latest update January 2021), 

and 8) Microsoft (latest update April 2021). The VAT companies whose privacy policies had not been updated include: (1) 

Aira (latest update June 2018), (2) Be Specular (latest update May 2016), (3) KNFB Reader (latest update September 2016), 

(4) LookTel Money Reader (no date), and (5) TapTapSee (latest update August 2013). 
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Table 8. Results of the Privacy Policy Analysis, Showing Whether Companies Provide notice About 
Collecting Users’ Data (Prompts 1-3), the Length of Data Retention (Prompt 4), the Use of Data to 

Train AI (Prompt 5), and the Dissemination of Data to Third Parties (Prompt 6), as well 

as the choice these Companies Provide Users for Deleting Their Data (Prompt 7) 

and opting-out of having their Data Collected (Prompt 8) 

Collect Retain Train AI Third Party Delete Opt-Out 

1 2 3 4a 4b 5a 5b 6a 6b 7a 7b 8a 8b 
Any Video Image Any Visual Any Visual Any Visual Any Visual Any Visual 

Company 

Aira Yes Yes Yes Yes No Yes No Yes No Yes No Yes No 

Be My Eyes Yes Yes Yes No No Yes No Yes Yes Yes No No No 

BeSpecular Yes No Yes Yes No No No Yes No Yes No No No 

LookTel Yes No No No No No No No No Yes No Yes No 

OrCam Yes No No Yes No Yes No Yes No Yes No No No 

Sensotech Yes No No Yes No No No No No Yes No No No 

TapTapSee Yes Yes Yes Yes No Yes Yes Yes Yes No No No No 

Google Yes Yes Yes Yes No Yes No No No Yes No No No 

Microsoft Yes Yes Yes No No Yes No Yes No No No Yes No 

Adobe Yes Yes Yes Yes No Yes Yes Yes No Yes Yes Yes No 

Amazon Yes Yes Yes No No No No Yes No No No Yes No 

Apple Yes No No No No Yes No Yes No Yes No Yes No 

Facebook Yes Yes Yes Yes No Yes No Yes No Yes No No No 

Totals 

Yes 13/13 8/13 9/13 8/13 0/13 9/13 2/13 10/13 2/13 10/13 1/13 6/13 0/13 

No 0/13 5/13 4/13 5/13 13/13 4/13 11/13 3/13 11/13 3/13 12/13 7/13 13/13 

Inter-rater Reliability Measures 

Cohen’s kappa 1.0 .92 .84 .84 .77 1.00 .77 .92 .77 .61 .77 .84 .84 

For prompts 4-8, each question comes with two sub-prompts, the frst one related to data in general and the second 

one specifcally looking at handling of visual data. Yes = instances when the policy included the information; No = 

instances when the policy did not include the information. 

Use of Data to Train Services: Prompt 5 centers on whether companies give notice about the use 
of the data they collect to train AI algorithms. Eight of the 13 companies indicate that they use gen-
eral personal data to train AI (Aira, BeSpecular, OrCam, Sensotech, TapTapSee, Google, Microsoft), 
yet only two of these companies specify they use personal visual data. One of the two companies, 
TapTapSee, has a policy specifc to their visual assistance application. The other company (Adobe) 
has an umbrella privacy policy that does not specify if the data collected is used in this way. The 
fve companies in our dataset that did not provide information about the use of data (general or 
visual) to train AI include: Be My Eyes, LookTel, Microsoft, Amazon, and Apple. 

Sharing of Data with Third Parties. Prompt 6 deals with whether companies disseminate personal 
visual data to third parties, such as other companies, organizations, independent contractors, or 
individuals outside of the primary organization. The analysis revealed that two company’s privacy 
policies clearly indicate that personal visual data are shared with third parties (Be My Eyes and 
TapTapSee). The two annotators could not fnd information about whether personal visual data 
are shared from the other 11 companies’ privacy policies. 

5.2.2 Choice. 

Deletion of Data. Prompt 7 pertains to whether companies’ privacy policies include information 
about the choices users have for deleting their personal visual data. Twelve of the 13 companies do 
not provide such information—Adobe is the only one that does. Ten of the 13 companies commu-
nicate that users can delete general personal data. 
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Opting-out of Data Collection. The fnal prompt centers on whether the privacy policies include 
information about users’ choice to opt out of having their data collected. None of the companies 
provide this information for personal visual data, and only six of the policies communicate that 
users can opt out of general personal data collection. 

5.2.3 Summary. This study involved an analysis of 13 VAT companies’ privacy policies, mo-
tivated by the aim of understanding what companies communicate to users about the collection 
and processing of their personal visual data. The fndings reveal that VAT companies rarely pro-
vide clear “Notice and Choice” to users about what happens to their images and videos. Next, we 
discuss the implications of these fndings paired with the those from Sections 3 and 4. 

6 DISCUSSION 
In this section, we summarize fndings from Study 1 and Study 2, and then address how the fnd-
ings ft within the context of the existing data regulation and contemporary trends in privacy-
preserving technology design. Finally, we provide recommendations for how our human-centered 
research may be used to inform the development of human-powered and AI-powered VATs that 
ofer privacy safeguards, i.e., are privacy-protective “by design”. 

6.1 Blind VAT Users’ Privacy Concerns for AI-powered vs. Human-powered VATs 
The semi-structured interviews (Section 3) afrmed prior work’s [8, 9] fnding that blind peo-
ple have privacy concerns when using both human-powered and AI-powered VATs. The factors 
impacting these privacy concerns (RQ1) fall under three overarching categories: (1) users’ under-
standing of how VATs provide the services, (2) users’ perceptions of the impact of sharing PVC to 
their personal well-being or social relationships, and (3) users’ assessments of how VAT services 
adhere to their values or raise values-based questions. Under each of these categories we identifed 
factors they deemed to beneft their sense of privacy (as summarized in Table 2) and factors that 
introduce risk into participants’ sense of privacy. 
Benefts to VAT Users’ Visual Privacy: These fndings show that blind people value, and 

directly beneft from the Anonymity that both human-powered and AI-powered VATs provide. 
AI-powered VATs are perceived as providing greater anonymity than human-powered VATs as 
the data is not seen by close social ties—a fnding that afrms fndings by Akter et al. [9]. They 
viewed AI-powered VATs as an agent that mediates Social Judgement, whereas they viewed human-
powered VATs as increasing the risk of social judgment–despite the anonymity provided. Partici-
pants also valued the Interactivity that human-powered VATs provide and perceived that the Pro-
fessionalism of the sighted assistants bolsters their privacy. 
Visual Privacy Risks for VAT Users: Findings from our open-ended interview questions, as 

well as the Privacy Concern Rating Task short answer-responses (Section 4.1.2) show that blind 
people perceive that their lack of understanding of if, how, and why VAT companies collect and 
process their data introduce a risk to their sense of visual privacy (e.g., Unknown Data Handling). 
This risk factor is pertinent for both human and AI-powered VATs (Section 2), and is the top (of 
24) risk factors impacting VAT users privacy concerns when sharing PVC in their visual media 
knowingly or unknowingly for information access (Table 5) for both VAT types (Section 1). Our 
fndings also show that VAT users are concerned about sharing 19 types of PVC, in part due to 
the Unknown Data Handling factor. The concern about Unknown Data Handling is most prevalent 
in the scenario that PVC is shared with AI-powered VATs. This may be due to an understanding 
that developing AI-powered visual assistance depends on large amounts of data whereas human 
visual assistance may not require the same data confgurations and training to generate useful 
descriptions. Additionally, while contemporary media commonly reference the need for collecting 
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and processing user data to improve automated technologies, it is less clear how sighted assistants 
are trained [64]. Following Lee et al. [64], future work may be conducted to reveal what information 
is used to train visual sighted assistants, albeit with greater emphasis on how they are trained to 
accurately provide visual assistance while preserving users’ privacy, versus the methods and data 
required to train AI-powered VATs. 
In summary, both human-powered and AI-powered VAT companies may beneft from following 

our recommendations below regarding privacy education for users, greater transparency in their 
data collection and processing, and support public-facing research to reveal the data and skills 
are needed to train privacy-preserving VATs to support autonomy and the reduction of social 
judgment (as described in more detail in Section 6.4). 

6.2 Additional Contextual Factors that Influence VAT Users’ Visual Privacy 
As detailed above, we explored three types of contextual factors that infuence blind VAT users’ 
sense of visual privacy when using VATs, e.g., VAT type, PVC type, and sharing condition. Our 
extended analysis of the Privacy Concern Rating Task data (Sections 4.2.3) ofer preliminary 
insight that a persons’ prior visual experience is another factor that infuences their visual pri-
vacy perceptions when using VATs. We found that people who have acquired blindness (prior 
visual experience) have more privacy concerns then people who were born blind (no prior visual 
experience) across all but one PVC type. These fndings have implications for how VAT companies 
can tailor their privacy-preserving services to meet a variety of VAT users’ privacy concerns, de-
velop methods for users to personalize the privacy-preserving features embedded into VATs, and 
even develop specialized educational resources for informing users of the measures taken to safe-
guard users’ personal visual data. Our fndings indicate that privacy needs to be understood and 
investigated as something that is highly contextual, varies based on social norms, and is variable 
based on the combination of factors infuencing the person at the time [76]. 

6.3 VAT Companies’ Communication to Users About Data Collection and Processing 
We conducted an analysis of 13 VAT companies’ privacy policies to further understand what VAT 
companies communicate to users about the collection and processing of their personal visual data 
(Study 2) in light of how frequently we heard VAT users explain their lack of understanding of 
how VAT companies collect and process their personal visual data in Study 1, Sections 3 and 4. 
Our analysis in Study 2 showed that seven of the 13 companies in our dataset do not communi-
cate whether they collect images and video, and none of the companies provide notice about the 
retention of personal visual data. Only one policy in our dataset specifcally indicated that users 
can delete their images and/or videos, but none provide the choice to opt out of it being collected. 
Only two companies mention whether they use images and/or video to train AI, and only two 
companies mention that they sell images and/or videos to third parties—both of which do. 
Based on these fndings, a concern is that VAT companies that collect and share users’ personal 

visual data, neglect to remove PVC from images and videos before they are stored and shared. For 
instance, in a privacy policy of a human-powered VAT in our dataset we read, “When we provide 
video streams to third parties we will anonymize them as much as possible. That means we will 
strip the fle of any data that could be used to personally identify you. We cannot, however, strip 
or edit the content of the video stream. So if you flm yourself, flm your location (for example, if 
the Eifel Tower is behind you), or verbally give your name or your location on the video stream, for 
example, that information may be shared.” 
Accordingly, VAT users’ personal visual data may be shared with VATs without users knowing 

who the recipients will be (e.g., 3rd parties), for what purposes the data will be used, and whether 
proper privacy safeguards in place, thus (1) limiting their opportunity to provide informed consent 
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(a concern that also emerged during the rating task), and (2) introducing a misalignment between 
what users’ need and want to know to protect their privacy (e.g., the opportunity to provide con-
sent to more information about what happens to their personal visual data when using VATs) and 
what the service provider ofers. Below we provide details about how VATs can increase alignment 
with their users, including developing mechanisms to ensure that users have sufcient reference 
to provide informed consent. 

6.4 Implications and Recommendations to Guide VAT Development 
Our fndings have unique implications for VAT users and companies because blind people share 
their visual data to gain access to information, and in doing so risk compromising their privacy. 
Here we provide recommendations for how VATs can be developed in ways that (1) increase VAT 
users’ understanding of what happens to their personal visual data, thus also increasing VAT users’ 
opportunity to provide informed consent, (2) take actions to further promote alignment between 
VAT users and VAT companies, and ultimately (3) account for the inherent contextual variables 
that infuence users’ privacy. 

6.4.1 Designing VATs with Non-Visual Consent in Mind. Despite mounting criticism of the ef-
fectiveness of “Notice and Choice” for users (referred to in data regulation as “data subjects”), 
e.g., [84, 104], this paradigm is still the primary mechanism used to guide entities collecting users’ 
data to inform users about the collection and processing of personal data [67]. Consent is an en-
actment of one’s choice, and is one of the main legal basis for the treatment of personal data as 
outlined in the General Data Protection Regulation (GDPR)—a European Union-based law 
that demands that companies across all sectors of business adhere to practices that give individu-
als control over their personal data [67].14 For consent to be valid in the context of personal data 
collection: (1) it must be freely given, e.g., “the individual must have a free choice and must be 
able to refuse or withdraw consent without being at a disadvantage”, (2) users must be informed, 
e.g., users must receive information about the entity processing the data, the purposes for which 
the data is processed,  the type of data that will be processed,  the choice to withdraw consent, the  
use of the data for automated decision making, and the possible risks if data is transferred to third 
parties [80]. 
To the frst point—consent must be given freely, results from our study indicate that VAT users 

may not be positioned to provide informed consent. Blind people use VATs, in the frst place, to 
learn about the content contained within their images and videos, and it is unclear whether they are 
appropriately supported to know what information they disclose prior to consenting to the terms 
of service. Moreover, if users are uncertain or do not want to provide consent to the collection or 

14Whereas GDPR ofers omnibus data regulation, in United States data regulation is currently sectoral, meaning that 

data regulations are directed to specifc industries, and depend on self-regulation more then governmental interference 

alone [67]. Despite the diferences in approach to data regulation, the topic of privacy—in the context of the development 

of technical products and services and technology is at the core of data regulation and puts in place measures that require 

companies to communicate with users about the collection and sharing of personal data. In the 1880s Samuel D. Warren 

and Louis D. Brandeis issued a concern that instant photography and audio recorders, invented during that era, cause 

invasion into “the sacred precincts of private and domestic life” in the Harvard Review Article, “The Right to Privacy” [105]. 

Eighty-three years later, in a similar response to the emergence of new technologies and increasing data collection, the 

U.S. Department of Health, Education and Welfare submitted an article titled, “Records, Computers and the Rights of Cit-

izens: Report of the Secretary’s Advisory Committee on Automated Personal Data Systems”. This report included a set of 

safeguards to address the lack of data and privacy protections under the law [27]. The Organization for Economic Co-

operation and Development (OECD) later adopted these safeguards, to establish the OECD Guidelines on the Protection 

of Privacy and Transborder Flows of Personal Data and ultimately the Fair Information Practice Principles (FIPPs) [27]. 

The FIPPs, written in 1980, serve as a foundation for both the sectoral regulations in the United States and the omnibus 

data and privacy regulations in Europe. 
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processing of their personal visual data (generally) or for specifc PVC types, their access to VATs 
or specifc features may be withheld. 
To the second point—users must be informed, results of our Study 1 indicate that VAT users 

do not consider themselves to be informed about VAT companies’ handling of their data, even 
when they had read the privacy policies; readability of privacy policies is a well known issue, 
e.g., [62] that extends beyond the population we study here. Furthermore, our investigation in 
Study 2 showed that many VAT companies do not explicitly indicate that the personal data they 
collect comes in the form of images and videos, which reveal extensive amounts of personal data 
that people consider to be private, e.g., [53, 96]. The VAT companies that do provide notice about 
the collection of personal visual data indicate that they may not remove PVC from images and 
videos before they are stored and shared (as evidenced in Section 6.3). 

Based on these considerations, we recommend that VAT companies proactively develop ap-
proaches to: 

• Communicate to users the types of personal visual data VAT users (and others, e.g., [66]) 
consider to be private and under what conditions, whilst explaining the related risk factors. 
• Explain to VAT users the validity of the perceived privacy risks based on the current robust-
ness of their data security infrastructures. 
• Communicate with VAT users about how they can successfully manage their environments 
and PVC before sharing visual media so unwanted disclosure is avoided. 
• Provide users with contact information for customer support agents who can address 
privacy-related concerns. 
• Provide VAT users with non-visually accessible tools that enable them to assess whether 
their images have PVC or not prior to obtaining visual assistance. 
• Communicate to users, in real-time, when they have shared images and videos that contain 
personal data and provide in situ opportunities to provide consent before data is recorded 
or processed. 
• Provide mechanisms to validate whether the consent users provide is informed, prior to the 
collection of data—from either the users’ device or during a live session with a sighted visual 
assistant. 

These measures may establish new social norms around non-visual, visual privacy that promote 
transparency and can be directly refned and conveyed by any VAT user. Future eforts may focus 
on user-centered research to observe VAT users’ reactions to privacy and consent notifcations, e.g., 
whether they would view such an intervention as adding helpful or hindering friction when trying 
to gain visual assistance, and when and how they would want this notice to be provided by human-
powered and AI-powered VATs for diferent PVC content types. Additional eforts may focus on 
better understanding the ways in which VAT users want their PVC redacted or obfuscated–prior 
to gaining visual assistance, storage, or sharing (including use of data by third parties)—and how 
VATs can be personalized to match users’ preferences. 

6.4.2 Promoting Alignment Between VAT Users and VAT Companies through the ’Privacy by De-

sign’ Paradigm. As noted above, many VAT users commonly do not know what is specifed in 
VAT companies privacy policies nor what is actually done with their personal visual data. Find-
ings from Study 2 show that VAT companies rarely provide comprehensive notice or choice nor 
ensure that users comprehend their policies. This represents a misalignment between the informa-
tion that users need for a sense of visual privacy and what information VATs provide. While the 
aforementioned recommendations (and other methods [59, 68, 98, 103, 112]), may be followed to 
improve alignment, we advocate that VAT companies shift away from simply following the ‘notice 
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and choice paradigm’ to following the more contemporary ‘Privacy by Design’ paradigm. Privacy 
by Design is a “a proactive approach, to make occurrences of privacy harms impractical in the frst 
place. It demands that privacy be ‘built in’ during the design process”, Pg.  1 [107] .  
Our human-centered research takes a Privacy by Design approach by identifying what VAT 

users consider to beneft their sense of privacy and what they consider to add risks to their privacy 
(Section 3). Based on these fndings, the following recommendations to may be used to design novel 
VATs that mitigate these privacy risks from the outset: 

• Design VATs that eliminate users’ experience of [Social Judgement, Loss of Control or Agency, 
Lack of Personal Management] when sharing private visual content with VATs. 
• Design VATs so that users’ sense of [Autonomy] is increased. 
• Design VATs so that they inform users about the risks and benefts related to the collection 
and processing of personal visual data. 
• Design VATs so they that account for users’ changing privacy expectations. 

These criteria may also be applied to refning the design of current VATs, and helping VAT 
users choose which VAT best matches their priorities—whether based on their goals for social and 
community well-being, their understanding of the service ofering, or their underlying values. 

6.4.3 Accounting for the Contextual Nature of Privacy in VAT Development. Another promising 
approach to developing VATs through the Privacy by Design paradigm is to account for the con-
textual nature of privacy during the delivery of visual assistance—visual privacy perceptions are 
greatly infuenced by the contexts in which they share their personal data [53, 72, 76]—that result 
in personalized privacy-preserving services. 
Study 1 demonstrates our efort to account for the contextual nature of privacy, during which we 

investigated (1) the type of VATs (human-powered or AI-powered, and (2) the intention of sharing 
(unknowingly or unknowingly). We provide new evidence related to the infuence these factors 
on participants’ privacy concerns when sharing 21 types of PVC with VATs, e.g., Table 4, as well  
as the infuence of a person’s prior visual experience on their sense of visual privacy—a factor that 
emerged during our investigation (Figure 2). 
Our approach may be used by VAT companies to develop techniques that preserve users’ visual 

privacy in a responsive and contextually aware manner, i.e., the ability to determine if an image 
with a specifc PVC type should be collected and how it should be processed, as informed by the 
type of agent providing the visual assistance (human vs. AI), the intention of the disclosure, and/or 
the VAT user’s prior visual experience. In the short-term, VAT companies may establish guidelines 
to inform VAT employees and volunteers how to respond to the presence of PVC to mitigate li-
ability for the end user and the employees. In the long-term, we envision the development of 
privacy-preserving VATs that ofer users the ability to specify which contextual understanding 
will beneft their sense of privacy the most and personally train VAT systems to handle their PVC 
accordingly. 

6.5 Limitations and Future Research Directions 
We now discuss limitations in our methods which point to valuable future research opportunities. 

6.5.1 Study Design. 

Study 1. During the Privacy Concern Rating Task, participants wanted more context for some of 
the PVC types to provide a confdent answer. For instance, under the Information Designation sub-
category, we identifed 111 instances where participants stated their answer would change based 
on the specifcs of the content, e.g., for images that show a tattoo where it would depend on what 
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the tattoo was of and where on the body it was located. In addition, there were 35 instances where 
participants indicated their scores would change based on the condition that a PVC was Paired 
with Other Information, such as in the case that a username was shared alongside the password, 
or that a picture of a face was paired with location metadata. When such considerations arose, we 
asked participants to provide a score that refected their highest level of concern to account for 
the most sensitive outlier. We recommend validation of the fndings we present in Section 4 with 
a larger sample size prior to being used in practice. 

Study 2. There also were limitations to our analysis of the privacy policies for VAT companies. 
First, we used the “Notice and Choice” paradigm as a conceptual framework for our analysis as 
many of the companies in our sample are US-based, though should also adhere to GDPR. Sec-
ond, during our analysis we observed that VAT companies do not communicate in their privacy 
policies about the collection and processing practices they do NOT engage in, leaving us with 
a binary approach to annotation. Future research may focus on conducting an in-depth content 
analysis of VAT companies’ privacy policies to identify the rhetorical choices visual assistance 
technology companies make when authoring their privacy policies.15 Future work may also con-
sider an analysis according to the principle of “Privacy by Design” that guide GDPR, e.g., Article 
25 data protection by design and by default [80]. Future work may extend our investigation of VAT 
companies’ privacy policies by exploring how VAT users want VAT companies to author privacy 
policies—or to design alternative communication methods to provide assurance that their personal 
visual data is not being collected or processed (and if it is, how and why). Relatedly, it could be in-
teresting to explore whether VAT users are concerned that some VAT companies have not updated 
their privacy policies since implementation of GDPR in 2018 (Section 5.1.3). 

6.5.2 Investigating the Impact of the Identified and Additional Contextual Factors. Additional 
user studies will help reveal additional contextual factors that infuence blind people’s privacy 
concerns in the context of VAT use, e.g., camera form factor, image metadata, data regulations, 
whose personal data is captured in the image, the privacy protective practices VAT users enact 
at the micro or macro level to preserve their PVC, and remote visual assistants and technology 
developers adherence to personal data privacy and security measures), and investigate how these 
contextual factors afect users’ privacy concerns for each PVC type and VAT type and condition. 
Moreover, additional research can be conducted to study the impact of ones’ prior visual experience 
on ones’ privacy concerns when using VATs, including whether the age at which a person lost their 
sight impacts their privacy concerns. 
We believe it is important to assess these factors as independent variables as well as compound-

ing. Potential future work includes a Contextual Integrity Analysis [76] to holistically evaluate 
how current VAT practices adhere to what VAT users deem appropriate, e.g., as having “contex-
tual integrity”, and how diferent privacy protective features introduce new norms, and/or change 
information fows to reduce the types of threats blind people deem to be negatively impacting 
their ability to get equitable access to information. We hypothesize that a structured Contextual 
Integrity Analysis will serve as a useful tool to evaluate how our fndings from VAT users com-
pare with the concerns of personal visual data sharing that occurs for diferent applications by 

15The readability issues we observed include: (1) unclear subject headings; (2) inconsistent document structure (across all 

of the policies in our sample); (3) use of imprecise language to indicate which types of data are collected and length of data 

retention; (4) use of diferent terminology throughout the policies when referring to data (e.g., stating ‘data’ at the onset of 

the policy, personal information in another location, and content in another); (5) inclusion of information about use of data 

in sections related to the dissemination of data to third parties; and (6) reliance on the reader to have in-depth familiarity 

of the privacy policy to execute their choices. 
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the general public. Moreover, running fractal factorial vignette studies, e.g., [11] may be useful for 
determining the weight of various contextual factors VAT users’ privacy preferences. 

6.5.3 Applying Findings to Other Camera-Based Technologies and their Users. Finally, many 
other types of companies employ camera-based technologies (e.g., life-logging devices, robots, 
drones, and self-driving vehicles) to collect and process users’ personal visual data. Given the 
growing collection of images and videos, the absolute number of privacy disclosures is expected 
to increase. Our research methods may be valuable for formative research into the visual data 
handling practices of companies that provide other camera-based services. 

7 CONCLUSION 
We conducted two independent but complementary studies to examine the privacy concerns that 
blind people have in the context of using VATs. Our empirical investigation into the factors that 
blind people identify as impacting their privacy in the context of their use of VATs, and the types 
of visual content blind people consider to be private in the context of their use of human- and AI-
powered VATs reveal a suite of factors that beneft one’s sense of privacy and factors that add risk 
to one’s sense of privacy. Our analysis of the privacy policies of 13 VAT companies to understand 
what they communicate to VAT users about the collection and processing of personal visual data 
revealed that VAT companies did little to provide notice about the handling of users’ visual data in 
their privacy policies. We ofer our fndings to help guide the development of privacy-protective 
VATs that address users’ privacy concerns and empower users to decide which VATs to use based 
on alignment with their personal visual data privacy preferences. These recommendations center 
on (1) conducting user-centered research to design non-visual tools that provide users with the 
information necessary to provide informed consent for others to only access their images for visual 
assistance; (2) developing policies and functional safeguards that are specifc to, at least, the type 
agent providing visual assistance (human or AI) and the types of private visual content in an image 
or video; and (3) embarking on designing new VATs based on the paradigm of “Privacy by Design” 
and evaluating them according to how they align with user’s values. 

8 SUPPLEMENTARY MATERIALS 
8.1 Interview Protocol 
Here we present the full version of our interview protocol. The protocol is organized to questions 
about the participants’ backgrounds and Demographics, Semi-Structured questions about their use 
of visual assistance technologies (VATs) and privacy considerations in diferent situations, and 
the Ranking Activity. 

8.1.1 Demographics. 

(1) What is your Name? 
(2) How old are you? 
(3) What is the highest level of education you completed? 
(4) What is your primary occupation? 
(5) Level of vision- A) Totally blind, B) Legally blind, C) Low vision 
(6) What is the medical diagnosis of your primary visual impairment? 
(7) What is the medical diagnosis of your secondary visual impairment? 
(8) At what age did you become [A) Totally blind, B) Legally blind, C) Low vision] 
(9) What is your zip code? 
(10) What is the primary access technology you use and what do you use it for? 
(11) What is the secondary access technology you use and what do you use it for? 
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8.1.2 Semi-Structured Qestions. 

(1) What technology or device do you currently use to get information about your surround-
ings? 

(2) What do you use [the technology...up to 3] for? 
(3) What kind of information do you usually want from [the technology]? 
(4) Can you describe how the VATs works to provide the information you want? 
(5)  What is usually  in  the photos or video  you share  with  VATs?  
(6) How many days a week do you use VATs? 
(7) How much time each day do you spend using VATs? 
(8) Are there any technologies that you would like to use, but have not yet tried? 
(9) What features of that technology are appealing to you? 
(10) What has prevented you from using [the technology]? 
(11) What privacy concerns do you have in your everyday life? 
(12) What information do you consider to be “private”? 
(13) How do your privacy concerns impact your use of [the technology]? 
(14) Sometimes people with visual impairments get the information they want about visual con-

tent from a real person, other times they get the information from an automated system. 
Do you have a preference for one or the other? Follow Up: What factors afect this choice? 
Follow Up: What factors infuence your trust in these situations? Follow Up: Do you have 
any privacy concerns about these situations? 

(15) When you share images or videos to get assistance, what content do you consider to be 
private? 

(16) Why do you consider these content areas to be private? 
(17) How do you know whether a picture or video you share via [the technologies] contains any 

private information? 
(18) Now that we have talked about this, are there other privacy-related concerns or situations 

that are relevant to you in your everyday life? 

8.1.3 Ranking Qestions. 

(1) Imagine that [X PVD] was available for anybody to use. How would that make you feel? In 
what situations would it be of particular concern to you? 

(2) Rank your level of concern if you shared [the following private information] to Human-
powered image description service Knowingly, and please provide your reason why; 

(3) Rank your level of concern if you shared [the following private information] to Human-
powered image description service Unknowingly, and please provide your reason why; 

(4) Rank your level of concern if you shared [the following private information] to AI-powered 
image description service Knowingly, and please provide your reason why; 

(5) Rank your level of concern if you shared [the following private information] to AI-powered 
image description service Unknowingly, and please provide your reason why. 

Ranking Scores 

(1) Not Concerned, i.e. Doesn’t faze me; 
(2) Mildly Concerned, i.e. I would think about it after the fact; 
(3) Concerned, i.e. I would discuss it with other people; 
(4) Very Concerned, i.e. I would develop strategies to change my behavior; 
(5) Extremely Concerned, i.e. I would change my behavior immediately. 
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PVD Content Types Applied 

• Picture where a face is visible/ Refection of a face in a mirror or glass 
• Picture of a naked body 
• Framed photo of people 
• Picture of a tattoo 
• Pregnancy test result 
• Pill bottle with a name, medical information, or address on it 
• Letter with an address or name on it 
• Business card with contact information on it 
• Newspaper with the name of a city shown 
• Receipt from a store showing a local address 
• Miscellaneous papers with a name or local address visible 
• Computer screen showing a username 
• License plate number 
• A local street sign 
• A library book with a local branch’s name on it 
• Clothing with a logo of a company, organization, or group you afliate with 
• Location 
• Name 
• Address 
• Medical information 
• Financial account information 
• Other/Emergent 

9 CODE DEFINITIONS SHEET 
Here we present the codes we applied to the data we analyzed. 

Table 9. Code Sheet with Definitions 

ID Subcode or 

Subsubcode 

Defnition Semi-Structured 

Human-
powered 
VATs 

AI-
powered 
VATs 

1 Information 

Designation 

Instances when participants respond by 

indicating conditions that characterize the 

information 

1.1 Public Information Assessment that the information is easily accessed 
through a basic web search or is already available 
for the masses 

1.2 Needed Information Assessment that they are compelled to get 
information to achieve task, knowingly shared-
personal choice 

1.3 Content Dependent Assessment that their response would vary based 
on the specifc content of the image 

1.4 If Paired with Other 
Informa-
tion/Metadata 

Assessment that their response would vary based 
on whether one type of information was paired 
with another type of information 

(Continued) 
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Table 9. Continued 

ID Subcode or 

Subsubcode 

Defnition Semi-Structured 

Human-
powered 
VATs 

AI-
powered 
VATs 

2 Sharing Choices Instances when participants indicated 

something about the nature of the type of 

information 

2.1 Common Practice Assessment that they engage in the activity 
regularly 

2.2 Wouldn’t Share 
Intentionally 

Assessment that the introduced situation is outside 
of their realm of desired behavior 

3 Personal/Social 

Impacts 

Instances when participants make assessments 

about how the VATs’ strategies infuence their 

personal or their community’s sense of 

well-being. 

3.1 No Privacy Risks Assessment that there is no impact 

3.2 No Risk of 
Identifcation 

Assessment that the their identity would be safe 
regardless of disclosure of information 

3.3 Undefned Threat/ 
Consequence 

Assessment that there is a risk with disclosure of 
information but unarticulated impact of that threat 

3.4 Unwanted Identity 
Disclosure 

Assessment that the something about them will be 
revealed against their desires 

3.5 Identity Theft Assessment that another person would use their 
information to impersonate them 

Risk 

3.6 Financial Theft Assessment that another person would use their 
information to deplete monetary resources 

3.7 Unwanted 
Identifcation of 
Location 

Assessment that another person would use their 
information to fnd where they reside 

3.8 Unwanted Human 
Viewing 

Risk that a person is looking at their information 
without their permission 

3.9 Social Judgement Assessment that disclosure of information (or a 
certain behavior) would entice a negative critique 
from others, causing personal embarrassment or 
other psychological impact 

Risk Beneft 

3.10 Damage to 
Reputation 

Assessment that disclosure of information could 
impact the ways others perceive them and in turn 
creating a barrier to personal, social, or professional 
success 

3.11 Reveals Intimate 
Personal Experience 

Assessment that disclosure of information will 
expose something that they hold sacred to one’s 
sense of personal or close family relations 

3.12 Against HIPAA Assessment that disclosure of the information 
would violate existing privacy policies associated 
with medical information 

3.13 Consent Not Given Assessment that one’s choice to give permission has 
been ignored or violated 

(Continued) 
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Table 9. Continued 

ID Subcode or 

Subsubcode 

Defnition Semi-Structured 

Human-
powered 
VATs 

AI-
powered 
VATs 

3.14 Betrayal of Trust Assessment that disclosure of information would 
violate one’s confdence in the reliability of another 

3.15 Betrayal Personal 
Rights 

Assessment that disclosure of information would 
violate their sense of justice regarding something 
that every human is entitled to 

3.16 Blind Justice Assessment that the rights of people who are blind 
are in question 

3.17 Loss of Control or 
Agency 

Assessment that disclosure of information will 
result in a lesser state of power in their lives 

3.18 Without Personal 
Awareness-Control 

Assessment that something has occurred outside 
one’s power or understanding 

3.19 Lack of Personal 
Management 

Assessment that they did not organize their 
environment such that an image taken would lead 
to an unwanted disclosure 

3.20 Not Socially 
Acceptable 

Assessment that disclosure of information would be 
a deviation from the social norm or directly 
afecting others 

Risk 

3.21 Personal 
Responsibility to 
Manage Information 

Assessment that they have an obligation to change 
or observe their behavior to reduce risk of 
inadvertently sharing information and risking 
disclosure of PVI 

3.22 Multi-party privacy 
breach 

Assessment that sharing another persons PVC can 
cause harm and/or the need to augment their 
behavior to mitigate or eliminate risk for another. 

4 Understanding of 

the Service 

Ofering 

Instances when participants makes an 

assessment of the the strategies or choices 

VATs use to deliver their services and/or 

protect users’ privacy. 

4.1 Desired Feature Assessment that the technology includes a feature 
that they like 

4.2 Standard Service 
Ofering 

Assessment that the technology currently ofers a 
feature or service 

4.3 Promised 
Confdentiality 

Assessment that there is an agreement between the 
user and the provider that their information will not 
be disclosed 

4.4 Protected by Policy Assessment that the VATs terms of service protects 
their rights as a customer/user 

4.5 Professionalism Assessment that the VATs enact practices to 
maintain professional standing within industry or 
with their users 

Beneft 

4.6 Trained Agents Assessment that the VATs employ and prepare 
agents to meet their users’ wants and needs 

Beneft 

(Continued) 
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Table 9. Continued 

ID Subcode or 

Subsubcode 

Defnition Semi-Structured 

Human-
powered 
VATs 

AI-
powered 
VATs 

4.7 No Human Eyes On 
Data 

Assessment that people never see their information 
frst hand, and in turn do not expose them to other 
people’s scrutiny or theft 

Beneft 

4.8 Anonymity Assessment that they are one of many, hard to hone 
in on one’s specifc data points 

Beneft 

4.9 Data Only on Device Assessment that the information shared is not 
uploaded to the cloud, where others may have 
access 

4.10 Computers Can’t 
Blush 

Assessment that Artifcial Intelligence does not 
have emotion or does not judge 

4.11 Personal Data is 
Anonymized 

Assessment that information that is collected about 
a person is stripped of anything that is personally 
identifable 

4.12 Service 
Development 

Assessment that by sharing their information they 
are improving how VATs meets customers needs 
now or in the future 

Beneft 

4.13 Corporate 
Messaging 

Assessment that a company marketing provides 
accurate information about the service 

4.14 Choice to Opt Out Assessment that there is the ability to opt out of 
having information retained is a beneft of the 
system. 

Beneft 

4.15 No Human 
Assurance 

Assessment that they do not get personalized, 
human interaction 

4.16 System Vulnerable Assessment that one’s information is at risk due to 
frailty of the VATs’ technology or data management 

Risk 

4.17 Unwanted Use of 
Data to Train 

Assessment related to a company’s use of their 
information to improve the service 

4.18 Unknown Data 
Handling 

Assessment that their lack of understanding of 
if/how VATs collect and process their data, as well 
as knowledge about available privacy protections 
and are in turn exposed to greater risk 

Risk Risk 

4.19 Unfamiliar with 
Person 

Assessment that they do not know the person they 
share the information with 

4.20 Grounds for 
Termination of Use 

Assessment that their personal action would ban 
them from using the service again 

4.21 Trust of Human 
Decency 

Assessment that they can rely on the integrity of 
people providing the service to have their best 
interests in mind 

Beneft 

4.22 Accuracy Assessment of the validity of information they 
received in response to a request. 

Beneft 

4.23 Accountability Assessment that one is responsible for the 
fulflment of their obligations 

Risk 

4.24 Inaccuracy of 
Technology 

Risk or assessment that the service does not 
produce descriptions with enough precision or the 
descriptions provided are misleading 

The columns labeled human-powered VATs and AI-powered VATs Semi-Structured Columns indicate what codes 

emerged during the semi-structured interviews. All other codes emerged during the ranking task. 
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