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Abstract. We prove decoupling inequalities for mixed-homogeneous bivariate polyno-
mials, which partially answers a conjecture of Bourgain, Demeter and Kemp.

1. Introduction

1.1. Background. Bourgain and Demeter’s 2015 breakthrough l
2-decoupling theorem

for the truncated elliptic paraboloid in Rn [2] is of substantial importance in harmonic
analysis, and has been generalised in various directions since then. In [1], the authors
studied l

2-decoupling inequalities in R2 for general real analytic phase functions over a
compact interval. Following this, Demeter [6] improved upon [1] by choosing partitions
of the unit interval that fit the curvature of each analytic phase function. Later, the
second author [18] further proved a uniform decoupling inequality for all polynomial
phase functions with a given bound on the degree of the polynomials. By a standard
Taylor polynomial approximation, this can be shown to imply decoupling for every single
smooth function on a compact interval, generalising Demeter’s result.

However, in higher dimensions, the problem becomes much harder. Even in R3, the
decoupling with respect to an arbitrary real-analytic phase function over a compact set
remains unknown:

Conjecture 1.1 (Bourgain, Demeter and Kemp, [4]). Let � : (�2, 2)2 ! R be a real
analytic function. Then for every " > 0, there is a constant C", depending on � and "
only, such that the following is true. For every 0 < � < 1, there is a boundedly overlapping
family P = P� of rectangles covering [�1, 1]2, such that � is �-flat1 over each P 2 P, and
for any function f : R3 ! C with Fourier support on the �-neighbourhood of the graph of
� above [�1, 1]2, we have the l

4-decoupling inequality:

kfkL4(R3)  C"�
�"#P 1
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kfPk4L4(R3)

! 1
4

. (1.1)

Here and throughout this paper, fP stands for the Fourier restriction of f to the strip
P ⇥ R, namely, fP is defined by the relation

cfP (x, y, z) = f̂(x, y, z)1P (x, y).

In [4] the authors partially answered the conjecture when � is given by a real analytic
surface of revolution. Later Kemp [12] partially proved the conjecture by establishing
a decoupling inequality for all surfaces with identically zero Gaussian curvature but no
umbilical points. While this article was under review, we were informed that he also
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1For a formal definition, see the appendix.
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2 JIANHUI LI AND TONGOU YANG

proved in [11] decoupling inequalities for a broad class of C5 surfaces in R3 lacking planar
points.

Degenerate phases are also of interest in other related problems in harmonic analysis, in-
cluding the restriction problem and the Lp improving estimates for averages. For example,
the reader may refer to [5, 7, 9, 10, 13–15,17].

1.2. Main result. In this paper, we seek to partially answer the conjecture for a model
class of polynomials, namely, real-valued mixed-homogeneous polynomials. A polynomial
� is said to be mixed-homogeneous if for some positive integers q, r, s with gcd(r, s) = 1
we have

�(x, y) = ⇢
�q
�(⇢rx, ⇢sy), for all (x, y) 2 R2 and all ⇢ > 0. (1.2)

The properties of mixed-homogeneous polynomials that will be used in this paper are
listed in the appendix.

Mixed-homogeneous polynomials have played an important role in the development of a
general theory for general polynomial phases, for instance [7, 9, 10, 15].

Now we are ready to state the main theorem of the paper.

Theorem 1.1 (Main theorem). Let � : R2 ! R be a mixed-homogeneous polynomial.
Then for every " > 0, there is a constant C" = C",� > 0 such that the following holds. For
every 0 < � < 1, there is a boundedly overlapping family P = P� of rectangles covering
[�1, 1]2, such that � is �-flat over each P 2 P, and for any function f : R3 ! C with
Fourier support on the �-neighbourhood of the graph of � above [�1, 1]2, we have the
l
4(L4)-decoupling inequality:

kfkL4(R3)  C"�
�"#P 1
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. (1.3)

If, in addition, the Hessian of � is positive-semidefinite on [�1, 1]2, i.e. � is convex, then
(1.3) can be strengthened to the l

2(L4)-decoupling inequality:

kfkL4(R3)  C"�
�"

 
X

P2P

kfPk2L4(R3)

! 1
2

. (1.4)

Remark. In this theorem and Theorem 1.2 below, there is a “first principles” decoupling in
that l2(L4) estimates are stronger than the corresponding l

4(L4) estimates, which follows
from a simple application of the Hölder’s inequality. Also, if in some cases the sum on
the right hand side has at most O(log ��1) terms, a trivial application of the triangle
inequality followed by Hölder’s inequality gives rise to a factor of at most (log ��1)C ,
which is majorised by C"�

�" for any " > 0. See the argument right after (3.1) for an
example.

This principle will be used extensively in this paper, for instance, the dyadic decomposi-
tions at the start of Sections 3 and 5.5.

1.3. Main ingredients of proof. The following results of Bourgain and Demeter will
serve as the cornerstone of our argument.

Theorem 1.2 (Bourgain-Demeter, [2, 3]). Let � : [�1, 1]2 be a C
3-function with nonsin-

gular Hessian. Then for any " > 0, there is a constant C", depending on � and " only,
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such that the following is true. For every 0 < � < 1, denote by P� a cover of [�1, 1]2 by
finitely overlapping squares of side length �1/2. Then for any function f : R3 ! C with
Fourier support on the �-neighbourhood of the graph of � above [�1, 1]2, we have

kfkL4(R3)  C"�
�"#P

1
4
�

 
X

P2P�

kfPk4L4(R3)

! 1
4

. (1.5)

If, in addition, the Hessian of � is positive-definite on [�1, 1]2, i.e. � is convex, then (1.5)
can be strengthened to

kfkL4(R3)  C"�
�"

 
X

P2P�

kfPk2L4(R3)

! 1
2

. (1.6)

The l
2-inequality (1.6) follows from Section 7 of [2] when n = 3 and p = 4. The l

4-
inequality (1.5) follows from Theorem 1.1 of [3] when n = 3 and p = 4, combined with
a standard Pramanik-Seeger type iteration introduced in [16] which is also the main
argument in Section 7 of [2].

1.3.1. Main idea of proof. Starting from Theorem 1.2, the major di�culty of Conjecture
1.1 lies in handling the decoupling of the region near {detD2

� = 0}. The reason we
choose mixed-homogeneous polynomials is that the set {detD2

� = 0} behaves well: it is
a union of algebraic curves of the form x

s � �y
r = 0, x = 0 or y = 0. Mixed-homogeneity

also plays a role in reducing the domain of decoupling from [�1, 1]2 to an annulus (Section
3). This allows us to separate the curves along which det(D2

�) vanishes. For now, let us
restrict ourselves to one algebraic curve x

s � �y
r = 0.

Let R be a neighborhood of the algebraic curve. Following [4], the general procedure to
decouple R is as follows. First, we apply dyadic decomposition to localize � to the region
where | detD2

�| is essentially �, which we denote by R(�). Second, we decouple R(�)
into rectangles R 2 R using a preliminary cylindrical decoupling. Third, each R 2 R
can be rescaled so that the rescaled phase function has nonsingular Hessian. Finally, we
apply Theorem 1.2 to the rescaled piece to get the desired decoupling inequality.

However, there is a significant obstacle when applying the above procedure in our case.
It can be described as follows. The orientations of maximal �-flat pieces are governed by
the eigenvectors of D2

�. Unfortunately, these eigenvectors are unstable over R(�). More
precisely, in a simplified scenario as in Figure 1 below, let R(�) be the long strip and R
be the collection of shaded rectangles. The orientations of shaded rectangles correspond
to the eigenvector directions of D2

�. These orientations are the directions along which
we rescale the shaded rectangles as the third step above. Due to the big di↵erence in the
orientations, there is no way we can apply cylindrical decoupling to decompose R(�) into
the R 2 R directly.

To overcome the obstacle, we will apply an iterative cylindrical decoupling on R(�) in-
stead. We first decouple it to some intermediate rectangles. These are the smallest
possible axis parallel rectangles into which we can cylindrically decouple the strip due to
the eigenvector issues. On each of these rectangles, we perform a di↵erent shear transform
so that the eigenvectors are more stable in each intermediate rectangle when compared to
the original strip. Then we can decouple them further into rectangles of finer scale thanks
to the improved stability. After some iterations, we will arrive at the shaded rectangles.
In general, the number of iterations needed depends on the multiplicity of the factor
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x
s � �y

r in detD2
�. This can be thought of as a cylindrical version of Pramanik-Seeger

iteration for functions similar to x
2 + � (x, y).

· · · · · · · · · · · ·

Figure 1. An iterative cylindrical decoupling

Outline of the paper. In Section 2 we introduce the necessary notation. In Section 3 we
use the properties of mixed-homogeneous polynomials to perform a series of reductions
and classify di↵erent cases we will encounter. In Sections 4 through 7 we solve the
decoupling problems in each case. In Section 8 we note the changes needed to improve from
l
4(L4) decoupling inequalities to stronger l2(L4) inequalities as indicated in (1.4). Lastly,
Section 9 is an appendix, which studies some algebraic properties of mixed-homogeneous
polynomials, as well as some fundamental notions in decoupling theory.
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help throughout the project. The second author would like to thank his advisor Malabika
Pramanik for suggesting a prototype of this problem at an early stage. The authors would
also like to thank the anonymous referee for their thoughtful comments. The first author
was supported by NSF DMS-1653264.

2. Notation

We will introduce the most frequently used terminologies in this paper.

(1) First of all, instead of writing out decoupling theorems in full detail as in Theorems
1.2 and 1.1, we will often state their short form as follows. For example, Theorem
1.1 will be simply abbreviated as

[�1, 1]2 can be decoupled into (�, �)-flat rectangles.

Here and throughout this paper, we always implicitly assume the rectangles have
bounded overlap, that is, there is some constant C depending on � only, such that
the sum of the indicator functions of these subsets is always bounded above by C.

We remark that that this terminology refers to both the l4-decoupling (1.3) and
the l

2-decoupling (1.4) if the Hessian is positive-semidefinite.
We also remark that each time we write this terminology, we implicitly lose a

factor of size at most C"��". We will see that the number of uses of this terminology
depends only on �. Therefore, the loss is acceptable and thus is omitted in the
argument.

(2) We will write (x, y, z) to denote the frequency variables. This is not standard,
but since we only do explicit computations on the physical space in the proof of
Proposition 6.2, this will not cause confusion.

(3) For any set A ✓ R2, any smooth function � : A ! R and any � > 0, denote the
(vertical) �-neighbourhood of the graph of � above A by

N �
� (A) = {(x, y, z) : (x, y) 2 A, |z � �(x, y)| < �}.
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(4) Let A be a regular geometric figure (such as a parallelogram) and B be any set
that lies in the same Euclidean space as A. A,B are said to be equivalent if there is
an absolute constant C > 1 (which may depend on �) such that C�1

A ✓ B ✓ CA.
Here CA means the dilation of A by a factor of C with respect to the centre of A.

(5) We use the notation A = O(B), or A . B to mean there is an absolute constant
C such that A  CB. In this paper, all implicit constants are allowed to depend
on �.

3. Preliminary reductions

In this section we will reduce the proof of Theorem 1.1 to slightly simpler cases.

3.1. Radially dyadic decomposition. We first use the properties of a mixed-homogeneous
polynomial to reduce the decoupling problem to the closed “annulus”

A := [�2, 2]2\(�1, 1)2.

Lemma 3.1. Theorem 1.1 holds if we can decouple the annulus A into (�, �)-flat rectan-
gles.

Proof. Let q, r, s be positive integers such that �(x, y) = ⇢
�q
�(⇢rx, ⇢sy) for all ⇢ > 0.

We decompose [�1, 1]2 into Aj, j � 0 as follows. Define

A0 = [��r/q, �r/q]⇥ [��s/q, �s/q],
and for j � 1,

Aj = ([�(2j�)r/q, (2j�)r/q]⇥ [�(2j�)s/q, (2j�)s/q])\Aj�1.

Note that we have at most O(log ��1) such j since we are in [�1, 1]2. We claim that it
su�ces to decouple each Aj, j � 0 with respect to �.

Indeed, suppose for each j we have found a family of boundedly overlapping rectangles
Pj, such that � is �-flat over each P 2 Pj and that for any function fAj with Fourier

support on N �
� (Aj), we have

��fAj

��
L4(R3)

 C"�
�"#P

1
4
j

0

@
X

P2Pj

kfPk4L4(R3)

1

A

1
4

. (3.1)

Then we simply define P := [jPj. Given any f Fourier supported on N �
� ([�1, 1]2), we

simply use triangle and Hölder’s inequalities:

kfkL4(R3) 
X

j

��fAj

��
L4(R3)

. log(��1)3/4
 
X

j

��fAj

��4
L4(R3)

!1/4

." �
�"

0

@
X

j

C
4
" �

�4"#Pj

X

P2Pj

kfPk4L4(R3)

1

A
1/4

 C"�
�2"

 
#P

X

P2P

kfPk4L4(R3)

!1/4

,

as required. The argument for the l
2-inequality is similar and easier.
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Now we come to the decoupling of each Aj, j � 0. Over A0, taking ⇢ = �
�1/q and using

the mixed-homogeneity of � we easily have

sup
(x,y)2A0

|�(x, y)| = � sup
(x,y)2[�1,1]2

|�(x, y)| . �,

and hence � is �-flat over A0.

Thus it remains to decouple each Aj, j � 1 with respect to �. The following simple
rescaling reduces the problem to decoupling the annulus A = [�2, 2]2\[�1, 1]2 into �-flat
rectangles. To see this, fix a j � 1 and write ⇢ = (2j�1

�)1/q � �
1/q. Let f have Fourier

support on N �
� (Aj), and define g by the relation

ĝ(x, y, z) = f̂(⇢rx, ⇢sy, ⇢qz).

Thus, for any (x, y, z) in the support of ĝ, we have (x, y) 2 [1, 2]2, and using the mixed-
homogeneity of � we have |z��(x, y)| < ⇢

�q
�. Hence g is Fourier supported on N �

⇢�q�(A).

Thus, to decouple Aj into (�, �)-flat rectangles, it is equivalent to decoupling A into
(�, ⇢�q

�)-flat rectangles (note that ⇢�q
�  1 since ⇢ � �

1/q). The remaining argument is
simple but we include it here for completeness.

Suppose we have already managed to decouple A into (�, ⇢�q
�)-flat rectangles. That is,

for some C" depending on �, " only, there is a boundedly overlapping family P 0 covering
A, such that � is ⇢�q

�-flat over each P
0 2 P 0 and

kgkL4(R3)  C"(⇢
�1
�)�"#P 0 14

 
X

P 02P 0

kgP 0k4L4(R3)

! 1
4

.

For each P
0 2 P 0, let P be the image of P 0 under the dilation mapping (x, y) 7! (⇢rx, ⇢sy).2

Then, by the scaling invariance of the Fourier transform, we can rescale back to f to get

kfkL4(R3)  C"�
�"#P 1

4

 
X

P2P

kfPk4L4(R3)

! 1
4

,

where we have used ⇢"  1 and #P = #P 0.

The argument of the l
2-inequality is similar and easier, since a positive dilation does not

change the sign of the determinant. ⇤

3.2. Localization. Consider the Hessian determinant of � defined by

K(x, y) = det(D2
�)(x, y) = (�xx�yy � �

2
xy)(x, y). (3.2)

If K(x, y) has no zero on A = [�2, 2]2\[�1, 1]2, then we may directly use Theorem 1.2
to conclude the proof. Otherwise, we will first analyse the zero set of K, localize to each
component of the zero set, and treat them individually.

2Strictly, P may not be a rectangle if s 6= r; however, this technicality is easily solved since P is always
a parallelogram, which can be slightly enlarged to a rectangle that is equivalent to it (see Section 2).
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3.2.1. The case of identically zero Gaussian curvature. We first settle the case when K

vanishes identically. In this case, � : R2 ! R defines a complete surface of zero Gaussian
curvature. Thus, by Section 5.8 of [8], it must be a cylinder or a plane. In either case,
by a rotation we may write �(x, y) = Cx+ (y) for a univariate polynomial  . Since the
linear term Cx is negligible in decoupling, we may apply lower dimensional decoupling to
reduce the problem to decoupling for the univariate polynomial  , which has been solved
in [1, 6, 18] as we mentioned in the introduction.

From now on we always assume we are in the nontrivial case when K vanishes somewhere
on A but is not identically zero.

3.2.2. Facts about mixed-homogeneous polynomials. We shall need the following facts
about mixed-homogeneous polynomials. First, it is easy to observe that the Hessian deter-
minant of a mixed-homogeneous polynomial satisfying (1.2) is also mixed-homogeneous,
with the same exponents r, s. Using the factorization property (9.2), we can write K as
follows:

�(x, y) = x
⌫1y

⌫2

MY

j=1

(xs � �jy
r)njP (xs

, y
r),

for some nonnegative integers ⌫1, ⌫2,M, nj, nonzero real numbers �j, and a homogeneous
polynomial P that never vanishes except at the origin; thus P is bounded away from 0
on A0.

Therefore, for the zero set ofK on the annulus A = [�2, 2]2\[�1, 1]2, we have the following
scenarios, which can happen simultaneously.

(1) If ⌫1 6= 0, i.e. x | K, then K vanishes on the y-axis.
(2) If ⌫2 6= 0, i.e. y | K, then K vanishes on the x-axis.
(3) If nj > 0 for some j, then K vanishes on the curve x

s � �jy
r = 0.

3.2.3. Separation of zero set of K. Note that the zero set of K consists of curves that
only intersect at the origin. Hence, within the annulus A, the zero set of K has finitely
many positively separated connected components, each of which is either part of the x-
or y-axis, or part of the curve x

s � �jy
r = 0 with nonzero curvature.

Let c� > 0 be a suitably small constant depending on � only. We will not explicitly
define its value here, but for a couple of times later in the paper we will impose several
conditions that c� has to satisfy.

Now we perform a preliminary decomposition of A into finitely many disjoint regions: the
regions where (x, y) is within distance c� of the zero set of K and elsewhere. By triangle
and Hölder’s inequalities it su�ces to consider each region. On the region away from the
zero set of K, we use Theorem 1.2 to conclude the proof. Thus, we are left with the
following tasks:

(A) Decoupling the c�-neighbourhood of the x-and y-axes within the annulus A into
(�, �)-flat rectangles.

(B) Decoupling the c�-neighbourhood of the curve x
s � �jy

r = 0 within the annulus
A into (�, �)-flat rectangles.

3.3. Classification of scenarios. In this section, for both tasks mentioned in Section
3.2.3 above, we classify the mixed-homogeneous polynomials, so that we can treat each
scenario separately in the following sections.
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3.3.1. Decoupling neighbourhoods of axes. To complete Task (A), we first note that by a
rotation it su�ces to consider the c�-neighbourhood of the y-axis. For this purpose, we
consider the following cases:

(A1) � has a factor y2.
(A2) � cannot be divided by y

2.

As we shall see, Case (A1) is much simpler and will be studied in Section 4. The more
di�cult Case (A2) will be studied in Section 5.

3.3.2. Decoupling neighbourhoods of curves. To complete Task (B), we have the following
cases:

(B1) � has a factor (xs � �jy
r)2.

(B2) � cannot be divided by (xs � �jy
r)2.

As we shall see, Case (B1) resembles Case (A1), and Case (B2) resembles Case (A2). We
will solve Case (B1) in Section 6 and Case (B2) in Section 7.

4. Decoupling axis neighbourhoods: Part I

In this section we deal with Case (A1) introduced in Section 3.3, namely, when y
2 divides

�. Without loss of generality, we only consider the rectangle [1, 2] ⇥ [0, c�] in the first
quadrant.

Proposition 4.1. Let �(x, y) be a mixed-homogeneous polynomial with a factor y2. Then
[1, 2]⇥ [0, c�] can be decoupled into (�, �)-flat rectangles that are also axis-parallel.

Proof. Write k � 2 as the largest positive integer such that yk divides �. Then we write
�(x, y) = y

k
P . If P ⌘ C 6= 0, then we just need to do a lower dimensional decoupling

for the curve y 7! Cy
k over [0, c�]. Using Theorem 1.4 of [18] with p = 4, we can thus

decouple [1, 2]⇥ [0, c�] into

{[1, 2]⇥ [(j � 1)2/k�1/k, j2/k�1/k], 1  j . �
�1/2},

on each rectangle of which � is �-flat.

If P 6⌘ C, then by direct computation, we have

K(x, y) = det(D2
�)(x, y)

= y
2k�2[(k(k � 1)P + 2kyPy + y

2
Pyy)Pxx � (kPx + yPxy)

2]

:= y
2k�2

S(x, y).

Thus y2k�2 divides K(x, y). In view of the mixed-homogeneity, using (9.3) we may write
P = x

d + yR(x, y), d � 1. By direct computation

S(x, 0) = k(k � 1)d(d� 1)x2d�2 � k
2
d
2
x
2d�2

,

which is never zero for x 2 [1, 2].

Now we perform a dyadic decomposition: let R0 = [1, 2]⇥ [0, �1/k] and for j � 1, define

Rj = [1, 2]⇥ [2j�1
�
1/k

, 2j�1/k].

It su�ces to decouple each Rj due to our tolerance of logarithmic losses. On R0 we have
|�(x, y)| . �, and hence R0 is �-flat.
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For j � 1, we denote � = 2j�1
�
1/k 2 [�1/k, c�]. We are going to decoupleRj = [1, 2]⇥[�, 2�]

into (�, �)-flat rectangles that are axis parallel.

The following argument is again rescaling. Let f have Fourier support on N �
� (Rj). Define

g via the relation

ĝ(x, y, z) = f̂(x, �y, �k
z),

and thus g has Fourier support on N  
��k�([1, 2]⇥ [1, 2]) where

 (x, y) := �
�k
�(x, �y) = y

k
P (x, �y).

Note that  has bounded coe�cients. By the previous computation,

det(D2
 )(x, y) = y

2k�2
S(x, �y).

Since S(x, 0) is never zero on [1, 2], by continuity, if c� in Section 3.2.3 is chosen to be
small enough, then |S(x, y)| is bounded below for all (x, y) 2 [1, 2]⇥ [0, c�]. As a result, we
have | det(D2

 )(x, y)| & 1 over [1, 2]2. Now we may apply Theorem 1.2 to decouple [1, 2]2

into ( , ��k
�)-flat squares with side length ��k/2

�
1/2 that are also axis-parallel. Scaling

back as in the end of proof of Lemma 3.1, we thus have decoupled Rj = [1, 2] ⇥ [�, 2�]
into (�, �)-flat rectangles that are axis-parallel and have dimension

�
�k/2

�
1/2 ⇥ �

1�k/2
�
1/2

in the x-and y-directions, respectively.

⇤

5. Decoupling axis neighbourhoods: Part II

In this section we complete Task (A) when we are in Case (A2) introduced in Section 3.3.
We again only consider the part in the first quadrant.

By Proposition 9.3 in the appendix, if y2 does not divide �, then � must be of the form

�(x, y) = Cx
m + yP (x, y), (5.1)

for some C 6= 0, m � 2 and some polynomial P .

Proposition 5.1. Let �(x, y) be a mixed-homogeneous polynomial not divisible by y
2.

Then [1, 2]⇥ [0, c�] can be decoupled into (�, �)-flat rectangles.

The main ingredient of the proof is an iterative decoupling lemma, namely, Lemma 5.3,
which we will prove by induction on scales in Section 5.5. Before stating and proving the
lemma, we return to some preliminary reductions that are used to prove Proposition 5.1.

We remark the reader that it is advisable to study the following two model cases. The
first and easier one is

�(x, y) = x
4 + 6x2

y + 6y2,

where y but not y2 divides det(D2
�). The second and harder one is

�(x, y) = 8x8 + 112x6
y + 504x4

y
2 + 756x2

y
3 + 189y4,

where y
5 but not y6 divides det(D2

�).

5.1. The preparation stage.
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5.1.1. Dyadic decomposition. Let k � 0 be the largest integer such that y
k divides

det(D2
�). If k = 0 then we are done, since then det(D2

�) is bounded below on [1, 2]⇥[0, c�]
and we can apply Theorem 1.2. So we assume k � 1.

Dyadically decompose [1, 2]⇥ [0, c�] as follows. Let R0 = [1, 2]⇥ [0, �
1

k+2 ], and for j � 1,
define

Rj = [1, 2]⇥ [2j�1
�

1
k+2 , 2j�

1
k+2 ].

It su�ces to decouple each Rj since we can a↵ord logarithmic losses. The choice of the
power of � will be clear later.

We will first decouple Rj, j � 1. The technique introduced here applies to R0 in a similar
and easier way.

Denote � = 2j�1
�

1
k+2 2 [�

1
k+2 , c�], and so Rj = [1, 2]⇥ [�, 2�].

5.1.2. Rescaling. Define

�̃(x, y) := �(x, �y + �)� linear terms, (5.2)

and so it su�ces to decouple [1, 2] ⇥ [0, 1] into (�̃, �)-flat rectangles. Note that each
coe�cient of �̃ is a polynomial in � with uniformly bounded coe�cients.

We have an important observation here. Since k is the largest integer such that yk divides
det(D2

�), if c� defined in Section 3.2.3 is chosen to be small enough, then using (5.1), on
[12 ,

5
2 ]⇥ [�, 2�] we have

|�xx| ⇠ 1, | det(D2
�)| ⇠ �

k
, |@x det(D2

�)| = O(�k). (5.3)

Combined with (5.2), (5.3) implies that on [12 ,
5
2 ]⇥ [0, 1] we have the relations

|�̃xx| ⇠ 1, |�̃xy| . �, |�̃xxy| . �,

and
| detD2

�̃(x, y)| ⇠ �
k+2

, |@x(detD2
�̃)(x, y)| . �

k+2
.

5.2. The family Al. Recall our task now is to decouple [0, 1]2 into (�̃, �)-flat rectan-
gles. The main idea for the proof is by induction, which requires a series of technical
preparations.

For future purposes, let us also introduce the following family Al of polynomials which
depends only on �, c�, �.

Definition 5.2. Let 0  �  c�. For l � 0, we define Al = Al(�) to be the collection of
polynomials ⌧(x, y) with the following properties: ⌧ contains no linear term, all coe�cients
of ⌧ are polynomials in �1/2, and ⌧ satisfies the following derivative estimates over [12 ,

5
2 ]⇥

[0, 1]:
|⌧xx| ⇠ 1, |⌧xy| . �, |⌧xxy| . �, (5.4)

and
| detD2

⌧(x, y)| . �
l
, |@x(detD2

⌧)(x, y)| . �
l
. (5.5)

where the bounds of coe�cients of ⌧ and the implicit constants depend on � only.

Note that �̃ belongs to Ak+2 by definition. In the first inequality of (5.5) we choose .
instead of ⇠ since we also want to treat the decoupling of R0 where det(D2

�) is not
bounded away from zero.
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5.3. Cylindrical decoupling. We are now ready to state the main lemma for decoupling.

Lemma 5.3 (Cylindrical decoupling). Let ⌧ be a polynomial in the family Al. Then the
rectangle [1, 2] ⇥ [0, 1] can be decoupled into (⌧, �l)-flat rectangles R. Moreover, for each
such R, if we let L1, L2 be its two adjacent sides, then they obey the following geometric
properties (see Figure 2):

(1) |L1| ⇠ �
l/2, |L2| ⇠ 1.

(2) The slope of L1 is of the order O(1).

Remark. By the geometric properties given in the lemma, the rectangles R covering
[1, 2]⇥ [0, 1] have bounded overlap, and the proportion that each R exceeds [1, 2]⇥ [0, 1]
is of the order O(�l/2). This ensures that the covering rectangles of di↵erent dyadic layers
Rj will have bounded overlap.

· · · · · · · · ·

�

1

�
1/2

Figure 2. An illustration when l = 2

The next proposition can be used to deal with decoupling of Rj, j � 1.

Proposition 5.4. Let ⌧ 2 Al and assume in addition that | det(D2
⌧)(x, y)| ⇠ �

l. Then
for �  �

l, we may further decouple [1, 2]⇥ [0, 1] into (⌧, �)-flat rectangles of dimensions

�
1/2 ⇥ �

�l/2
�
1/2

,

with their shorter sides having bounded slope.

We assume Lemma 5.3 for now; it will be prove in Section 5.5.

Proof of Proposition 5.4. Apply Lemma 5.3 to get (⌧, �l)-flat rectangles R with the pre-
scribed geometric properties.

Now fix such an R. We need to decouple R further. Let ⇢ be the rotation (plus a
translation) that maps R to an axis-parallel rectangle with the shorter side having zero
slope and its lower-left corner being the origin. Define

 (x, y) := �
�l(⌧ � ⇢�1)(�l/2

x, y)� linear terms.

Then by the definition ofAl, all coe�cients of  are bounded. Moreover, since | det(D2
⌧)| ⇠

�
l over [1, 2]⇥ [0, 1], we have | det(D2

 )| ⇠ 1 over [0, 1]⇥ [0, 1].



12 JIANHUI LI AND TONGOU YANG

Hence, we may apply Theorem 1.2 to decouple [0, 1] ⇥ [0, 1] into axis-parallel squares of
side length ��l/2

�
1/2, on each of which  is ��l

�-flat. Reversing the linear transformations,
we have thus decoupled each R into (⌧, �)-flat rectangles of dimensions �1/2 ⇥ �

�l/2
�
1/2,

each with the shorter side parallel to the shorter side of R. Combining all rectangles
R, we have thus decoupled [1, 2] ⇥ [0, 1] into (⌧, �)-flat rectangles, and each of them has
dimensions �1/2 ⇥ �

�l/2
�
1/2, with their shorter sides having bounded slope.

⇤

5.3.1. Proof of Theorem 5.1. We may now finally prove Theorem 5.1, while still assuming
Lemma 5.3.

Proof. Recall from the last part of Section 5.1.1 that it su�ces to decouple each Rj, j � 0.

For j � 1, we just apply Proposition 5.4 to �̃ 2 Ak+2 to decouple [1, 2]⇥ [0, 1] into (�̃, �)-
flat rectangles of dimensions �1/2 ⇥ �

�(k+2)/2
�
1/2, with their shorter sides having bounded

slope. Reversing the rescaling, we have thus decoupled Rj into (�, �)-flat rectangles of
dimensions

�
1/2 ⇥ �

�k/2
�
1/2

,

with their shorter sides having bounded slope.

It remains to decouple R0. To this end, denote � := �
1

k+2 . If we let

�(x, y) = �(x, �y),

then similarly we can check that � lies in Ak+2. By Lemma 5.3, we can decouple [1, 2]⇥
[0, 1] into (�, �k+2)-flat rectangles R with the given geometric properties. Reversing from

� to �, we thus have decoupled R0 into (�, �k+2)-flat rectangles R. But since � = �
1

k+2 ,
we have �k+2 = � and thus each R is already (�, �)-flat, as required. Note that each R

has dimensions
�
1/2 ⇥ �

1/(k+2)
,

with their shorter sides having bounded slope.

⇤

Therefore, all that remains is the proof of Lemma 5.3, for which we need some other
lemmas below.

5.4. Coe�cient analysis. If we compute the eigenvectors of det(D2
�̃)(x, y) we may find

that they are not necessarily axis-parallel; moreover, they keep changing as x and y vary.
This suggests that we introduce a family of suitable shear transformations to reduce to
the axis-parallel case. The technical lemma below is the key to the proof.

Lemma 5.5. Let ⌧ be a polynomial in Al. Then there is a constant µ = µ(�) which is a
polynomial in �, such that if we define

 (x, y) = ⌧(x� µy, y), (5.6)

then on [34 ,
9
4 ]⇥ [0, 1] we have

| xx| ⇠ 1, | xy| . �, | xxy| . �, (5.7)

and
sup

0y01
| xy(0, y0)| . �

l
. (5.8)

The upper bounds of coe�cients of µ and all implicit constants here depends on � only.
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Proof. Let

µ̃ =
⌧xy

⌧xx
(0, 0),

which is a rational function in �1/2 of O(�) by assumption. Let µ be the (2l� 1)-th order
Taylor polynomial of the function �1/2 7! µ̃ at �1/2 = 0, which has bounded coe�cients
by the first relation of (5.4). Thus |µ� µ̃| = O(�l). For c� small enough we thus have the
first relation of (5.7).

For the second relation, we compute

 xy(x, y) = �µ⌧xx(x� µy, y) + ⌧xy(x� µy, y).

Using (5.4) and µ = O(�), we thus have the bound  xy = O(�). The third relation in
(5.7) follows similarly.

To prove (5.8), let y0 2 [0, 1]. We compute

 xy(0, y0) = �µ⌧xx(�µy0, y0) + ⌧xy(�µy0, y0)

= ⌧xx(�µy0, y0)

✓
�µ+

⌧xy

⌧xx
(�µy0, y0)

◆
.

Since ⌧xx ⇠ 1 and |µ̃� µ| = O(�l), to show | xy(0, y0)| = O(�l) it su�ces to show that
����
⌧xy

⌧xx
(�µy0, y0)�

⌧xy

⌧xx
(0, 0)

���� = O(�l). (5.9)

For t 2 [0, 1], define

x(t) = �tµy0, y(t) = ty0,

and

⌫(t) =
⌧xy

⌧xx
(x(t), y(t)) =

⌧xy

⌧xx
(�tµy0, ty0), (5.10)

so that

⌫(1) =
⌧xy

⌧xx
(�µy0, y0), ⌫(0) =

⌧xy

⌧xx
(0, 0) = µ̃

and (5.9) becomes |⌫(1) � ⌫(0)| = O(�l). By the mean value theorem it then su�ces to
show that supt2[0,1] |⌫ 0(t)| = O(�l).

To this end we compute

⌫
0(t) = �µy0@x

✓
⌧xy

⌧xx

◆
(x(t), y(t)) + y0@y

✓
⌧xy

⌧xx

◆
(x(t), y(t))

= O(�l)� µ̃y0@x

✓
⌧xy

⌧xx

◆
(x(t), y(t)) + y0@y

✓
⌧xy

⌧xx

◆
(x(t), y(t))

= O(�l) +


�⌫(t)y0@x

✓
⌧xy

⌧xx

◆
(x(t), y(t)) + y0@y

✓
⌧xy

⌧xx

◆
(x(t), y(t))

�

+


(⌫(t)� µ̃)y0@x

✓
⌧xy

⌧xx

◆
(x(t), y(t))

�

:= O(�l) + I(t) + II(t).

Thus

sup
t2[0,1]

|⌫ 0(t)|  O(�l) + sup
t2[0,1]

|I(t)|+ sup
t2[0,1]

|II(t)|.
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For II, using (5.4), we have @x(⌧xy/⌧xx) = O(�). Since 0  y0  1 and µ̃ = ⌫(0), using
mean value theorem we thus have

|II(t)| = |⌫(t)� ⌫(0)| . � sup
t2[0,1]

|⌫ 0(t)|.

Since �  c�, if c� in Section 3.2.3 is chosen small enough, we have |II(t)|  supt2[0,1] |⌫ 0(t)|/2.
Thus we have

sup
t2[0,1]

|⌫ 0(t)|  O(�l) + sup
t2[0,1]

|I(t)|,

and it su�ces to show |I(t)| = O(�k+1). But by (5.10) and direct computation,

I(t) = y0


�⌧xy
⌧xx

@x

✓
⌧xy

⌧xx

◆
+ @y

✓
⌧xy

⌧xx

◆�
(x(t), y(t))

= y0


�⌧xy
⌧xx

⌧xxy⌧xx � ⌧xy⌧xxx

⌧ 2xx

+
⌧xyy⌧xx � ⌧xy⌧xxy

⌧ 2xx

�
(x(t), y(t))

= y0


⌧
2
xy⌧xxx + ⌧

2
xx⌧xyy � 2⌧xx⌧xy⌧xxy
⌧ 3xx

�
(x(t), y(t))

= y0


⌧xx⌧yy⌧xxx + ⌧

2
xx⌧xyy � 2⌧xx⌧xy⌧xxy
⌧ 3xx

+
⌧
2
xy⌧xxx � ⌧xx⌧yy⌧xxx

⌧ 3xx

�
(x(t), y(t))

= y0


@x(detD2

⌧)

⌧ 2xx

� ⌧xxx detD2
⌧

⌧ 3xx

�
(x(t), y(t)).

Using the assumptions in (5.4) and (5.5), we thus have |I(t)| = O(�l), as required. ⇤

The consequence of Lemma 5.5 is as follows.

Lemma 5.6. Let ⌧ 2 Al, and let  be obtained from ⌧ as in Lemma 5.5. Then with all
linear terms removed,  takes the form

 (x, y) = A(x) + �
l(B(y) + xC(y)) + �x

2
yD(x, y), (5.11)

where A,B,C,D are polynomials with bounded coe�cients, and |A00(x)| ⇠ 1 for x 2 [34 ,
9
4 ].

Proof. There are unique polynomials a, b, c such that  takes the form

 (x, y) = a(x) + xb(y) + x
2
c(x, y).

Using (5.8) which we just established, we have c
0(y) = O(�l) for all 0  y  1. Since  

does not have linear terms, all coe�cients of c(y) are of the order O(�l).

Since  is obtained from ⌧ by composition with a shear transform, for all 0  y  1 we
have

�
l & | det(D2

 )(0, y)| = | xx(0, y) yy(0, y)�  xy(0, y)
2|.

Using the second relation of (5.7) this forces to sup0y1 | yy(0, y)| . �
l, which implies

that all coe�cients of b00 are of the order O(�l). Since  does not have a linear term, all
coe�cients of b(y) are of the order O(�l).

Next, we may write c(x, y) = d(x)+ ye(x, y). Using (5.7) on y = 0 shows that |d00(x)| ⇠ 1
for x 2 [34 ,

9
4 ]. Also, by the third relation of (5.4), we see that all coe�cients of e(x, y) are

of the order O(�).

Therefore, renaming the terms we can rewrite  in the form of (5.11). ⇤
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5.5. Proof of Lemma 5.3. Now we are ready to prove the main Lemma 5.3.

Proof. The proof is by induction on l. If l = 0 then we have nothing to do, since then the
whole [1, 2]⇥ [0, 1] is (⌧, 1)-flat.

Now assume the lemma holds for some l � 1 � 0, and we aim to prove it for l.

Start with a polynomial ⌧ 2 Al obeying all the assumptions.

Let M = M� � 100 be an upper bound for all |µ| arising from Lemma 5.5. To decouple
[1, 2]⇥ [0, 1], it su�ces to decouple each sub-rectangle of the form [1, 2]⇥ [b, b+(10M)�1].
We will only prove the case b = 0 since the other cases follow from a simple translation.

5.5.1. Shear and lower dimensional decoupling. Apply Lemma 5.6 to get the function  
obeying (5.11).

Then we apply a lower dimensional decoupling at the scale �. By Lemma 5.6 we have
 (x, y) � A(x) = O(�) where A

00(x) ⇠ 1 for x 2 [34 ,
9
4 ], and hence we may apply lower

dimensional decoupling to  to decouple [34 ,
9
4 ]⇥ [0, (10M)�1] into rectangles of the form

[b0, b0 + �
1/2]⇥ [0, (10M)�1].

We will further decouple each such rectangle into ( , �l)-flat rectangles.

5.5.2. Translation and rescaling. Define

⌘(x, y) := �
�1
 (�1/2(x� 1) + b

0
, y)� linear terms. (5.12)

We now show that ⌘ lies inAl�1. Using (5.11), we see ⌘ has uniformly bounded coe�cients.
Also, by (5.7) and (5.11), we have (5.4) for all (x, y) 2 [12 ,

5
2 ] ⇥ [0, (10M)�1] for c� small

enough. Since translations and shear transforms have determinant 1, it is direct to see
that every relation in (5.5) also holds.

5.5.3. Applying induction hypothesis. Apply the induction hypothesis to ⌘ to decouple the
rectangle [1, 2] ⇥ [0, (10M)�1] into (⌘, �l�1)-flat rectangles with dimensions �(l�1)/2 ⇥ 1,
and with the slope of the shorter sides of the order O(1).

Now reversing the rescaling and combining the rectangles we obtained for each b
0, we

have thus decoupled [34 ,
9
4 ]⇥ [0, (10M)�1] into ( , �l)-flat rectangles, each with dimensions

⇠ �
l/2 ⇥ 1 and with the shorter sides having bounded slope. Reversing the shear trans-

formation and using |µ|  M , we thus have in particular decoupled [1, 2] ⇥ [0, (10M)�1]
into (⌧, �l)-flat parallelograms. By the geometry prescribed in the lemma, we may slightly
extend each such parallelogram in the y-direction to make it become a rectangle. It is
then easy to see that these rectangles satisfy the prescribed geometric properties at step
l, and hence we have successfully established the induction step. ⇤

6. Decoupling curved neighbourhoods: Part I

In this section we deal with Case (B1) introduced in Section 3.3. We again only consider
the part in the first quadrant.

If s = r then the curve xs � �jy
r = 0 is a straight line, which by rotation reduces to Task

(A). Thus, without loss of generality, we may assume that s > r.
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In this section, we fix j and write � = �j > 0. We define � := {(x, y) : y = �
�1/r

x
s/r

, x >

0}. By abuse of notation, we also write �(x) = �
�1/r

x
s/r. Given intervals I and J , denote

R(I, J) := {(x, y) 2 R2 : x 2 I, y � �(x) 2 J}.
Our task is to prove the following:

Proposition 6.1. Let �(x, y) be a mixed-homogeneous polynomial with a factor (xs �
�y

r)2. Then R([1, 2], [0, c�]) can be decoupled into (�, �)-flat rectangles.

The decoupling of R([1, 2], [�c�, 0]) is similar.

6.1. Dyadic decomposition. Let k � 2 be the largest integer such that (xs � �y
r)k

divides �. By Proposition 9.4, we have | detD2
�| ⇠ (xs � �y

r)2k�3 on R([1, 2], [0, c�]) for
small enough c�. We “dyadically” decompose R([1, 2], [0, c�]) as follows. Let Crs be a
constant depending only on r, s,� to be determined and

cdya = 1 +
1

Crs
. (6.1)

Let R0 = R([1, 2], [0, �
1
k ]). Define

Rj = R([1, 2], [cj�1
dya �

1
k , c

j
dya�

1
k ]).

It su�ces to decouple each Rj since we can can a↵ord logarithmic losses. The choice of
the power of � will be clear later.

6.2. Preliminary decoupling. We will first decouple Rj, j � 1. Denote � = c
j�1
dya �

1
k /Crs

We start by decoupling the curved neighbourhood into rectangles by the following propo-
sition.

Proposition 6.2. Let �(x, y) be a smooth function. Then R([1, 2], [0, �]) can be decoupled
into curved regions {R(I, [0, �]) : I 2 I}, where I is defined by

I = {[1 + j
0
�
1/2

, 1 + (j0 + 1)�1/2], j0 = 0, ..., ��1/2}.

The following simple proof works regardless of the function � and the scale �. It manifests
a general “projection property” of decoupling.

Proof. We will prove the l
2-inequality first. Let f be Fourier supported on N �

� (R([1, 2]⇥
[0, �])). By definition

kfkL4(R3) =

✓ZZZ
|f(u, v, w)|4dudvdw

◆1/4

.

For each w, write g
(w)(u, v) := f(u, v, w). Then dg(w) is supported on R([1, 2] ⇥ [0, �]) ✓

R2. Since the curve � has nonvanishing curvature, we may apply l
2-lower dimensional

decoupling to get

✓ZZ
|g(w)(u, v)|4dudv

◆ 1
4

." �
�"

 
X

I2I

���g(w)
I

���
2

L4(R2)

! 1
2

, (6.2)

where the implicit constant is independent of w, and g
(w)
I denotes the Fourier restriction

of g(w) to the strip I ⇥ R. But by direct computation,

d
g
(w)
I (x, y) := bg(w)(x, y)1I(x)
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= 1I(x)

ZZ
f(u, v, w)e�2⇡i(ux+vy)

dudv

= 1I(x)

Z
f̂(x, y, z)e2⇡iwz

dz

= 1R(I,[0,�])(x, y)

Z
f̂(x, y, z)e2⇡iwz

dz,

where in the last line we have used the Fourier support of f . This proves that

g
(w)
I = fR(I,[0,�])(u, v, w),

where fR(I,[0,�]) denotes the Fourier restriction of f to the strip R(I, [0, �])⇥ R.
We then compute

kfkL4(R3) ." �
�"

0

@
Z  X

I2I

���g(w)
I

���
2

L4(R2)

! 1
2 ·4

dw

1

A

1
4

(by Minkowski’s inequality)  �
�"

 
X

I2I

✓Z ���g(w)
I

���
4

L4(R2)
dw

◆ 1
4 ·2
! 1

2

= �
�"

 
X

I2I

��fR(I,[0,�])

��2
L4(R3)

! 1
2

.

The l
4-inequality is even easier, as can be seen by integrating the 4th power of (6.2) in

the w variable.

⇤

By Proposition 6.2, Rj can be decoupled into R([1 + j
0
�
1/2

, 1+ (j0 +1)�1/2], [Crs�, (Crs +
1)�]), 1  j

0  �
�1/2. Write x0 = 1 + j

0
�
1/2 2 [1, 2]. It su�ces to decouple R([x0, x0 +

�
1/2], [Crs�, (Crs + 1)�]). As in Figure 3 below, we approximate the region by a parallel-

ogram R̃ given by

R̃ := {(x0, �(x0) + Crs�) + u(0, 1) + v(1, �0(x0)) : 0  u  Crs�, 0  v  �
1/2}.

By choosing
Crs = sup

1x02
�
00(x0) + 1, (6.3)

we see that R̃ contains R([x0, x0+�1/2], [Crs�, (Crs+1)�]) and is contained in R([x0, x0+
�
1/2], [�, 2Crs�]). Thus, it su�ces to decouple R̃, on which we have | detD2

�| ⇠ �
2k�3.

6.3. Shear transform, translation and rescaling. To decouple R̃, we first do a shear
transformation that sends R̃ to an axis parallel rectangle. Define

Tx0(x, y) := (x, y + �(x0) + �
0(x0)(x� x0))

and
 

(x0)(x, y) = � � Tx0(x, y) = �(x, y + �(x0) + �
0(x0)(x� x0)). (6.4)

The pre-image of R̃ under T is exactly [x0, x0 + �
1/2]⇥ [Crs�, 2Crs�], which we denote by

R
(x0)
axis(�). Our task is reduced to decoupling R

(x0)
axis(�) into ( (x0), �)-flat rectangles. To do

this, we need the following estimates:
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O x

y

x0 x0 + �
1/2

�(x0)
�(x0) + �

�(x0) + Crs�
�(x0) + (Crs + 1)�

�(x0) + 2Crs�

⇠ �
00(x0)�

y = �(x)

y = �
0(x0)(x� x0) + �(x0)

Figure 3. Approximation by parallelograms

Lemma 6.3. Let  (x0) be as in (6.4) above. Then for any (x, y) 2 R
(x0)
axis(�), we have

| (x0)
xx (x, y)| . �

k�1
, | (x0)

yy (x, y)| ⇠ �
k�2

, | detD2
 

(x0)(x, y)| ⇠ �
2k�3

.

Suppose that we have shown the above estimates. We define

 (x, y) = �
�k
 

(x0)(�1/2
x+ x0, Crs�y + Crs�)� linear terms.

Then, | detD2
 | ⇠ 1, | xx(x, y)| . 1 and | yy(x, y)| ⇠ 1 over [0, 1]2. Since  is a

polynomial, this implies that  has bounded C
3 norm. Therefore, Theorem 1.2 implies

that [0, 1]2 can be decoupled into ( , ���k)-flat rectangles. Transforming back, we see

that R(x0)
axis(�) can be decoupled into ( (x0), �)-flat rectangles and hence Rj into (�, �)-flat

rectangles.

We are left with decoupling R0 into (�, �)-flat rectangles. By Proposition 6.2, R0 can be
decoupled into the pieces given by R([1+j

0
�

1
2k , 1+(j0+1)�

1
2k ], [0, �

1
k ]) for a various j0. We

claim that these pieces are already (�, �)-flat. To see this, write x0 = 1 + j
0
�

1
2k . By the

same shear transformation Tx0 , it su�ces to show that R(x0)
0 (�

1
k ) := [x0, x0 + �

1
2k ]⇥ [0, �

1
k ]

is ( (x0), �)-flat. By Lemma 6.3, we have for any (x, y) 2 R
(x0)
0 ,

| (x0)
xx (x, y)| . �

k�1
k , | (x0)

yy (x, y)| . �
k�2
k , | (x0)

xy (x, y)| . �
k�3/2

k .

Define
 ̃(x, y) =  

(x0)(x+ x0, y)� linear terms.

It is clear that for 0  x  �
1
2k , 0  y  �

1
k , we have | ̃| . �. This implies that R(x0)

0 is
( (x0), �)-flat. Transforming back, we see that R([x0, x0 + �

1
2k ], [0, �

1
k ]) is (�, �)-flat.

Now, assuming Lemma 6.3, we have shown Proposition 6.1.

6.4. The proof of Lemma 6.3.

Proof. The proof is divided into two steps. The following lemma is helpful in both steps.

Lemma 6.4. Let f(x, y) = g(x, y + h(x)). Then

fy = gy, fx = gx + h
0(x)gy, fyy = gyy
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fxy = gxy + h
0(x)gyy, fxx = gxx + 2h0(x)gxy + (h0(x))2gyy + h

00(x)gy.

In particular, if h is linear, then detD2
f = detD2

g.

Proof. By direct computation. ⇤

As a direct corollary of Lemma 6.4, we have | detD2
 

(x0)| ⇠ �
2k�3 on R

(x0)
axis(�).

In the first step, let us consider the line segment x = x0, Crs�  y  2Crs�.

6.4.1. On the line segment (x0, y). We define an auxiliary function as follows:

 
aux(x, y) = �(x, y + �(x)). (6.5)

Then we have

 
(x0)(x, y) =  

aux(x, y � (�(x)� �(x0)) + �
0(x0)(x� x0)).

Applying Lemma 6.4,

 
(x0)
xy (x0, y) =  

aux
xy (x0, y),  

(x0)
yy (x0, y) =  

aux
yy (x0, y).

On the other hand, (xs � �y
r)k divides �. This implies that � can be written as

(y � �(x))kP (x1/r
, y) for some mixed homogeneous polynomial P that doesn’t vanish

on �. Then  aux = y
k
Q(x1/r

, y) where Q is a mixed homogeneous polynomial with coef-
ficients independent of �, and Q doesn’t vanish near the x-axis. Therefore, | aux

yy (x, y)| ⇠
|yk�2

Q(x, y)| ⇠ �
k�2 and | aux

xy (x, y)| . |yk�1
@x(Q(x1/r

, y))| . �
k�1 when x 2 [1, 2] and

y ⇠ �. In summary, we have

| (x0)
xy (x0, y)| . �

k�1
, | (x0)

yy (x0, y)| ⇠ �
k�2

.

Finally, using | detD2
 

(x0)| ⇠ �
2k�3, we have | (x0)

xx (x0, y)| ⇠ �
k�1. Therefore, we have

shown the desired estimates on the line segment (x0, y), y ⇠ �.

6.4.2. The remaining region. Let (x1, y1) 2 R
(x0)
axis(�). By applying the result above to

 
(x1)(x, y) = �(x, y + �

�1/r
x
s/r
1 + �

0(x1)(x� x1)),

we have for y ⇠ �,

| (x1)
xx (x1, y)| ⇠ �

k�1
, | (x1)

xy (x1, y)| . �
k�1

, | (x1)
yy (x1, y)| ⇠ �

k�2
.

Now,

 
(x0)(x, y) =  

(x1) (x, y � (�0(x1)� �
0(x0))(x� x1) + �

0(x0)(x1 � x0)� (�(x1)� �(x0))) .

From Figure 3 and the way we have chosen Csr, we have

y
0 := y1 + �

0(x0)(x1 � x0)� (�(x1)� �(x0)) ⇠ �.

On the other hand, |�0(x1)� �
0(x0)| . |x1 � x0| . �

1/2 since �0 is Lipschitz on [1, 2]. By
Lemma 6.4, we have

| (x0)
yy (x1, y1)| = | (x1)

yy (x1, y
0)| ⇠ �

k�2;

| (x0)
xy (x1, y1)|  | (x1)

xy (x1, y
0)|+O(�1/2)| (x1)

yy (x1, y
0)| . �

k�3/2;

and

| (x0)
xx (x1, y1)|  | (x1)

xx (x1, y
0)|+O(�1/2)| (x1)

xy (x1, y
0)|+O(�)| (x1)

yy (x1, y
0)| . �

k�1
.

This finishes the proof of Lemma 6.3. ⇤
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7. Decoupling curved neighbourhoods: Part II

In this section we deal with Case (B2) introduced in Section 3.3. We again only consider
the part in the first quadrant. Without loss of generality, we may assume that s > r. We
also fix j and write � = �j > 0.

As in the last section, define � = {(x, y) : y = �
�1/r

x
s/r}. By abuse of notation, we write

�(x) = �
�1/r

x
s/r. Given intervals I and J , denote R(I, J) to be the set {(x, y) 2 R2 : x 2

I, y � �(x) 2 J}.
Our task is to prove the following:

Proposition 7.1. Let �(x, y) be a mixed-homogeneous polynomial that cannot be divided
by (xs � �y

r)2. Then R([1, 2], [0, c�]) can be decoupled into (�, �)-flat rectangles.

The decoupling of R([1, 2], [�c�, 0]) is similar. The proof of Proposition 7.1 relies heavily
on the techniques developed in Sections 5 and 6.

7.1. Reduction to Raxis. Let k � 1 be the largest integer such that (xs � �y
r)k di-

vides detD2
�. Let Crs and cdya be as in (6.3) and (6.1), respectively. Let R0 =

R([1, 2], [0, �
1

k+2 ]). Define

Rj = R([1, 2], [cj�1
dya �

1
k+2 , c

j
dya�

1
k+2 ]).

It su�ces to decouple each Rj since we can can a↵ord logarithmic losses. The choice of
the power of � will be clear later.

We will first decouple Rj, j � 1. Denote � = c
j�1
dya �

1
k+2/Crs. By Proposition 6.2, Rj

can be decoupled into curved regions {R([1 + j
0
�
1/2

, 1 + (j0 + 1)�1/2
, [Crs�, (Crs + 1)�]):

1  j
0  �

�1/2}. Referring to Figure 3, this can be approximated by a parallelogram R̃, on

which we can do a shear transformation T
�1
x0

to R
(x0)
axis(�) := [x0, x0 + �

1/2]⇥ [Crs�, 2Crs�].

It su�ces to decouple R
(x0)
axis(�) into ( (x0), �)-flat rectangles.

By the similar argument, to decouple R0, it su�ces to decouple R
(x0)
0 (�

1
k+2 ) := [x0, x0 +

�
1

2(k+2) ]⇥ [0, �
1

k+2 ] into ( (x0), �)-flat rectangles.

7.2. Transform to a function in the family Al. We postpone the proof of the following
estimate to the next subsection:

Lemma 7.2. Let  (x0) be as in (5.11) above. Then for any (x, y) 2 R
(x0)
axis(�), we have

| (x0)
xx | ⇠ 1.

Assuming Lemma 7.2 for now, we define

T�(x, y) = (�1/2(x� 1) + x0, Crs�y + Crs�)

so that T�([1, 2]⇥ [0, 1]) = R
(x0)
axis(�). Define

 (x, y) = �
�1( (x0) � T�)(x, y)� linear terms.

Now, on the set [1, 2]⇥ [0, 1], | xx| ⇠ 1, | xy| . �
1/2 and | detD2

 | ⇠ �
k+1. We see that

 2 A2k+2(�1/2)3. Note that the choice of exponent in the dyadic decomposition implies

3Technically, the properties over a slightly enlarged parallelogram are required. We omit the details here.
Readers may refer to Section 5.
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that ���1  (�1/2)2k+2. By Proposition 5.4, we obtain a decoupling of [1, 2] ⇥ [0, 1]

into ( , ���1)-flat rectangles. Under the scaling, this gives a decoupling of R(x0)
axis(�) into

( (x0), �)-flat rectangles and a decoupling of Rj into (�, �)-flat rectangles.

We now decouple R0. By Proposition 6.2, we can decouple R0 into curved regions

R([x0, x0 + �
1

2(k+2) ], [0, �
1

k+2 ]) for a family of x0’s. Applying the same shear transform

Tx0 , we obtain R
(x0)
0 (�

1
k+2 ) := R([x0, x0 + �

1
2(k+2) ], [0, �

1
k+2 ]). We define

T0(x, y) = (�
1

2(k+2)x+ x0, �
1

k+2y)

so that T0([1, 2]⇥ [0, 1]) = R
(x0)
0 (�

1
k+2 ). Define

 ̃(x, y) = �
� 1

k+2 ( (x0) � T�)(x, y)� linear terms.

Similarly, we see that  ̃ 2 A2k+2(�
1

2(k+2) ). Lemma 5.3 gives a decoupling of [1, 2] ⇥ [0, 1]

into ( ̃, �
k+1
k+2 )-flat rectangles. Reversing all the transformation, we obtain a decoupling

of R0 into (�, �)-flat rectangles. This completes the proof of Proposition 7.1 assuming
Lemma 7.2.

7.3. Proof of Lemma 7.2.

Proof. Since  (x0)
xx is Lipschitz and R

(x0)
axis(�) has diameter O(�1/2), it su�ces to show that

 
(x0)
xx (x0, 0) 6= 0. Suppose on the contrary that  (x0)

xx (x0, 0) = 0. Since detD2
 

(x0)(x0, 0) =

detD2
�(x0, �(x0)) = 0, we see that  (x0)

xy (x0, 0) = 0. Consider the auxiliary function in
(6.5),

 
aux(x, y) = �(x, y + �(x)).

Lemma 6.4 gives  aux
xy (x0, 0) =  

(x0)
xy (x0, 0) = 0.

Since � cannot be divided by (xs � �y
r)2, one of the following cases happens:

(1) (yr � �
�1
x
s) divides � but (yr � �

�1
x
s)2 doesn’t divide �. By Proposition 9.5, we

have
 

aux(x, y) = c1x
s(r�1)/r+m

y + c2y
2
P (x1/r

, y).

for some c1 6= 0, m � 0, and some polynomial P .
(2) (yr � �

�1
x
s) doesn’t divide �. By Proposition 9.5, we have

 
aux(x, y) = c0x

s+m + c1x
s(r�1)/r+m

y + c2y
2
Q(x1/r

, y).

for some c0 6= 0, m � 0, and some polynomial Q.

For the first case,  aux
xy (x0, 0) = 0 implies s(r� 1)/r+m = 0, which implies to m = 0 and

r = 1. Hence, � is for the form c1(y � �
�1
x
s) and

 
(x0)(x, y) = c1(y � �(x) + �

0(x0)(x� x0)).

Recall that �(x) = �
�1
x
s/r.  (x0)

xx = 0 implies that �00(x0) = 0. Therefore, s = 1, which
contradicts the assumption that r 6= s.

For the second case,  aux
xy (x0, 0) = 0 implies either s(r�1)/r+m = 0 or c1 = 0. Similarly,

s(r � 1)/r +m = 0 implies that � is of the form c0x
s + c1(y � �

�1
x
s), which leads to a

contradiction similar to the above. For c1 = 0,  aux
y (x0, 0) = 0 and hence by Lemma 6.4,

 
(x0)
xx (x0, 0) =  

aux
xx (x0, 0) 6= 0,

from which a contradiction arises.
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In summary, both cases lead to contradictions. Therefore, we have  (x0)
xx (x0, 0) 6= 0, and

thus we have completed the proof of Lemma 7.2. ⇤

8. The convex case

In this section we briefly mention why we can have `2(L4) decoupling estimates as in (1.4)
when � is convex. First, when � has positive Gaussian curvature we can invoke (1.6)
to strengthen the `4(L4) estimates to `2(L4) estimates. Second, notice that throughout
this paper, if we start with a convex polynomial �, then all its “descendants” for which
decouplings are studied are composition of � with an a�ne map. By “descendants” here
we mean, for instance, �̃ in (5.2), ⌘ in (5.12) and  

(x0) in (6.4). Since the composition
of a convex function with an a�ne map is still convex, (1.6) is still applicable. Thus we
have the `2(L4) inequalities in the convex case.

9. Appendix

9.1. Facts about mixed-homogeneous polynomials. First of all, mixed-homogeneous
polynomials and their Hessian determinants share a similar homogeneity:

Proposition 9.1. Suppose that � : R2 ! R is a mixed homogeneous polynomial, that is,
for some positive integers q, r, s with gcd(r, s) = 1 we have

�(x, y) = ⇢
�q
�(⇢rx, ⇢sy), for all (x, y) 2 R2 and all ⇢ > 0. (9.1)

Then the Hessian determinant of � satisfies

(detD2
�)(x, y) = ⇢

�2(q�(r+s))(detD2
�)(⇢rx, ⇢sy), for all (x, y) 2 R2 and all ⇢ > 0.

Proof. Direct computation. ⇤

Next, we need the following lemma.

Lemma 9.2 ([7,9]). Every non-zero real mixed-homogeneous polynomial � satisfying (9.1)
has the following factorization property:

�(x, y) = x
⌫1y

⌫2

MY

j=1

(xs � �jy
r)njP (xs

, y
r), (9.2)

for some nonnegative integers ⌫1, ⌫2,M, nj, nonzero real numbers �j, and a real homoge-
neous polynomial P that never vanishes except at the origin.

As a result, � admits the following expansion:

�(x, y) = x
⌫1y

⌫2(c0x
ns + c1x

(n�1)s
y
r + c2x

(n�2)s
y
2r + · · ·+ cny

nr). (9.3)

Proof. By Proposition 2.2 in [9], there exists nonnegative integers ⌫1, ⌫2, nj, nj0 , M , M 0,
real numbers C, �j and complex numbers �0j0 62 R such that

�(x, y) = Cx
⌫1y

⌫2

MY

j=1

(xs � �jy
r)nj

M 0Y

j0=1

(xs � �
0
jy

r)n
0
j .

Let P (u, v) = C
QM 0

j0=1(u� �
0
jv)

n0
j . It is clear that P is a homogeneous polynomial. Since

� is a real polynomial and is the product of P (xs
, y

r) and some real polynomials, P must
also be a real polynomial. To show that P never vanishes except at the origin, we first
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note that if P (1, 0) = 0, then C = 0 and � is the zero polynomial, a contradiction. So
P (1, 0) 6= 0 and thus C 6= 0. Also, P (c, 1) 6= 0 for all c 2 R. But recall that P is a
homogeneous polynomial, and thus its zero set is a collection of straight lines passing
through the origin. This shows that P can only vanish at the origin. ⇤

The following proposition helps us in the classification of scenarios in Section 3.3.

Proposition 9.3. Let � be a mixed-homogeneous polynomial without linear terms such
that y2 does not divide �. If det(D2

�) vanishes on the x-axis, then � is of the form

�(x, y) = Cx
m + yP (x, y)

for some C 6= 0, m � 2 and some polynomial P .

Proof. Using (9.3), we expand

�(x, y) = x
⌫1y

⌫2(c0x
ns + c1x

(n�1)s
y
r + c2x

(n�2)s
y
2r + · · ·+ cny

nr).

Thus we need to show ⌫2 = 0 and c0 6= 0. Since � does not have a linear term, we are
done.

We first prove ⌫2 = 0. Suppose towards contradiction that ⌫2 � 1. If ⌫2 � 2 then y
2

divides �, which contradicts our assumption. Thus ⌫2 = 1. Then we may rewrite

�(x, y) = c0x
⌫1+ns

y + y
2
Q(x, y),

for some polynomial Q. Direct computation shows that when y = 0 we have

det(D2
�)(x, y) = �c

2
0(⌫1 + ns)2x2(⌫1+ns�1)

.

Note we must have ⌫1 + ns � 1, otherwise �(x, y) = c0y, a linear function, contradicting
the assumption. Thus, using det(D2

�) = 0 on the x-axis, we must have c0 = 0. This
implies that y

⌫2+r = y
1+r divides �. But since r � 1, we have y

2 divides �, again
contradicting the assumption. Thus we have ⌫2 = 0.

Next we prove c0 6= 0. Suppose towards contradiction that c0 = 0 (then n � 1, otherwise
� ⌘ 0). Then

�(x, y) = x
⌫1y

r(c1x
(n�1)s + c2x

(n�2)s
y
r + · · ·+ cny

(n�1)r).

If r � 2 then y
2 divides � which is a contradiction. Since r � 1 we must have r = 1.

Using the same computation above, when y = 0 we have

det(D2
�)(x, y) = �c

2
1(⌫1 + (n� 1)s)2x2(⌫1+(n�1)s�1)

.

Now we must have ⌫1 + (n � 1)s � 1, otherwise ⌫1 = 0 and n = 1, in which case
�(x, y) = c1y, again a contradiction. Thus ⌫1 + (n� 1)s � 1 and this forces c1 = 0. Thus
y
2r divides �, and since r � 1, we arrive again at a contradiction. Hence c0 6= 0. ⇤

This proposition is used in Section 6.

Proposition 9.4. Suppose that s 6= r and �j > 0. Let �(x, y) = (xs � �jy
r)kP (x, y) be

a mixed-homogeneous polynomial where k � 2 and P (tr,�1/rj t
s) 6⌘ 0. Then detD2

� =

(xs � �jy
r)2k�3

Q(x, y) where Q(tr,�1/rj t
s) 6⌘ 0.

Proof. By writing �̃(x, y) = �(x,��1/r
y) and noting that detD2

�̃ = �
�2/r detD2

�, we
may assume without loss of generality that �j = 1.
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The case s = 1 is proved in Lemma 10.1 of [7]. The case r = 1 is similar. Now, assume
that r, s � 2, direct computation shows

�xx = (xs � y
r)k�2 ⇥(k � 1)ks2x2s�2

P + k(s� 1)sxs�2 (xs � y
r)P

+2ksxs�1 (xs � y
r)Px + (xs � y

r)2 Pxx

⇤
;

�xy = (xs � y
r)k�2 ⇥�(k � 1)krsxs�1

y
r�1

P + ksx
s�1 (xs � y

r)Py

�kry
r�1 (xs � y

r)Px + (xs � y
r)2 Pxy

⇤
;

�yy = (xs � y
r)k�2 ⇥(k � 1)kr2y2r�2

P � k(r � 1)ryr�2 (xs � y
r)P

�2kryr�1 (xs � y
r)Py + (xs � y

r)2 Pyy

⇤
.

We factor out (xs � y
r)k�2 from each of above, which contributes (xs � y

r)2k�4 to detD2
�.

Now, the remaining terms without the factor (xs � y
r) in detD2

� is
����

(k � 1)ks2x2s�2
P �(k � 1)krsxs�1

y
r�1

P

�(k � 1)krsxs�1
y
r�1

P (k � 1)kr2y2r�2
P

���� ,

which is zero. On the other hand, the coe�cient of the factor (xs � y
r) is given by

�
(k � 1)ks2x2s�2

P
� �

�k(r � 1)ryr�2
P � 2kryr�1

Py

�

+
�
(k � 1)kr2y2r�2

P
� �

k(s� 1)sxs�2
P + 2ksxs�1

Px

�

� 2
�
�(k � 1)krsxs�1

y
r�1

P
� �

ksx
s�1

Py � kry
r�1

Px

�

= (k � 1)k2
rsy

r�2
x
s�2

P
2 (sxs � ry

r � rsx
s + rsy

r)

Applying the assumption on P and s 6= r, the above quantity is non-zero over the curve
(tr, ts) when t 6= 0 as desired. ⇤

The following proposition is used in Section 7.3.

Proposition 9.5. Let � be a nonzero mixed-homogeneous polynomial satisfying (9.1).
Then

(1) y
r � �

�1
x
s divides � if and only if

�(x, y) = (y � �
�1/r

x
s/r)Q(x1/r

, y) (9.4)

for some polynomial Q.
(2) If yr � �

�1
x
s divides � but (yr � �

�1
x
s)2 doesn’t divide �, then

�(x, y) = c1(y � �
�1/r

x
s/r)xs(r�1)/r+m + (y � �

�1/r
x
s/r)2R(x1/r

, y) (9.5)

for some c1 6= 0, m � 0 and some polynomial R.

Proof. By rescaling x ! �
1/s

x, it su�ces to show the case where � = 1.

We first prove (1). If �(x, y) can be divided by y
r � x

s, then there exists a polynomial
Q1(x, y) such that

�(x, y) = (yr � x
s)Q1(x, y) = (y � x

s/r)

 
r�1X

i=0

y
i
x
s(r�1�i)/r

!
Q1(x, y) (9.6)

Define

Q(u, v) =

 
r�1X

i=0

v
i
u
s(r�1�i)

!
Q1(u

r
, v). (9.7)
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Then we get (9.4) with � = 1.

On the other hand, if �(x, y) can be written as (9.4) with � = 1 for some polynomial Q,
then v � u

s divides �(ur
, v). Using (9.2), we have

�(x, y) = x
⌫1y

⌫2

MY

j=1

(xs � �jy
r)njP (xs

, y
r),

for some P that vanishes only at the origin. Therefore,

�(ur
, v) = u

⌫1rv
⌫2

MY

j=1

(usr � �jv
r)njP (usr

, v
r).

Note that v�u
s is irreducible and vanishes at (1, 1), and thus there exists some 1  j0  M

such that v � u
s divides usr � �j0v

r. So u
sr � �j0v

r also vanishes at (1, 1). This implies
that nj � 1 and �j0 = 1. Therefore, �(xs � �j0y

r) = y
r � x

s divides �(x, y) as required.

For (2), using (9.6) and (9.7), we see that Q is mixed-homogeneous and we have the form
(9.5), not knowing whether c1 = 0. To show that c1 6= 0, it su�ces to show that v � u

s

doesn’t divide Q(u, v).

Suppose on the contrary that v � u
s divides Q(u, v). Since v � u

s vanishes at (1, 1) butPr�1
i=0 v

i
u
s(r�1�i) doesn’t, v � u

s divides Q1(ur
, v). i.e.

Q1(x, y) = (y � x
s/r)Q2(x

1/r
, y)

for some polynomial Q2. Using Part (1), this implies that yr � x
s divides Q2 and hence

(yr � x
s)2 divides �. Thus a contradiction arises.

⇤

9.2. �-flatness. Decoupling inequalities for a smooth function � are often formulated so
that the �-neighbourhood of the graph of � is partitioned into almost rectangles. Here we
make this notion precise.

Definition 9.6. Let � : R2 ! R be smooth. We say � is �-flat over a set Q ✓ R2, or
alternatively Q is (�, �)-flat, if there is a constant C depending on � only, such that

sup
u,v2Q

|�(v)� �(u)�r�(u)(v � u)|  C�.

The following property shows that �-flatness acts well with linear transformations, and is
implicitly used throughout the argument in this article.

Proposition 9.7. Let � : Rn ! R be a smooth function and T : Rn ! Rn be a linear
transformation. Then a set Q ✓ Rn is (�, �)-flat if and only if T (Q) is (� � T�1

, �)-flat.

Proof. We prove a lemma first:

Lemma 9.8. Let � : Rn ! R be a smooth function and T : Rn ! Rn be a linear
transformation. Then for any u 2 Rn, we have

r(� � T )(u) = T
tr�(Tu).

Proof of lemma. Treat T as a matrix. Write (Tu)i =
P

j Tijuj. Then

� � T (u) = �

 
X

j

T1juj, · · ·
X

j

Tnjuj

!
,
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and thus for each k, we have

@k(� � T )(u) =
X

i

Tik@i�(Tu).

On the other hand, the k-th coordinate of T tr�(Tu) is given by
X

j

(T t)kj(r�(Tu))j =
X

j

Tjk@j�(Tu),

the same as the left hand side. ⇤

Now with the lemma, let u, v 2 T (Q) and write u = Ta, v = Tb with a, b 2 Q. Then

|� � T�1(v)� � � T�1(u)�r(� � T�1)(u) · (v � u)|
= |�(b)� �(a)� (T�1)tr�(T�1

u) · (T (b� a))|
= |�(b)� �(a)� T

t(T�1)tr�(T�1
u) · (b� a)|

= |�(b)� �(a)�r�(T�1
u) · (b� a)|.

Therefore, Q is (�, �)-flat if and only if T (Q) is (� � T�1
, �)-flat.

⇤

Data Availability Statement:

Data sharing not applicable to this article as no datasets were generated or analysed
during the current study.
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