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ABSTRACT

Prior research suggests that affective states of self-regulated learn-
ing can be used to improve learners’ cognitive processes and their
learning outcomes. However, little research explored the effect of
using facial movements to detect learners’ affective states on self-
regulated learning. In this work, we designed, implemented, and
evaluated Mirror: a self-regulated learning tool that applies facial
expression recognition to support learners’ reflections in video-
based learning. We conducted two studies to identify user needs
(with 12 participants) and to evaluate the tool (with 16 participants).
The results show that, after watching a video, participants benefited
from using Mirror through different reflection processes, e.g., gain-
ing a deeper understanding of their learning experiences through
self-observation and attributing causes for their learning affects
through self-judgment. Meanwhile, we also identified several ethi-
cal concerns, e.g., users’ agency of handling the uncertainty of Al
reactivity towards outcome-based Al over-reliance on “positive”
Al results, and fairness of Al informed decision-making.
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1 INTRODUCTION

Self-regulated learning refers to the process that students acti-
vate and sustain cognitive, metacognitive, behavioral, motivational,
emotional/affective aspects of learning towards their own goals
[60, 66, 77]. Learners’ affects (also noted as ‘learning emotions’),
such as confusion and curiosity, are found to be impactful on their
learning outcomes [20, 61]. Thus, tools have been developed to
track learners’ interactions with educational technologies and then
provide learners’ information and insights into their learning pro-
cess [55, 83]. For example, visualizations of learners’ data (such
as screen-recording, concurrent think-aloud, eye tracking, interac-
tion log, facial expression, notes) could be used to support emotion
regulation during self-regulated learning [4]. These tools can also
encourage learners to adapt their learning behavior, e.g., applying
time management strategies [43, 55, 68], and to cultivate learn-
ers’ meta-cognition skills, e.g., improving awareness of one’s own
thought processes and gaining a deeper understanding of the pat-
terns behind them [9, 28, 55, 59].

Recent works show that facial expression recognition technolo-
gies can be used to detect learners’ affective states (also noted
as learners’ affects ) and subsequently can be leveraged to pro-
mote learners’ reflections [4, 65]. Facial expression recognition is a
promising field of computer vision and artificial intelligence (AI)
[53]. It becomes increasingly applied for automatic affects detection
in online learning [31, 65]. For example, a dashboard is created for
teachers to be aware of students’ emotions in online learning [31].
A recent study also suggests that students become more aware of
their facial expressions in video-based online learning, implying
the potential of detecting facial movements for learners to improve
their online learning [17].

However, little is known about the effect of using facial expres-
sion recognition to detect learners’ affects on self-regulated learn-
ing. Unlike the common user behavioral data, e.g., frequency of
accessing learning documents, time spent on different materials, or
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grades evaluating learners’ mastery of specific subjects or skills [9],
learners’ affects detected by Al-based solutions often come with
errors. Because learners’ perceptions of the accuracy and fairness of
AT impact the perceived usefulness of Al-based intelligent learning
systems [40, 47], it is important to explore how imperfect recogni-
tion of affective states impacts learners’ use of the Al-based system.
Additionally, even though ethical concerns, e.g. privacy and surveil-
lance concerns of learners, are essential when designing learning
analytic systems, few studies directly addressed these issues in
system evaluation [88].

To fill the void, we designed, implemented, and evaluated a self-
regulated learning tool that detects learners’ affective state in video-
based learning. We call the tool Mirror, hoping that learners could
be able to “see” their own learning affects in video-based learning. In
this research, we leveraged the use of facial expression recognition
[5, 31, 50] to inform learners of their affects. To inform the design,
we first conducted a need-finding study with 12 participants to
identify key system features and interaction ideas from learners.
We then implemented the identified features and conducted a user
study with 16 participants to explore how learners would perceive
and use Mirror for reflections in video-based learning.

Our work makes the following contributions. First, we propose a
novel tool for self-regulated learning—Mirror, which offers a novel
mechanism of detecting and presenting learning affects of video-
based learning and supports learners to conduct different reflec-
tions on their thought processes via facial movements. Second, we
conducted a two-phase study, yielding empirical evidence on how
learners conducted multiple reflection processes for video-based
learning, e.g., identifying patterns in their learning affects, eval-
uating their experiences, and attributing causes leading to their
learning affects. Meanwhile, we also found that the type of affects
(e.g., positive or negative) promoted different reflection processes.
Third, we found that when using the Al-based tool, participants had
several ethical concerns, including: users’ agency of handling uncer-
tainty of Al, reactivity towards outcome-based Al, over-reliance on
“positive” Al results, and fairness of Al informed decision-making.
Last, our work brings insightful implications for designing Al agents
to improve consciousness of reflections in self-regulated learning
by mitigating biases and eliciting guiding questions.

2 RELATED WORK
2.1 Tools Supporting Self-Regulated Learning

Self-regulated learning is described as a multifaceted concept that
includes monitoring of cognitive, metacognitive, behavioral, moti-
vational, and emotional/affective aspects of learning[60]. It is an iter-
ative and sequential process that includes multiple phases of reflec-
tions. For example, the cyclical phase model for self-regulated learn-
ing posits a Forethought, Performance, and Reflection phase [93].
Specifically, the Forethought phase involves behavior before learn-
ing, such as setting goals; in the Performance phase, learners exe-
cute self-control processes and self-observation processes that pro-
vide internal feedback; in the Reflection phase, learners self-evaluate
progress informed by self-observation and conduct self-judgment;
further on, learners express emotional responses to the judgment,
which serves as input for the next iteration of self-regulated learn-
ing.
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Learning analytic tools, e.g. [33, 66], allow learners to monitor
their learning processes and to facilitate reflection in ’self-regulated
learning’. It is found that lifelong skills such as “meta-cognition®
(the monitoring and control of thought, as“thinking about thinking*
[59]) could be gained through the use of learning analytic tools
[43, 55]. It helps learners achieve their learning goals through better
awareness (observing their data), reflection (asking themselves ques-
tions), sensemaking on learners’ own data (e.g., answering ques-
tions asked), and intention towards to behavior changes (e.g. such as
improvement in time management strategies ) [43, 55, 68, 83]. Self-
regulated learning frameworks, such as the cyclical phase model
for self-regulated learning [93], are often applied for scaffolding
learners’ reflection that is supported by learning analytics tools
[56, 67].

Many learner-facing learning analytic tools only track and visu-
alize learners’ behavior/performance that can be explicitly logged
by the computer systems. Only a few of them focus on facilitating
learners’ reflection on affective states that are essential for self-
regulated learning. For example, according to a research review
[9], 75% of the learning analytics tools studied "resource use" (e.g.,
the number of times a resource was accessed); 37% included "as-
sessment” (e.g., learners’ mastery of certain skills or subjects as
measured by assessment instruments); and 30% addressed "Time
spent" (e.g., the amount of time spent accessing resources) [9, 31].

2.2 Recognizing Learners’ Affective States

Recently, scholars suggest that online learning systems should bet-
ter understand learners’ affective states [65], e.g., by leveraging
learners’ facial expression recognition in learning analytic dash-
boards [4]. For example, Emodash is a teacher-facing learning ana-
lytic dashboard, which tracks learners’ facial expressions to recog-
nize basic emotions, including: anger, contempt, disgust, fear, hap-
piness, neutrality, sadness, and surprise based on Ekman et al’s clas-
sifications [29]. The distribution of learners’ positive and negative
emotions are displayed for teachers and tutors to increase their ret-
rospective awareness of learners’ emotions in a video-conferencing
learning environment [31]. Unlike Emodash that focuses on teach-
ers’ awareness of students without evaluating learners’ use of the
tool, our study targets learners’ own awareness of their emotions
during self-regulated learning using videos.

Although experienced teachers are adept at recognizing the
learners’ affects through facial movement observations, learners
themselves cannot accurately track their emotions, which further
impacts their learning engagement and outcome [4]. Automatically
recognizing learners’ cognitive-emotive states (affective states) by
analyzing their facial movements can be supported by intelligent
learning systems [50] built on advanced computer vision and Al
systems [53]. These systems are designed to present the learners’
affective states in an interpretable way and to help understand learn-
ers’ cognitive models and interactions. For example, some works
found that neutral and positively-valenced (e.g., happy) represented
the majority of learners’ emotional states experienced with MetaTu-
tor [36]; and facial expression data together with eye-tracking and
note-taking can potentially model learners’ cognitive processes [3].

Noteworthy, previous research found that the predictions of fa-
cial expression recognition algorithms do not infer deterministic
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emotions, and the results are not solely determined by facial move-
ments, but also related to other influential factors like head poses
and social context information, etc [6]. This means affects recog-
nized via facial movements may not perfectly capture learners’
affects and match with the their own interpretations. Therefore, it
is important to understand how learners perceive the accuracy and
usefulness of Al-based learning systems [40].

2.3 Ethical Concerns with Learning Analytics

Ethical concerns have been widely discussed in the field of Al
research for education. For example, data ownership, users’ ex-
pectation of privacy, transparency and intelligibility of decisions
informed by AI impact are critical factors to consider when ap-
plying Al-based technologies for education [88]. On the one hand,
Al offers the hope of increasing personalization in education and
complementing the work of (human) teachers without dispensing
with them; on the other hand, it is accompanied by risks of be-
coming less social and raising privacy concerns [70]. By tracking
students’ behaviors, rich data could be collected (e.g. facial move-
ment [9]); however, people questioned the surveillance on teachers
and students [15, 70]. There are also on-going critiques on learning
analytic research being “solutionism” , in which researchers treat
technologies as solutions by assuming all innovations are neces-
sarily good [79, 89]. Researchers and practitioners in education
community should reflect on the ways in which AI might could
people’s lives and to embrace their responsibilities to enhance its
benefits while mitigating the potential harms [12, 14]. Technolo-
gies are rarely good or bad in themselves and what matters is how
they are used [14, 38, 70]. To improve practices of deploying ethical
education technologies, human-centered design should be applied.
It give stakeholders the genuine agency in shaping digital tools and
providing their own insights, such that Al-based learning tools can
proactively address major ethical concerns [38, 70]. Additionally,
designers, data scientists and other stakeholders in learning analyt-
ics should reflect on power relations between them and those who
traditionally have been the subjects of their research, e.g. asking
what value system are encoded in learning analytics [89].

Given the above literature, we aim to address the following
research questions:

RQ1: How do learners use affective states recognized by facial
movements for reflection in self-regulated learning?

RQ2: What are learners’ perceptions of using facial movements
recognition for reflection in self-regulated learning?

RQ3: What are ethical considerations of using affective states
recognition for reflection in self-regulated learning?

3 MIRROR DESIGN

In this study, Mirror is designed for video-based learning. This is
because video-based learning is self-paced and widely used for
online education. It is important to provide support for improv-
ing self-regulated learning strategies, which often improve learner
engagement and learning outcomes [45]. Many learning analytic
tools are designed for video-based learning [21, 26, 31], and recent
works suggest to leverage learners’ affective states for improving
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self-regulated learning online [17]. Our work fills the void for de-
signing learning analytic tools with affective states recognition via
facial movements.

Affective states are typically represented in the form of discrete
emotion categories [30] or dimensional models incorporating con-
tinuous arousal-valence values [73]. James Russell et al. proposed
the circumplex model [73] that distributes human emotions in a
two-dimensional arousal-valence circular space. Notice that arousal
measures the intensity of an excitement ranging from -1 (indicating
calm) to 1 (indicating excited), while Valence decides on the pleas-
antness from -1 (very negative) to 1 (very positive) [7]. The 2D space
formed by these two values explicitly represents the affective status
of humans [73]. Compared with discrete emotion labels, continuous
measurement shows the dynamic and gradual changes of emotions
to analyze emotional states’ intensity and transitional behaviors.
Therefore, the circumplex model has been widely used for mea-
suring and evaluating affective states [71]. Recent Al technologies
enable the prediction of arousal-valence from facial movements
[24, 25, 49, 63].

We then applied a state-of-the-art arousal-valence regression
algorithm that returns a series time-based arousal-valence pairs
[24]. We chose this technique because it outperformed several tools
in the FG2020 challenge on Affective Behavior Analysis in-the-
wild (ABAW) [49]. The tool consisted of a face detection and an
arousal-valence regression module. Specifically, the face detection
module was implemented using MTCNN [92]. Given a sequence
of consecutive video frames, our system detected and cropped the
faces, and analyzed the facial images in the regression module.
Finally, the system returned two per-frame sequences of arousal
and valence. We utilized the algorithm to process learners’ face
image sequence and post-process the Al-recognized results in the
form of arousal and valence to reflect learners’ affective states.

Additionally, previous research suggests that measuring emo-
tions as solely objective measurements, such as facial movement, is
insufficient [80]. Instead of only sensing and transmitting emotion,
systems should support human users in understanding, interpreting,
and experiencing emotion in its full complexity, and avoid ambi-
guity [10]. Our system also had participants provide self-reported
affective states through text alongside the Al’s predictions to miti-
gate the issues.

3.1 Need-finding Study

To understand what affective states might be recognized by the
AT tool and how to visualize the recognized affective states, we
recruited 12 participants (4 Female, 8 Male) to conduct a pilot study.
Three of them are undergraduate students and nine of them are
graduate student at a US public school. In the study (40-60 minutes
each), participants were asked to record their faces while watching
two videos: a self-selected video using the camera on their lap-
tops (10-15 minutes), and an assigned learning video that intended
to elicit viewers’ different affective states (15 minutes). We com-
pensated each participant 10 USD per hour and conducted under
approval by our university’s Institutional Review Board. Below, we
present details of each session. The assigned video is about intro-
ducing Augmented Reality (AR), which was the same one we used
for tool evaluations. Participants selected the video based on the
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topic they are interested in, but there could be still content in the
video that is boring. Participants selected videos such as cooking
tutorials, public speeches, and class material etc. Participants were
asked to watch the whole video, though they could pause/resume
watching the video (when a student pauses/starts the video, the
facial movement detection is paused/resumed simultaneously). The
participants were asked to choose the videos’ timestamps and share
their perceived affective states for both videos with researcher. The
reason for asked participants to recall their affective states prior to
showing Al results to avoid their over-reliance on Al results. Similar
approach are also used in other learning systems that prompt user
to self-assess before seeing Al-results, e.g. guitar learning [85].

Then the researchers showed participants two visualization ap-
proaches using the recognized affective states: 1) Scattered Plot
and 2) Line Chart, as shown in Figure. 1. The rationale of the two
visualization approaches is as follows.

The Scattered Plot was designed to show the distribution for
each pair of arousal-valence values in a 2D space. We leveraged the
continuous rainbow legend for visualizing arousal-valence pairs by
referring to [39, 52]. Specifically, we used cool colors for negative
results and warm colors for positive results. Following the previous
paper, we remapped the pair values in the arousal-valence 2D space
into polar space represented by intensity and angle. Finally, we
plotted the data points of intensity in a 1D graph using color in
the HSL color wheel indicated by the angle. Showing distribution
using a pie chart is widely used in dashboard designs to provide an
overview on learning performances [31, 55].

The Line Chart was designed to show the change of arousal-
valence values in two separate lines throughout video watching
activity. Plotting ‘Arousal‘ and “Valence® in two separate lines is
often used to visualize facial recognition results returned using
the arousal-valence model [24, 25]. Using line charts to visualize
changes is often applied in dashboard designs to facilitate reflection
on one’s own learning process, e.g. [31, 55].

The participants were asked to share which visualization they
preferred for reflections. All participants shared that they thought
the line chart was more helpful, allowing them to identify the
changes of emotions over the video display. Therefore, we chose to
visualize the Al results with using a line chart.

The participants were also asked how they would like to use the
visualization to support their reflection of learning. Eight out of
12 participants found it hard to translate the two measurements
together (Valence line and Arousal line) and interpret two values

Scattered Plot Line Chart
| TR T
o g W».M«.‘«*w“«'@M«fﬁfﬂwﬂ Mrw,lr“ﬂw%MmJ‘rJ W
LO\I\Zlence - Time (15 min)

Figure 1: Two visualization options explored in the need-
finding study: a scattered plot (left) and a line chart (right).
Participants were able to see details of the data points by
zooming in on a particular area.
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at a specific time point in the line chart shown in Figure. 1 (Right).
These participants suggested that the system should merge the
two lines into one line and return adjectives that describe affective
states. Meanwhile, they suggested ’arousal’ should be revised to
more context related terms, such as ‘Engagement Level’; found
’valence’ related terminology ‘negative/positive’ which is directly
used from previous paper [7] intuitive and easy to follow. Such
feedback indicates that the 2D space for arousal-valence should be
represented in one 1D line-chart and intuitively show ‘engagement’
changes between different learning stages. Therefore, the final
visualization of the recognized affective states is designed as area 2
of Figure. 2.

More specifically, to better illustrate the two values in a more
concise and intuitive way, we remapped the pair values at each
timepoint using function used in Design 1 Scattered Plot and used
different colors to represent recognized learning states at each time-
point. One of the examples of a time-based curve is shown in Figure.
2. The height of the data points demonstrated the intensity of the
specific states, and the color showed the recognized affective states,
which could be more easily understood by the users. According to
our participants’ feedback, ‘arousal’ intensity changes over time
was considered to be more informative and relevant to in-class per-
formances then ‘valence’. Therefore, ‘arousal’ was finally selected
as the y-value.

3.2 Supporting Learners’ Reflection with the
Affective States

We synthesized participants’ feedback and identified several fea-
tures to support learners’ reflection after watching videos. A desk-
top view of Mirror interface is illustrated in Figure. 2. The tool was
presented to learners after they finish watching the videos.

The design rationale of Mirror is as follows. First, to help users
make sense of the data, changes between different learning stages
and corresponding legends of arousal-valence 2D space are pro-
vided on the dashboard, as shown in Figure. 2. Second, all partic-
ipants found it is essential for them to understand the system’s
performance by mapping Al results with their own perceptions.
They explained that, by finding strong matches between the rec-
ognized states and their own perceptions at aligned time points,
they were more likely to trust Al at time points where they cannot
recall their own perceptions. Additionally, a recent study on cap-
turing cognitive, motivational, and emotional learning processes
suggests that tracing learning activities with objective data (e.g.
facial recognition) and combining those traces with subjective (e.g.
self-reported) data may provide new insights on how users learn
in online environments and inform online learning system design
[65]. Informed by such findings, the participants were given a table
to select time-points to fill in their self-reported reflections after
finishing video watching but prior to seeing the interface shown in
Figure. 2. Once the self-reported affects were collected, they were
pinned on a timeline under the affective states graph (as shown
in area 3 of Figure. 2) on Mirror. To support learners’ recalling the
corresponding video content and video selfie, the interface is de-
signed to display the video lecture and video selfie based on the
timestamp of the self-reported states or the moments on the AI
graph, as shown in area 1 of Figure. 2.
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Figure 2: After watching the video, Mirror participants were given the above interface. They could navigate the five areas
illustrated above: (1) displaying the video recording next to the participant’s video selfie when she was watching the video, (2)
visualizing time-based Al results of affective states via facial movements, (3) tagging self-reported moments of affective states,
(4) providing a legend for Time-based AI Results, and (5) summarizing Al results. The sample data was from P2.

4 METHOD
4.1 Study Design for Evaluating Mirror Use

To understand how learners would use our tool for video-based
learning, we conducted a three-session user study, as illustrated
in Figure. 3. We recruited 16 participants (10 female, 6 male, aged
19-28). Eight of them were undergraduate students and eight of
them were graduate student at a US public school. Because the
video to be used in the study was about introducing Augmented
Reality (AR), we selected participants who had no prior background
in AR. We compensated each participant 10 USD per hour. Each
study took about 1.5 hours (Figure. 3). The studies were conducted
and recorded through the video-conferencing platform Zoom. The
study was approved by our university’s Institutional Review Board.
Below, we present details of each session.

4.1.1 Session 1: Video Learning and Self Reporting. In the first ses-
sion, researchers asked participants to watch an assigned video
about AR concepts and applications as if they were learning online
by themselves. To keep participants’ engagement in watching the
video, we followed a prior study’s suggestion [35] by selecting a 15-
minute long video lecture from Coursera to inspire the viewers’ var-
ious affective states in learning. While participants were watching
the video, they were asked to open their cameras, and the researcher
recorded participants’ faces, having their consent in advance. Par-
ticipants were asked to watch the whole video, though they could
pause/resume watching the video. When a student pauses/starts
the video, the facial movement detection is paused/resumed simul-
taneously. Before the video watching started, researchers showed a
demo on how the tool works.

After watching one video, the participants were immediately
asked to report their affective state for the video. Writing post-
learning reflections has been found helpful for learners in terms of
actively reviewing learning material and summarising takeaways
[1, 19]. Also, the self-reported reflection allows researchers to ana-
lyze whether AT’s results match users’ own perceptions and further
form interview questions. Participants were asked to select mo-
ments on the video timeline to write their reflections while associ-
ating to the video content. To compare their self-reported affective
states with the Al results recognized by Mirror, participants were
given nine states as options without being required to use them, in-
cluding confusion, frustration, surprise, curiosity, delight, flow, fresh
research, bored, neutral. The states’ options were presented in a
Valence-Arousal matrix that has been widely used in previous mod-
els to predict affective states in learning [42, 51]. We did not limit
participants’ words to describe their emotion states because differ-
ent Al models may cover different adjectives to predict affective
states, e.g., misconception, discard, etc. [51, 62].

4.1.2  Session 2: Thinking Aloud while Using Mirror. In the second
session, following previous research that studies how users interact
with personal data visualization [18], firstly, a researcher demon-
strated how to use the interface and then talked about how the
researcher synthesized insights from our interface using ‘think-
aloud’ Secondly, the researcher showed the participants’ data in
the Mirror interface by sharing the researcher’s computer screen
remotely; then the researcher asked the participants to control the
interface remotely. Thirdly, the researcher asked the participants
to ‘think aloud’ as they explored the Mirror interface to under-
stand thought processes while exploring the learning analytics
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and insights they gained from the exploration of the Mirror in-
terface. During the think-aloud protocol, the researcher observed
how the participants interacted with the interface and occasionally
prompted the participants to think aloud and asked clarification
questions.

The think-aloud sessions lasted between 10 minutes to 40 min-
utes and were video recorded using Zoom. The recordings including
screen recordings of the participant’s interactions with Mirror, their
speech, and participants’ video selfie (facial expression). The par-
ticipants were allowed to use the Mirror interface as long as they
needed, to describe their observations sufficiently.

4.1.3  Session 3: Exit Interview. In the third session, inspired by a
previous research [18] to investigate users’ interactions with per-
sonal data visualization, we asked participants to answer questions
related to how they perceived the user experience of interacting
with Mirror and factors that impact such experience. This session
lasted between 15 minutes to 40 minutes. The interview sessions
were video recorded on Zoom.

4.2 Data Analysis

To address RQ1 about participants’ use of Mirror with self affective
states, we referred to the previous paper [18] to firstly establish
properties of what participants said without relying on existing
theories (open coding), and proceeded to identify relationships
among the codes (axial coding) [18]. This approach allow us to un-
derstand how participants reflected on affective states in learning
through visual exploration using our tool (Session 2 think-aloud).
Two researchers read and coded 30% of the transcripts for each ses-
sion independently, and their initial inter-rater reliability (observed
proportionate agreement) was 79%. They discussed discrepancies
and revised and expanded the existing categories until reaching
an agreement. They then coded the rest of the data individually.
To address RQ2 - how participants perceived the use of Mirror ,
we coded participants’ interview feedback by following the same
process as coding the think-aloud results. The initial inter-rater
reliability was 81%, and the researchers revised and expanded the
existing categories until they reached an agreement.

5 FINDINGS

5.1 Learners’ Reflections Promoted by Their
Affective States (RQ1)

In this section, we present our findings to address the proposed RQ1.
During the think-aloud session (as shown in Fig. 3), each participant
interacted with Mirror and reflected on multiple segments of the
video. Three main types of user interactions with Mirror involved
participants’ reflections: 1) relating to corresponding learning con-
tent by rewinding the video (area 1 in Fig. 2), which happened 111
times; 2) reviewing Mirror graphs for the recognized affective states
(area 2 in Fig. 2), which happened 67 times; and 3) checking the
self-reported states (area 3 in Fig. 2) and associating them with the
affective states video selfie, which happened 53 times. We observed
231 interactions among 16 participants.

Participants had in total on 212 reflection segments within 231
interactions. Each reflection segment starts with one interaction
with Mirror and may further incorporate other interactions in the
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same sentence. For example: P2 clicked a peak in the graph (area 2
in Fig. 2) but forgot the video content at that timestamp, so they
rewinded the video to review (area 1 in Fig. 2) and reflect in the
same sentence “let’s see this green spike over here (review graph), but
I kind of forgot and let’s see what happened (rewind video). Yes, it is
about using AR for nonprofit and that was something I didn’t know
before watching the video. ".

For each reflection segment, their think-aloud input allowed
us to identify which specific reflection processes were involved.
More specifically, according to the cyclical model on reflections
in self-regulated learning by Zimmerman et al., learners’ reflec-
tions with Mirror were coded in alignment with the cyclical phase
model of SRL [93]. More specifically, participants’ reflections hap-
pened at two processes: 1) Self-Observation—"“tracking of specific
aspects of their own performances, the conditions that surround
it, and the effects it produces“[93]; and 2) Self-Judgement—“self-
evaluating one’s performance and attributing casual significance
to the results“[93].

5.1.1  Mirror Supporting Multiple Reflection Processes. When par-
ticipants interacted with Mirror, Self-Observation happened 189
times (89% of the 212 reflection segments). Within Self-Observation,
we further identified two types of reflection subprocesses according
to prior literature [18]:

o Identify details: during this subprocess, participants tried
to reflect on details of an individual learning segment that
triggered the affective state. It happened in 124 (65%) of
the total reflection segments (on average eight times per
participant).

o Compare states: during this subprocess, participants com-
pared states at different timestamps along the video display
to draw insights on their learning experience. It only hap-
pened in 26 (14%) of total interactions (on average twice per
participant).

Besides self-observation, participants further proceeded with
Self-Judgement reflections, which happened 144 times (68% of the
212 Mirror reflection segments). Within Self-Judgement interactions,
three types of reflections are further identified.

o Recall External Context: Participants recalled external con-
text to explain what they observed, such as what caused
them to feel bored, which happened in 139 (66%) reflection
segments; almost all Self-Judgement reflection segments had
such reflections (on average nine times per participant).

o Self-Evaluation: Participants made evaluations on whether
or not their behavior matches their goal. It only happened in
eight reflection segments (on average 0.5 reflection segments
per participant).

o Attribution: Participants reflected on what caused the results
of Self-Evaluation and then made further plans. It only oc-
curred in seven reflection segments (on average 0.4 reflection
segments per participant).

Note that one Mirror reflection segments could have involved
several reflection processes. For example, P3’s think-aloud provided
an example (as shown in Figure. 4).

We then conducted a correlation test to examine the relationship
between Mirror feature use and reflections processes. The result
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Capturing Affective States Data
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affective states
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Figure 3: Three sessions were included in the study: 1) collecting learners’ affective states that were either automatically
recognized by the tool or self-reported by the participants; and 2) recording tool-use behaviors via think-aloud while users
used the Mirror interface for reflection after watching one video; and 3) collecting participants’ perceptions of their tool-use

through interviews.

P3’s think-aloud

(1 . . (2]
... What about this second peak yellow part here, the

instructor was explaining what AR is, so I was feeling
interested in reading the words on the background. I was

. . :
serious about this. ~ 1 was reading carefully to make sure T get

(4] z
every word clearly and understand the content, so by doing

so I can learn better in the further video...”

o P3¢ idenfified a yellow extreme value in the graph,

* he recalled external confext to explain why he felf cuch way.

. Informed by cuch reflections, he further evalvafed his
performances while learning correcponding video clip,
o and attribvted why what behaviors accociated with his

learning performances.

Figure 4: Sample data and analysis results: P3’s original think-aloud transcripts (Left) and researchers’ narratives for explaining

the participant’s reflection processes (Right).

showed that more types of interactions with Mirror were associated
with more subprocesses of reflections (S=174.7, p< .001). Namely,
participants who used all the Mirror features (e.g., reviewing the
graphs, checking self-reports, and rewinding videos to relate their
emotions) conducted more diverse reflection subprocesses.

5.1.2  Reflection Processes Varying by Recognized Affective Valence.
Among the 212 reflection segments, 37% were related to timestamps
where participants showed negative valence (mean=4.9 per par-
ticipant, SD=3.4), displayed in cool color as the legend shows in
Fig.2 (area 4); 23% were related to timestamps where participants
showed positive valence, displayed in warm color in the visualiza-
tion (mean=3 per participant, SD=2.4); and 40% were recognized
as Mixed learning timestamps, where warm and cold colors were
mixed (mean=>5.4 per participant, SD=4.1). The duration of each
interaction is input by participant think-aloud data.

It appears that affective valence leads to different reflection pro-
cesses. In particular, our correlation test result showed that more
types of Self-Observation subprocesses were associated with more
interactions with Mirror on negative learning timestamps (S=254.4,
p < .05), not with positive learning timestamps. On the contrary,
more types of Self-FJudgement subprocesses were associated with
more interactions with Mirror on positive learning timestamps
(S=381.5, p < .05), not with negative learning timestamps.

During the think-aloud process, participants considered the ‘va-
lence’ value of high importance for reflection and easy to visually
capture. All participants referred to negative ‘valence’ as parts
worth to further conduct reflection than positive ‘valence, as they

were concerned that they “might be missing something” or “they
might have not understood parts of the video.” Additionally, our cor-
relation test showed that more interactions on negative learning
affects were associated with more types of interactions with Mirror
(5=293.1, p < .05), while there was no correlation between positive
learning affects and interactions with Mirror.

Summary When Mirror visualized participants’ own affective
states that were automatically recognized via their facial move-
ments, the proposed visualizations and interaction features success-
fully promoted participants’ multiple reflections, e.g., two subpro-
cesses of Self~-Observation and three subprocesses of Self-Judgement,
on their video-based learning. For some participants, affective va-
lence (negative and positive) had an impact on the type of reflec-
tions.

5.2 Technical and Psychological Factors
Impacting User Experience (RQ2)

In this section, we qualitatively analyzed think-aloud data and in-
terview feedback to develop further understand of participants’
user experience. Overall, participants found the tool to be helpful
for supporting reflection process and self-regulated learning expe-
rience. Then, we zoom in on factors that negatively impact user
experience.

5.2.1 Supporting Reflections though Affect Patterns. Participants
often started with Self-Observation triggered by the Mirror visu-
alizations, then proceeded with Self-Judgement. This sequential
relationship was aligned with the cyclical model of self-regulated
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learning proposed in [93]. While conducting Self-Judgement us-
ing Mirror, participants may proceed with new Self-Observation
reflections.

For example, Figure. 6 shows a case provided by P12, when a
sub-process (i.e., identify details) of Self-Observation was conducted
after a sub-process (i.e., recall external context) of Self-Judgement.
Peaks as arousal pattern attracts learner’s attention to proceed to
the next reflection segment. Interview results showed that sharp
changes of arousal, both warm-colored peaks and cool-colored
peaks, indicate fully dedicated to the learning process. In other
words, high engagement negative emotions are also considered
valuable and unnecessary to avoid in learning.

We further examined whether users gained insights from valence
patterns. Nine of the 16 participants compared the valence changes
on their graphs over time. The nine participants that compared time-
wise changes on average had 29 reflection segments; while the other
seven participants only had 13 reflection segments. Comparing
the changes of their states from negative to positive or vice versa
allowed some participants to reflect on the causes of these changes
(conducting attribution reflection as Self-Judgement). According
to prior literature [66], attributions help people plan for actions
for making self-regulated learning more effective. For example,
when P10 compared the facial expression results, she was able to
realize a phone alarm disturbed her learning through the first half
of the video watching, as our narratives explained in Figure. 5. On
the contrary, in her self-reported states, she logged many positive
affective states for that period, as shown in Figure. 5). Interview
results showed that at the very beginning of the think-aloud session,
participants first looked for time-wise changes in graph before
relating with any video content or checking self-reports. Further
on, as participants zoomed into specific time points, they paid less
attention to the overall time-wise changes.

5.2.2  Improving Meta-cognition Skills in Self-Regulated Learning.
In brief, interview results show that all participants found the tool
to be helpful for improving Cognitive Self-consciousness , defined as
“the tendency to focus attention on thought processes” [87], improv-
ing Cognitive Confidence, defined as “confidence in attention and
memory” [87], and improving Positive Belief, defined as “concern-
ing the usefulness of rumination” [87]. We organize our findings
below in two layers and explain how different features contribute
to the self-regulated learning: regulation of processing modes and
regulation of the learning process in alignment with [11].

Participants found that tracking affective states can help them
release cognitive resources stuck with difficult learning material.
Long periods of negative valence together with high arousal were
mentioned by four participants that they may have spent too long
on a preceding concept and overlooked upcoming concepts. By
being more aware of such behaviors during their self-regulated
learning and knowing they were able to trace back later on, they
imagined themselves to be learning efficiently and avoided rumina-
tion

Participants found that the tool nudged them to examine their
emotions in learning activities and to be more thoughtful of their
behaviors, e.g. when to take note, when to review. Additionally, the
Al-suggestion in alignment with their self-reported result enforced
them to be cognitively engaged in the reflection activity. They
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suggested that by periodically using the tool, they would commonly
reflect on learners experience in-class and after-class.

5.2.3  Factors Negatively Impacting Learners’ Reflection. First, dur-
ing interview and think-aloud session, four participants shared that
it was challenging to use Mirror for Self-Observation reflections,
e.g., conducting time-wise comparison, because it was hard to visu-
ally identify patterns of the recognized affects. One major reason
was “information overloading for general learners to make use of the
information.” They suggested that further design should “smoothen
the line” (P2) and “automatically mark-up changing points” (P5, P6,
P7). In brief, they preferred less affect states to be visualized on the
video timeline to reduce the cognitive load and subsequently to
improve the reflection efficiency.

Second, misalignment between continuous Al results and dis-
crete self-reports interrupted learners’ Self~-Observation reflections.
Nine out of 16 participants located 16 “engagement peak” and 12
“positive/negative changing timepoint” that lacked self-reports to han-
dling ambiguous situations in reflections. Although participants
rewinded video selfies and checked self-reported reflections (for
example P11 in Figure. 7), some of our participants (P4, P5, P9, P11)
still could not resolve mismatches and had confusion. They tangled
repeatedly by replaying video segments multiple times to attribute
whether the Al was correct and paid less attention to either the
video content itself or their own learning behavior, and they were
not able to proceed to Self-Judgement. P3 recommended that “when
video learning content gets longer, and the video content gets com-
plicated, they will have less confidence in their own perceptions of
affective states at both timepoints with/o self-reported reflection.”

Summary Visualizing changes in valence and arousal patterns
had positive effects on participants’ reflections, e.g., raising aware-
ness of important concepts that might be overlooked, and driving
cyclical reflections with new discoveries about their own learning
experience. The alignment and misalignment between self-reported
affects and Al results encouraged learners to examine their feel-
ings and were perceived to encourage meta-cognition processes.
Information overloading, as a result of large amount of data accom-
panied with the small granularity, was found to negatively impact
some participants’ perception of Mirror use.

5.3 Ethical Concerns of Using Mirror (RQ3)

In this section, we qualitatively analyzed the think-aloud and inter-
view data to understand ethical considerations of using Mirror. The
analysis below does not intend to compare different presentations
themselves, instead it focuses on different interactivity enabled by
the two presentations in Mirror supported and hindered ethical
reflections.

5.3.1 Learners’ Agency When Handling Uncertainty of Al. In Mirror
interface (area 5 in Figure. 2), the tool showed the percentage of
frames falling in four quadrants (High Engagement -Positive, High
Engagement-Negative, Low Engagement-Positive, Low Engagement-
Negative) similar to previous research which often calculate the
four percentages for researchers to analyze peoples’ affective states
[74]. However, users did not consider using four percentages sum-
marizing affective state shown on the interface as helpful in the
reflection process. The time-series data showing more granular
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Figure 5: When P10 found that the graph had a changing point in the middle of the video, she quickly recalled and attributed
that a phone alarm disturbed her when watching the first half of the video. This was a case of Self-Judgement reflection, i.e., by
conducting a time-wise comparison between affects on the video timeline, participants could identify major changes of their

learning affects and were able to reason about the change.

P12’s think-aloud

“...oI feel like this one [a prior timestamp that has a peak] is

more boring, and this one [a prior timestamp that has a peak]

* After P12 reflected on timestamp where has a blue
peak, he idenfified the wnext pink peak, ac he observed
that the color of the two peaks are different.

Further on, he recafled external context on why he had

it [video content] is interesting, this content more familiar

. e .
with me. Oh and you see from here on, there’s lots of pink

and new things from here...”

different feclings at different timestampe.

‘ While reflection, he alro idenfified more detailc about
the graph.

Figure 6: Sample data and analysis results: P12’s original think-aloud transcripts (Left) and researchers’ narratives for explaining

the participant’s reflection processes (Right).

time series data results in area 2 in Fig. 2 were perceived to better
support the reflection than directly giving data summary.
Participants liked the time-series granular visualization because
they could handle the perceived errors of Al by themselves. To iden-
tify the errors, participants consulted with self-reported data and
video selfies when they felt unsure about the detected affects. Ac-
cording to their think-aloud data, 15 out of 16 participants checked
the self-reported states and associated them with video selfies for a
total of 53 times, and 10 out of 16 participants checked video selfies
for a total of 30 times. For example, P4 explained how interacting

with the Al results allowed him to use the Al results for reflections
better: ‘T didn’t know how well this tool worked for me even though I
have taken some Al classes. At first, I was quite skeptical; I could not
take the summary as it was, you know; it was like the system made
its judgement by itself. But as I explored the visualization, I felt much
more inviting when I could quickly re-play the video clips and decide
on my own when I felt the AI was not doing well. ”

5.3.2 Learners’ Reactivity toward Outcome-based Al. Another rea-
son is that the granular visualization supported reflection procedure
by nudging proactive reflection actions, compared to Al summaries
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P171’s think-aloud

1] . ) -
‘... For this timestamp, I don't see there are many facial

. . (2] - - S
expressions obviously, T was definitely thinking a lot when

watching that part of the video. This [video clip] is what I
am interested in, education technology... so I really like it.
=] . .

The results [recognized by Mirror] make a lot more sense. [

don’t really remember what I feel at that moment very clearly.

5] : P~ . -
But reading your predictions, it means that I am excited

0_ - ; : .
and sad. Some kids don’t realize climate changes and but

good that there are technology to show that...”
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P11 idenfified a extreme value in the Mirror graph where
che did not make notes in her report. Then che checked
her video celfie and described her facial movemente.

che reviewed her learning stafec around that time,

and recafled external context to explain the AL resufts.

To confirm her underctondings, che checked two nearby
timestampe tagged in her celf-reported affective ctatec,

reviewed her perception of own affective ctafec again,

and further recafled external contexte to reflect on her

learning experience.

Figure 7: Sample data and analysis results: P11’s think-aloud transcripts (Left) and researchers’ narratives for explaining the

participant’s reflection processes (Right).

that were primarily outcome-based. Specifically, the granular visu-
alization showed subtle changes which intrigued the participants to
explore the affects and to re-play the corresponding video clips im-
mediately if needed. In comparison, the AI summary only showed
the outcome and did not support alongside actions. Moreover, not
supporting the procedurality nature of reflection were perceived to
further produce reactivity behaviors to Al tracking — not just igno-
rance of Al but the annoyance of Al For example, P1 recalled an
annoying experience with Al tracking technology that did encour-
age reflection behaviors and only highlighted Al as the outcome:
“In my last internship, the company tracked my mouse clicks when
I worked from home... I hated it when they sent me notifications on
better or worse clicks, then it made compared to previous days...It is
not helpful to sentence me what I have done and not telling me what
can be improved. I was like ’so what?’ ... I feel it intended to make me
feel bad about myself, and not willing to help me.”

5.3.3  Over-reliance on "Positive” Al Results. Positive segments could
potentially bias participants’ reflections. Participants shared that
when they saw "positive" Al results, even when they self-reported
negative emotions, they tended to agree with the system, and tried
to justify their agreement. This tendency could result in “subcon-
sciously agreeing with the system.” P2 reflected on such behavior in
the interview: “Before you asked me that question on what I was feel-
ing at that self-reported boredom point, I just took the ‘confirmation’
for granted. I was aware that I started to search for confirmations from
the AL to let them tell me I am doing a fantastic job. ” Another partici-
pant also subconsciously reflected on her positive/high engagement
time points: ‘T was looking in the sequence of High-Engagement and
Positive, then High-Engagement and Negative, OR Low-Engagement
and Positive. I did not pay any attention to when the Al told me I was
Low-Engagement and Negative.” When the researcher asked her
why she did not mention reviewing low-engagement and negative
emotion, she explained, “there are mismatches for all emotions, but I
am more likely to agree with AI when there is a mismatch for those

listed towards the front, they are good results. ” The utterance sug-
gesting that participants might be biased by positive confirmation
bias, impacting the learners’ use of Mirror.

5.3.4 Fairness of Al Informed Decision-Making. In our context,
tracking own affective states via facial movements is to support
reflection in self-regulated learning. However, six participants ex-
pressed concerns towards potential learner-learner and learner-
crowd comparison, either picked up by algorithms or by other
stakeholders that had access to such data. Learner-learner and
learner-crowd have been widely adopted in a large percentage of
current learning analytic tools [60]. Participants found that expres-
siveness through facial movements may differ from one individual
to another; as shown in Figure. 8, some expressed ‘Valence’ more
while some expressed ‘Arousal’ more. Such within-subject differ-
ences would further impact the fairness of others’ decisions made
based on Al results. For example, P16 said ‘Tt can definitely help
with individual stuff. But if teachers use that to grade students, or
like job interviews are using that, it is not that fair, you know... people
expressing differently.”.

Further on, participants not knowing ‘others stakeholder’s famil-
iarity with the imperfectness of Al results” is a factor that explains
some participants’ concerns towards others’ access to Al-based
results (“... I know to what extend I should trust the results as I get to
explore it, but who knows whether others also know Al is imperfect
”(P4)). One participant (P1) specifically mentioned that she would
only want to disclose selected positive learning affects with others,
including peers, teachers, intelligent systems that need such data as
input. She thought positive emotions were more likely to indicate
that she was doing well and were less likely to lead to harmful
interventions: “.. negative emotions are more likely to be used as
things against me, it’s like a flaw that can be quantitatively compared
with someone else. And when people talk about the negative, they by
default block out the neutral states...”.

Summary Our findings show that participants had more agency
when Al allowed them to check potential errors by themselves (e.g.,
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Figure 8: Participants found that expressiveness through facial movements might differ between individuals. Some expressed
both ‘Arousal’ and ‘Valence’, which is shown as both color changes and intensity change (P8 on the left); however, some only
expressed ‘Arousal’, shown mostly as intensity change (P9 on the right),

consulting with video selfies to evaluate their affects). They wanted
to use the affects to better reflect their learning experiences at
different times of the video, instead of being provided by a summary
of their affects that could be misused for evaluating their learning
outcomes. They also shared fairness concerns of using their affects
to inform decision-making by other stakeholders.

6 DISCUSSIONS - DESIGN IMPLICATIONS

All the findings show that facial recognition Al can be applied to
promote participants’ reflections on video-based learning by vi-
sualizing learners’ affective states, and their reflections could be
triggered by cues such as arousal patterns and valence changes.
Meanwhile, through a mixed-method approach, we also found sev-
eral technological and psychological factors (RQ2 and RQ3) had a
negative impact on participants’ use of Mirror. In the remainder of
this section, we provide design implications for designing agents to
help learners conduct conscious reflections in self-regulated learn-
ing. We also discuss future designs of learning analytic tools that
are ethical and affective-aware.

6.1 Designing for Consciousness of
Self-Regulated Learning

Prior literature found that reflections of self-regulated learning
can happen at three phases: forethought (e.g., analyzing tasks, set-
ting goals, and planning), performance (executing tasks, monitoring
progress, keeping cognitively engaged) and self-reflection (assessing
performance, and making attributions about their success or fail-
ure) [93]. The three phases can form a cyclical model, and reflections
in each phase can have an effect on the next. In our study, when
navigating self affects, participants conducted Self-Observation re-
flections at the performance phase and Self-Judgement reflections
at the self-reflection phase (RQ1). Therefore, our findings show
several promising designing opportunities to improve learners’
self-regulated learning, and subsequently, learning outcomes.

6.1.1  Guiding Cyclical Reflections. Our findings show that among
212 collected reflection segments, 21% were ended by Self-Observation
without proceeding to Self-Judgment (RQ1). According to prior lit-
erature, self-observation is insufficient, and people need to proceed
to self-judgment to facilitate behavior changes [66, 93]. To improve
self-regulated learning, multiple reflections should happen at dif-
ferent phases [66]. Future self-regulated tools could incorporate an
intelligent agent to guide learners to conduct reflection processes in
subsequent phases, e.g., Self-Judgement. In fact, conversational AI
has been widely studied for providing guidance [23, 48]. Research
shows that conversational Al can promote users’ self-disclosure,

which is also beneficial for users to reflect more on their own be-
haviors [48, 54]. Future systems may detect which affects learners
are interacting with, apply NLP tools to recognize reflections in
verbalized content [13], and then generate real-time responses to
guide learners’ reflections in the cyclical model.

Previous research found that it is challenging for students to
be aware of and regulate emotions [72]. Our findings show that
visualizing affective states could make learners’ emotions more
salient and support learners to reflect on. Self-Regulated learning
tools should consider key processes of affects, such as the changes
of their affects [4]. Some participants shared that our current design
may not be efficient for learners to manually identify the dynam-
ics of their affects as a result of information overloading (RQ2).
Therefore, future self-regulated learning tools could explore more
designs that can visualize changes or trends of learners’ affective
states; then automatically mark-up valuable points for learners to
reflect on. For example, automated inferences on trends of personal
data (e.g., exercising) may be incorporated in the design to improve
learners’ reflection [18].

6.1.2 Mitigating Confirmation Biases. Our findings also show that
more interactions on negative learning timestamps were associated
with more types of interactions with the tool, while such association
was not found on positive learning timestamps (RQ1). It seemed
that participants tended to agree with or prioritize results that
made them feel good, and some even ignored negative and low-
engagement results (RQ3). For example, P2 subconsciously searched
for positive results in the AI graph and had blind-spots on the
negative affects. Similar ’biases’ and 'mistrust’ had been observed
in Al-assisted decision making scenarios, e.g. recent works showed
that people often relied on Al-assisted decision support tools and
tended to accept an Al suggestions even when the suggestions were
wrong [16] [86]. This result suggests that future Al for self-regulated
learning could detect what affects that the learners interact with,
and try to mitigate potential confirmation bias, as well as guide
learners to conduct more conscious observations. For example,
some design let learners conduct reflection without Al first and
have Al intervene at a later time [16].

Further on, individuals often have blind spots during reasoning
[37], and viewing others’ reasoning process could help identify
overlooked information [91]. Thus, it is suggest to design tools that
can support individuals to discern the mental states of others and
to reflect on their own decision making process [22]. Collabora-
tive reflection is considered as a feasible approach to foster more
comprehensive reflections, as comparing individuals’ data at dif-
ferent times and with peers could promote different sensemaking
processes [55]. Therefore, future systems may look into how Mirror
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could support effective collaborative reflections. Comparing these
affective states also require scalable solutions, which can visual-
ize large numbers of learners’ affective states both for peers and
teachers.

6.1.3  Advancing Computer-supported Collaborative Learning. Pre-
vious research found that hearing-impaired and non-native speak-
ers may not be able to understand video content when closed cap-
tions have errors, and they rely on other users (e.g., native speakers)
to correct video captions by request [41]. Mirror can automatically
detect learners confusion to augment the accessbility of video-based
learning. For example, “confusion” of hearing-impaired and non-
native language learners can be recognized by Mirror, such that
timely requests can be sent to their peers or instructors for help.
Also, previous works showed that teachers and learners, without
accessibility needs, found non-verbal cues to be less noticeable for
online teaching than in-person [17]. For video-based communi-
cations (e.g., [34, 44, 75]), Mirror can enrich learning statistics by
adding affects.

6.2 Ethical Designs of Al-based Tools for
Affective-Aware Learning

Below, we reflect on ethical considerations for designing learning
analytic tools with affective awareness Mirror. Although Mirror
recognizes facial movements of learners, further tools applying
other Al recognition of affects may also benefit from our findings.
For example, apply affective-aware tools in design sessions to assist
analysis of usability testing [32].

6.2.1 Augmenting Emotion Regulation. Our findings revealed that
learners had multiple emotion regulation when reviewing their own
affects [2] — acceptance (e.g. accepting own affects fully), problem
solving (e.g. rewatching a video clip), reappraisal (e.g. referring to
self-report and video selfie). Meanwhile, a misalignment between
continuous Al results and discrete self-reports interrupts their re-
flection processes and could result in a continuous loop of learners’
ruminations with their affects (RQ2). The process aligns with de-
structive emotion regulation routines [2] — rumination. Al that
augments the users’ existing routines, and yet remains unobtrusive
is referred as unremarkable AL Users are more likely to encounter
and prefer unremarkable Al since it naturally introduces predictions
into their existing practices than incorporating Al that drastically
changes their decision-making process [90]. Our research indicates
that Mirror could also be unremarkable as it supports existing emo-
tion regulation routines naturally. If the tool did not well support
existing routines such as informing further actions, learners might
have reactivity behaviors and find Al annoying (RQ3). Because
monitoring, evaluation, and measuring technologies can produce
reactivity behaviors if designed without a good understanding of
existing social routines and systems [78].

6.2.2  Procedurality of Reflecting with Al-based Tools. Some partic-
ipants pointed out that they could not only take the Al results as
they were, and they would like to explore different data sources to
reflect on the Al results (RQ3). Specifically, participants used the
tool to map their recorded facial expressions with the Al results
and to contextualize their reflections. In prior work, one researcher
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considered the ethics of Al-enabled learning tools regarding ac-
curacy and learning assessment: ‘“classifying students in terms of
educational tests has to consider the inherent ambiguity and variabil-
ity in the measures, but for computer scientists, we usually consider
them as rigid labels.” [38]. It was highlighted that machine learning
models often fall into a formalism trap and fail to account for the
full meanings of social concepts, which can be procedural, contex-
tual, and contestable. To avoid the formalism trap, previous work
recommended that real users should have the power to shape the
technology, e.g. with interpretive flexibility [78]. In our findings, re-
flection with Al is procedural , and different data sources empower
users to interpret the Al results (RQ3). Therefore, affective-aware
tools should support interpretive flexibility. For example, systems
can sense whether users’ trust increases over time and give users
more flexibility to interpret Al results when trust decreases.

6.2.3 Communicating Imperfect Al Results. Mirror presented the Al
results in a fine granularity, which gave participants more agency
in handling Al imperfectness (RQ3); however, it was also associated
with information overloading (RQ2). More granular presentation
of data is found to generate information overloading when using
learning analytics tools [64] and health tracking tools [46]. We
suggest that future affect-aware Al tools should better communicate
imperfectness of the results. Prior works on explainable AI found
result granularity should be small enough to inform users of its
uncertainty without overwhelming them with too many details [8],
and if the Al behaved unexpectedly or erroneously, users should be
given the power of debugging to identify the offending fault and
take control to make corrections [86]. Similar to other explainable
Al domains, e.g. body scan in health domain [90], Al in education
has larger volumes of data collected and is highly personalized
[38]. Effective designs should communicate uncertainty in both
directions: informing users of recognized results and correcting
the results. For instance, system may provide several data in time-
series, including change points detected [82], and allow learners to
select the most preferred ones. Further research may explore how to
better support learners’ reasoning, e.g. by highlighting ambiguous
cases along with text explanations of the Al results [76].

6.2.4  Transparency and Intelligibility of Al-Informed Decision-Making.
Our findings (RQ3) provide empirical insights for enabling trans-
parency and intelligibility of Al-informed decision-making, two
important ethical issues of applying Al in the field of education
[38]. For example, when Al applied for education, data ownership
becomes problematic [38]. Beyond self-regulated learning online,
such tools deployed in offline learning environments may create
additional pressure and stress for students [58], and teachers may
use data-driven tools for surveillance in online settings [57].
Privacy concerns of using Al-based tools for learning have been
extensively discussed [12]. In our study, the participants did not
express any privacy concerns of using Mirror though, probably
because the automatically detected affects were only visible to
themselves without sharing with others. However, future research
should examine whether and how different ethical issues may im-
pede using affective-aware tools for learning. Although we did not
have participants with accessibility needs, previous research has
found users with accessibility needs might have different facial
expression features from general learners. For example, previous
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research found that users with autism spectrum disorders express
their emotions with facial movement differently from general users
[84]. Deaf and hard of hearing users’ facial movement are better
recognition via commercial recognition APIs compared to general
users [81]. More research is needed to examine how facial recog-
nition algorithms could be ethnically applied inclusively among
diverse populations.

6.3 Limitations anf Future Work

The current tool is only designed for users after they finish watch-
ing videos and for them to review their affects. The tool recorded
participants’ video selfies but did not provide real-time detection of
their affects. Also, the video selfies were only for participants’ self
reflection without sharing with others; therefore, the participants’
ethical concerns on sharing the affects with other stakeholders (e.g.,
instructors or peers) may not reflect their real concerns, e.g., direct
comparison between learner-learner and learner-crowd (e.g., [27]).
The study only evaluated one video that generated limited types
of affects. We plan to evaluate with more videos that are used for
formal and informal education. Also, our findings are based on
the current facial expression recognition technologies. When the
accuracy of the algorithm improves, findings related to Human-AI
interaction might be impacted and require further validation [69].
Our current study is about self-regulated learning, which doesn’t
always have quizzes. Further works will examine if using Mirror for
reflections would impact learning outcomes, e.g., recalls of video
content. Additionally, affective states can be used to trigger ques-
tions to facilitate learners’ understanding of different concepts.

7 CONCLUSIONS

In this work, we designed, implemented, and evaluated a novel self-
regulated learning tool, Mirror, that is enabled by facial recognition
Al to support learning’s reflection in video-based learning. We first
conducted a need-finding study with 12 participants, which allowed
us to gain insights on designing visualizations and interactions for
reflections on Valence-Arousal of facial recognition results. Given
the need-finding results, we then implemented Mirror and evalu-
ated the tool with 16 participants. Our findings showed that Mirror
supported participants’ multiple reflection processes, and partici-
pants’ affective valence (negative and positive) had an impact on
the type of reflections participants conducted. Additionally, several
technological and psychological factors impacted participants’ per-
ceived user experience of Mirror. For example, participants were be
more willing to reflect on Al recognized affects that inform direct
actions (e.g., re-watching video clips). The novel design of Mirror
and the new findings make important implications for designing
Al-based tools for self-regulated learning.
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