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Seeing Should Probably not be Believing: The Role of
Deceptive Support in COVID-19 Misinformation on Twitter
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With the spread of the SARS-CoV-2, enormous amounts of information about the pandemic are disseminated

through social media platforms such as Twitter. Social media posts often leverage the trust readers have in

prestigious news agencies and cite news articles as a way of gaining credibility. Nevertheless, it is not always

the case that the cited article supports the claim made in the social media post. We present a cross-genre ad hoc
pipeline to identify whether the information in a Twitter post (i.e., a “Tweet”) is indeed supported by the cited

news article. Our approach is empirically based on a corpus of over 46.86 million Tweets and is divided into

two tasks: (i) development of models to detect Tweets containing claim and worth to be fact-checked and (ii)

verifying whether the claims made in a Tweet are supported by the newswire article it cites. Unlike previous

studies that detect unsubstantiated information by post hoc analysis of the patterns of propagation, we seek

to identify reliable support (or the lack of it) before the misinformation begins to spread. We discover that

nearly half of the Tweets (43.4%) are not factual and hence not worth checking – a significant filter, given the

sheer volume of social media posts on a platform such as Twitter. Moreover, we find that among the Tweets

that contain a seemingly factual claim while citing a news article as supporting evidence, at least 1% are not

actually supported by the cited news, and are hence misleading.
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1 INTRODUCTION
The World Health Organization (WHO) defines a pandemic as “the worldwide spread of a new

disease”, and onMarch 11, 2020, it declared COVID-19 as one [51, 53]. Declaring a “pandemic” has the

potential to trigger large-scale panic and fear-mongering. Indeed, nearly a month before declaring

COVID-19 a pandemic, the agency stated, “we’re not just fighting an epidemic; we’re fighting an

infodemic”, pointing to the deluge of misinformation and rumors particularly when trustworthy

information was most needed [52, 76]. This can have devastating consequences: individuals may

take decisions based on falsehoods and social cohesion may be damaged by sowing distrust.

A recent study by Kouzy et al. [38] on more than 600 Tweets related to COVID-19 found that

approximately 70% of the posts disseminated contained medical claims or public health information,
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Fig. 1. Original content entering Twitter through the
“New York Post” institutional account. With 2.1M follow-
ers (accessed: May 21, 2021), this has a large footprint.

Fig. 2. A corresponding derived content: re-
marks added along with source retransmission.

but nearly 25% of them included misinformation, while another 107 (17.4%) propagated unverifiable

information. The prevalence of misinformation abreast every major outbreak – Ebola [55], Zika [45],

Yellow Fever [54], and now, COVID-19 – points to a pattern. Several studies have analyzed the

dissemination of pandemic-related misinformation and rumor on social media (e.g., [67]), but these
analyses are post-hoc and do not help with prevention. Once misinformation starts to spread,

curtailing it is an uphill battle, especially since prior exposure to misinformation increases the

chances that false information will be perceived as accurate [56]. This snowball effect leads to

misinformation propagating much faster than accurate news [54, 64, 73]. There is, thus, a need

for timely identification of misinformation on social media, to stymie the spread of false claims.

Early work in misinformation on social media often analyzed the dissemination patterns of false

or unverifiable information in the network [34, 69], and some recent research has followed this

approach for pandemic-related misinformation as well [67]. Others have focused on identifying

topic-specific rumor-bearing posts [23]. In both approaches, the veracity of a specific nugget of

information and its prior propagation in the network is requisite knowledge. Thus, they are not

suitable for the preemptive identification of misinformation.

A social-media post with original content is fundamentally different from one that includes a

re-transmission. Arif et al. [5] distinguish between them as “original” and “derivative” content.

They report that when a claim enters the network with a large footprint, i.e., through a trusted

account with a large number of followers, it spurs a greater volume of derivative content, which

in turn creates a snowball effect. It is unlikely that ordinary users of social media deliberately

believe and propagate misinformation. Instead, a claim gets propagated because it is perceived as

credible (as illustrated by Fig. 1 and its propagation in Fig. 2). When sharing information, users

often cite trustworthy sources – including prestigious news agencies – to serve as markers of

credibility [19]. While the accuracy and verification of information have long been held as a

cornerstone of journalistic identity [65], there are no similar impositions on the commentary social

media users may post while citing news articles. Such commentary may deviate from the claims

made in the cited source, even to an extent that makes the source entirely irrelevant to the core of

the commentary. Readers of such posts, however, often continue to rely on the credibility of the

cited source and trust the claims in the commentary simply because the citation exists – the belief

is born without a perusal of the original material. This may be due to homophily in social networks,

where many are reading the commentary at least partly by reason of confirmation bias [16, 68].
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Such posts are pernicious, especially because they spread misinformation by masquerading as

trustworthy. This, of course, is what we would like to prevent. To this end, our work is geared

toward (i) identifying posts that are presented as factual claims derived from trusted sources,

carrying an information nugget worth verifying, and (ii) juxtaposing the information in the derived

post against the cited source to check whether the propagated claim is supported, or if the user has

falsely imputed the information to that source.

1.1 Problem statement
For each COVID-19-related post that cites a news article, we pose two questions:

(1) Does the post include an objectively presented claim, i.e., a factual claim, and is that claim

deemed important enough to check for veracity?

(2) Does the cited news article support the claim in the post?

We distinguish between check-worthy posts (which contain factual claims that are deemed impor-

tant) and others – which are discarded from further analyses in this work. Next, we discriminate

between derived content based on whether or not the post is faithful to the source. Posts that cite a

news article, but present claims unsupported by the source, are candidates for misinformation.

1.2 Scope and approach
Information propagated through social media can often be dissected along several dimensions.

Imran et al. [32] categorize these dimensions in terms of time, location, topic, type of information,

subjectivity (i.e., factual claims as opposed to opinions or other emotional content), information

source, and credibility. Our work is unique because we investigate “perceived credibility” in posts.

We investigate whether or not the derived content is faithful to the original content, as it is

re-transmitted through the network. Further, we only consider Twitter posts (i.e., “Tweets”) that
A. pertain to the COVID-19 pandemic, thus restricting our dataset along the topic-dimension,

B. contain factual claims, additionally controlling for the subjectivity-dimension,

C. appear to provide support by citing a news article, which controls for the perception of

credibility by providing an external information source, and

D. are check-worthy, i.e., important enough (vis-à-vis their information content and their poten-

tial to snowball) to warrant an investigation into their veracity.

Tweets that voice opinions, share emotional content, or present factual claims without explicit

external support to provide the perception of credibility, are beyond the scope of this work.

A. Controlling for the topic: We use a large dataset of COVID-19 Tweets, created by Banda et al. [7]

to aid integrated research in epidemiology, misinformation, and related fields.

B. Filtering subjectivity: A significant fraction of posts do not contain subjective information.

For instance, Tweets often share personal anecdotes, contain emotional language, issue sarcastic

remarks, etc. Our first step, therefore, is to distill Tweets that contain factual claims from the dataset.

C. Controlling for perceived credibility: Not all posts that present a factual claim are readily credible.

This perception is created by including a link to a news article in the Tweet, often along with

statements made by the user who is creating the derived content from the original. Thus, we retain

only those Tweets that contain a link to a news article. These links may be external to Twitter or

introduced into Twitter through the institutional account of a news agency.

D. Check-worthiness: Prior research in fake news detection has often ranked information nuggets

in order of importance, especially in crises like natural disasters or epidemics (e.g., [39]). This
approach gave birth to a sizeable body of work on scoring information nuggets based on the

check-worthiness [6, 28, 80]. Given the deluge of information available on the Internet, discrimi-

nating check-worthy information from the rest has become increasingly important in recent years.
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Consequently, we incorporate the identification of check-worthiness into this work as well and

discard Tweets that are deemed unimportant.

The above steps form the first task of our entire pipeline. Its output – a dataset of factual check-

worthy claims in the form of Tweets that link to news articles – becomes the input to our second

task, where we identify whether or not a Tweet is, indeed, propagating a claim made in the cited

news article. We use transformer-based models for the first task, and then use the model that

achieves the best performance to provide the input for the second.

We present the detailed architecture of our pipeline in Section 2 and the data preparation steps

in Section 3. Then, in Sections 4 and 5 we present the two core steps of our pipeline where (i) check-

worthy factual claims are identified, and (ii) faithfully represented derived content is distinguished

from potential misinformation and unverifiable claims. Subsequently, we discuss prior research in

this field in Section 6 before concluding in Section 7.

2 ARCHITECTURE
We begin by conferring the basic requirements of a fake news detection algorithm, as discussed

by Rubin et al. [62], and then present the primary components of the pipeline, responsible for (i)

data collection, (ii) preprocessing, (iii) identifying check-worthy factual claims and (iv) identifying

verifiable claims.

2.1 Requirements
We take care to meet the nine fundamental criteria for fake news detection systems within the

scope of natural language processing (NLP) research, originally proposed by Rubin et al. [62]:

(1) Our data satisfies the availability of both truthful and deceptive instances.
(2) It also satisfies digital textual format accessibility.
(3) It offers verifiability of “ground truth” by virtue of the manual annotation of two datasets with

ground-truth labels. Our annotations offer high inter-annotator scores (details are discussed

in the context of data preparation in Section 3 and experimental results in Section 4).

(4) Since we use Twitter posts, which are limited to 280 characters, our data adheres to homo-
geneity in length. Further, even though Twitter expanded its character count limit to 280 in

November, 2017 [57], only 5% of the English language Tweets over the subsequent one year

were longer than 190 characters, and only 9% used more than 140 [58], thus providing even

more homogeneity in length than one would expect.

(5) Our work adheres to homogeneity in writing matter, in both topic (COVID-19 pandemic) and

genre, and offers comparison across multiple news agencies and social media users.

(6) The data was collected over a period of three months, during the COVID-19 pandemic, and

therefore has a predefined timeframe of data collection, thereby reducing arbitrary variations

that are typically present in corpora collected over shorter “snapshot” periods.

(7) We also control for the manner of delivery of the information, since we only consider posts

that contain links to reputable news agencies, and discard content derived from other kinds

of user-generated content (e.g., blogs or other social media platforms).

(8) The corpus is created from publicly available data [7]. As such, it is not hindered by any of

the pragmatic concerns cited by Rubin et al. [62].

(9) Language and culture are important factors affecting any NLP-based research, of course. Thus,

we use only English-language Tweets in this work (although the approach can be applied to

other languages, subject to availability of adequate volume of data in that language).
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Fig. 3. System architecture. The pipeline comprises (i) the data collection from Twitter posts and news
articles, (ii) data preprocessing – which includes the filtering, cleaning, and splitting into sentence-level
chunks, (iii) the first task of identifying Tweets containing check-worthy factual claims, and (iv) the second
task of distinguishing the information faithful to the original news content from the rest.

2.2 An overview of the components
Figure 3 shows the complete system architecture. Additionally, Table 1 illustrates (with examples)

the correspondence between the data and the steps in the pipeline.

Data collection: We use an open dataset [7] as the starting point, to obtain the large collection

of Tweets pertaining to the COVID-19 pandemic. In parallel, we also collect the complete news

articles cited by the Tweets in this collection. The news articles are collected only for those Tweets

that are retained after the data filtering step.

Data preprocessing: On one hand, each Tweet is passed through multiple filters, token-level cleaning

such as removal of function words and non-linguistic features (discussed in greater detail in

Section 3). On the other hand, the news articles cited by these Tweets are collected and processed

as well, thereby removing spurious material around the article’s content and then splitting the

article’s content and title into sentence-level chunks for subsequent use in our final task.

Task 1: Identification of check-worthy factual claims: This is designed as a supervised binary classifi-

cation task, where each Tweet is designated as check-worthy (cw) or non-check-worthy (ncw).

We present the details of this component in Section 4.

Task 2: Identifying whether the derived content in the Tweet is faithful to the original content in the
cited news: Among the multiple models developed for the first task, we use the one with the best

performance to feed Tweets with the cw label into the second task. This, too, is designed as binary

classification. Multiple models and experimental setups are explored and discussed in Section 5.

3 DATA PREPARATION
In this section, we provide the details of the primary Twitter dataset used as the starting point

of our pipeline, the data filtering steps to retain only relevant posts, the preprocessing done to

clean the natural language data on which we conduct the classification experiments, and our own

additional data collection of newswire articles.

3.1 Data filtering
Our pipeline begins by leveraging a large open dataset of Tweets related to COVID-19, developed

andmade available by Banda et al. [7]. This is a continually growing collection, and at the time of this

work, it offered 383M Tweets collected from January through June 2020. Our work utilizes a subset

(46.86M Tweets gathered from March to May) of this large collection. Even though this dataset
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Table 1. Sample Twitter posts (Tweets) from our data. Tweets often cite news articles to lend credibility
to the shared information: (1) a post not containing terms related to COVID-19, or a link to a news article; (2)
a post without any specific check-worthy claim; (3) a statement worth checking vis-à-vis the headline ([H])
of the linked news article; (4) a statement worth checking vis-à-vis the body ([B]) of the linked news article;
and (5,6,7) a check-worthy claim that is not supported by the cited article, thus merely appearing trustworthy.

Tweet (derived content) Corresponding original content (cited news)

1) Africa deporting Europeans we love to see it

[https://bit.ly/3vEtIyj] Accessed: June 6, 2021
– no news cited –

2) Coronavirus Map: How To Track Coronavirus

Spread Across The Globe via @forbes

[https://bit.ly/3upHDao] Accessed: June 6, 2021

[H] Coronavirus Map: How To Track Coronavirus

Spread Across The Globe

[B] As COVID-19 (coronavirus) spreads across the

globe, it is helpful and interesting to track the trans-

mission patterns through a coronavirus map

3) Native American Health Center Receives Body

Bags Instead of Coronavirus Supplies.

[https://bit.ly/39LBBJc] Accessed: June 6, 2021

[H]Native American health center receives body bags

instead of coronavirus supplies

[B] A community health center treating Native Amer-

icans in the Seattle area issued an urgent call for med-

ical supplies . . .

4) Misinformation about Mr. Gates is now the most

widespread of all coronavirus falsehoods – New

York Times

[https://nyti.ms/3fLCoO2]Accessed: June 6, 2021

[H] Bill Gates, at OddsWith Trump on Virus, Becomes

a Right-Wing Target

[B] . . . Misinformation about Mr. Gates is now the

most widespread of all coronavirus falsehoods . . .

5) Italy coronavirus: Italians who attempt to flee

lockdown may face jail – CNN

[https://cnn.it/3rVRZx8] Accessed: June 6, 2021

[H] All of Italy in lockdown as coronavirus cases rise

[B] (CNN) Italy has been put under a dramatic total

lockdown, as the coronavirus spreads in the country

6) Dow drops 200 points as unemployment claims

surge once again via CNBC #news #CNBC

[https://rb.gy/jxhy55] Accessed: Feb. 6, 2022

[H] Stocks rise slightly, led by tech; Netflix hits record

[B] Stocks rose slightly on Thursday, led by tech, as

Wall Street grappled

7) Federal officials accuse two groups of selling

fake coronavirus vaccines and treatment - CNN

[https://cnn.it/3eewwck] Accessed: Feb. 6, 2022

[H] Memorial Day weekend: Americans visit beaches

and attractions with pandemic warnings in mind

[B] The country has started a most unusual kind of

Memorial Day weekend.

is related to COVID-19, it is not immediately suitable for our tasks. Thus, we inject significant

additional filtering and data cleaning steps:

Retweets. Re-posting of a Tweet is intended to facilitate quick sharing and re-transmission of

information in the network. The original large dataset includes Retweets, which are often derived

content, but with no additional information or commentary. While this may be useful for analyses

of information propagation, it has no utility in our study. Thus, we remove all retweets.

Non-English Tweets. Controlling for language is an important requirement [62] (see § 2). The dataset,

however, includes Tweets from multiple languages. Therefore, we discard non-English posts.
1

Tweets not containing topic-specific keywords. Compared to the original dataset, we impose a stricter

condition to establish relevance of each post to the COVID-19 pandemic. We do this by using a set

of 52 keywords, and retain only those Tweets that contain at least one of these keywords. This set,

1
The Twitter API provides many properties based on a Tweet’s ID (known as hydration), including the language used.
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Table 2. COVID-19 keywords: the 52 keywords used to filter Tweets.

case, CDC, China, corona, covid, crisis, die, disease, distancing, drug, economy, emergency, Fauci, global,

government, hands, health, hospital, immune, infected, kill, lab, lockdown, mask, medical, medicine, news,

NHS, nursing, outbreak, pandemic, panic, patient, prevent, public, quarantine, recovery, restrictions, risk, safe,

sick, social, spread, stock, symptoms, test, treatment, vaccine, virus, wash, watching, Wuhan

shown in Table 2, was created by removing all function words
2
as provided by the English-language

list of function words in the Python Natural Language Toolkit (NLTK) [10], sorting the remaining

words by frequency, and then manually selecting from the most frequent entries. The Tweets

collected by Banda et al. [7] include responses to other posts. Often, a response by itself has no

content relevant to COVID-19, even if it were relevant in the context of the original Tweet. Most

common examples include emotive expressions of sorrow, faith, hope, anger, or sarcasm.

Tweets without a link to a news agency of repute. Our work focuses on identifying instances where

the original content (the cited news article) belies that claim made in the derived content (the

Tweet). Thus, we further restrict our attention to Tweets that include a link to a news article. To this

end, we check whether the external link from a Tweet is to a top English-language news website in

the Alexa website ranking
3
. Table 3 shows the list of these news agency domains. Tweets with no

external link to one of these domains are removed from our study.

3.2 Data preprocessing
After applying the filters described above, we retain over 246k Tweets, and prepare them for the

subsequent NLP components of our pipeline by adding a few preprocessing steps. Some of these

are standard domain-nonspecific practice in NLP research, while the others are particularly meant

for the social media landscape.

Fig. 4. Percentage (after filtering) of Tweets using
various types of informal register.

First, we remove non-linguistic tokens (i.e., non-
words) in each Tweet. This comprises a removal of

punctuation, URLs, and Twitter user handles. Links

to the relevant news agencies (shown in Table 3) are

decoupled from the post and maintained separately.

Twitter extensively uses hashtags too. We remove

the hash symbol, but retain the term. For exam-

ple, “#quarantine” and “#staysafe” are converted to

“quarantine” and “staysafe”, respectively. Social me-

dia users frequently depart from dictionary-based

lexicon and make ample use of informal register

(see Fig. 4). Most commonly, this includes emojis

and colloquial non-standard abbreviations and mis-

spellings that have become socially accepted. One

may argue that emojis convey linguistic informa-

tion (albeit not in the traditional sense) and thus, removing them alters the content in a post. We

therefore use the demoji library
4
to replace each emoji with its corresponding text form. Abbrevia-

tions, especially if non-standard, are seldom handled well by readily available NLP tools (e.g., a

2
Function words are words that play an important role in syntactic correctness of a sentence, but offer little semantic

content. They comprise determiners, pronouns, prepositions, and conjunctions (e.g. “the”, “and”, “his”, “she”, “although”).
3
https://www.alexa.com/topsites/category/Top/News (this service was last available on Sep 17, 2020)

4
Available at pypi.org/project/demoji
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Table 3. List of news agencies used as original content. News agencies in the top-50 English-language
news sources, as ranked by Alexa Website Ranking. In this work, we remove some domains from the original
list due to paywall models, difficulty of data crawling, or topic/genre-specificity (e.g., weather news). The
remaining 27 domains are shown here.

List of new agencies we verified Tweets

Reuters, The Guardian, The Wall Street Journal, Washington Post, The New York Times, CNN, CNBC, CBS,

New York Post, Fox News, USA Today, The Atlantic, SFGATE, Los Angeles Times, The Hollywood Reporter,

BBC, The Hill, Chicago Tribune, U.S. News & World Report, The Daily Beast, Houston Chronicle, Time, NBC

News, Deutsche Welle, Variety, Euronews

syntactic parser), and may not even have a meaningful representation in language models unless

the model was trained on large amounts of data containing these tokens. The same holds true for

misspellings that have recently gained social acceptance on a platform. Therefore, we use a list of

more than 5,700 such terms
5
and replace them with their formal register counterparts. This results

in abbreviations like “wru” being converted to “where are you”, and misspellings such as “wutevr”

being replaced by “whatever”. Finally, we observe that some Tweets are duplicated in the dataset,

so we remove the spurious copies and retain only one.

3.3 Newswire data collection
As mentioned earlier, this work investigates whether original claims found in news articles are

faithfully reproduced in a Tweet. This is the reason behind discarding Tweets that do not contain

a link to a news agency of repute (see Section 3.1). The data obtained from Banda et al. [7] do

not contain this external information, however. Therefore, we collect the newswire articles linked

from the Tweets. For this data collection, we use the Newspaper3k library6. Some articles could

not be collected due to paywall restrictions, leading to a final corpus of 46, 117 Tweets together

with 23, 841 unique newswire articles from the 27 news agency domains shown in Table 3. The

number of unique articles is understandably lower, since multiple Tweets often propagate the same

article published by widely known news agencies. For each newswire article, we retain its full text

as well as the headline. Images, videos, and metadata are discarded. Subsequently, the articles are

tokenized and split into individual sentences (using [10]).

4 TASK 1: IDENTIFICATION OF CHECK-WORTHY TWEETS
After all the filtering and data cleaning steps have been taken, the first component of our pipeline

is the identification and retention of check-worthy Tweets (see Figure 3). This is a precursor to

the final objective, because social media posts do not always contain check-worthy factual claims.

It thus behooves us to decouple this task from the final analysis of faithful representation and

propagation of information. We design it as supervised binary classification, where each Tweet is

given one of two possible labels: check-worthy (cw), or not check-worthy (ncw).

Classical supervised learning consists of training followed by evaluation on a test dataset.

With the advent of Transformer-based deep learning models [72], however, supervised learning

in NLP research is now often divided into (i) the use of embeddings that have been pretrained

on a large corpus, thus yielding a pretrained language model (LM), and (ii) tuning the embedded

representations for a specific task. This is the approach we adopt as well. To this end, we experiment

with multiple pretrained LMs, each with task-specific tuning. In the remainder of this section, we

5
Gathered from www.noslang.com/dictionary.

6
github.com/codelucas/newspaper
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Table 4. Summary statistics of the three collections used for supervised learning in Task 1.

Dataset Size Description

cw ncw Total

DS1 Barrón-Cedeño et al. [2020] 231 (34.4%) 441 (65.6%) 672 COVID-19 Tweets

DS2 Hassan et al. [2017] 5,413 (24.06%) 17,088 (75.94%) 22,501 U.S. Presidential debates

DS3 This paper [2021] 55 (55%) 45 (45%) 100 COVID-19 Tweets

first present a short discussion of the pretrained LMs, followed by the datasets on which they are

further tuned, before discussing the results.

4.1 Pretrained language models
We use ten models pretrained on general data, plus two with domain-specific pretraining. They all

use the Transformer architecture to learn contextual word representations, known as Bidirectional
Encoder Representations from Transformers (BERT) [17]. BERT is pretrained on two NLP tasks, viz.,
(i) masked language modeling (MLM) – where some input tokens are replaced with [mask] and the

model is trained to reconstruct the original tokens, and (ii) next sentence prediction – where the

model is trained to understand whether or not one sentence can logically follow another. There

are two variants (Base and Large), which differ in the size of the network used for training. BERT

demonstrated state-of-the-art performance on multiple downstream language understanding tasks

on benchmark datasets, and inspired variations, including

(1) DistilBERT [63], which pretrains a smaller general-purpose language model while providing

comparable performance on the NLU benchmarks.

(2) RoBERTa [41], which discards the next sentence understanding task from pretraining, but

uses additional corpora. While the original BERT was pretrained on approximately 16 GB of

unlabeled plain text data, RoBERTa used over 160 GB and achieved improved performance

on several NLU benchmarks.

(3) COVID-Twitter-BERT [48], two models pretrained on COVID-19 Tweets (CT-BERT-v1 and

v2), the latter being pretrained on a much larger collection of 97 million Tweets.

A closely related model is ELECTRA [12], which is Transformer-based, but instead of MLM, uses a

discriminative approach where some input tokens are intentionally replaced. The model is then

trained to identify the replaced tokens. When pretrained using comparable amounts of data and

similar model sizes, ELECTRA outperforms the original BERT models on various NLU benchmarks.

Yet another set of state-of-the-art NLU results were achieved by XLNet [75], which uses general-

ized autoregressive pretraining (in contrast to BERT’s use of denoising autoencoder) to capture

bidirectionality in a token’s linguistic context. Moreover, it uses Transformer-XL [14] to overcome

some restrictions of the original Transformer architecture (e.g., fixed-length context).

We use the multiple versions of BERT, DistilBERT, RoBERTa, CT-BERT, ELECTRA, and XLNet,

giving us 12 pretrained models altogether. Next, we discuss their tuning for our first task.

4.2 Ground-truth data for model tuning
Prior research on identification of fake news, while different from the investigation in this work,

provides several noteworthy datasets that can be leveraged for supervised learning in this first task

in our pipeline. In particular, we use three corpora under the monikers DS1, DS2, and DS3. Their

basic statistics are shown in Table 4.
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Table 5. Performance on Task 1: Identification of check-worthy Tweets. The classification results on
12 models, each fine-tuned on DS1, DS2, and both. The evaluation is done on DS3, showing the Precision,
Recall, F1 score, and the number of true positives (TP) out of the 55 check-worthy elements in DS3. Models
considered as candidates for providing input to our second task are marked by ‡. XLNet-Base, shown in bold,
is the pretrained model that achieves (upon fine-tuning) the highest precision among the candidates.

Model

DS1 DS2 DS2 + DS1

P R F1 TP P R F1 TP P R F1 TP

BERT-Base 57.6 89.1 70.0 49 86.5 58.2 69.6 32 86.8 60.0 71.0 33

BERT-Large 57.3 100 72.8 55 90.9 36.4 51.9 20 82.4 50.9 62.9 28

RoBERTa-Base 55.6 100 71.4 55 77.8 76.4 77.1
‡

42 79.6 70.9 75.0
‡

39

RoBERTa-Large 55.6 100 71.4 55 79.6 70.9 75.0
‡

39 80.0 58.2 67.4 32

DistilBERT-Base 69.7 41.8 52.3 23 75.9 80.0 77.9
‡

44 77.2 80.0 78.6
‡

44

CT-BERT-v1 57.8 94.5 71.7 31 84.1 67.3 74.7 37 78.0 38.0 51.0 39

CT-BERT-v2 68.4 47.3 55.9 26 85.7 10.9 19.4 6 79.3 41.8 54.8 23

Electra-Base 56.4 96.4 71.1 53 88.5 41.8 56.8 23 85.7 43.6 57.8 24

Electra-Small 57.5 76.4 65.6 42 70.2 60.0 64.7 33 71.0 62.1 66.3 22

Electra-Large 62.2 92.7 74.5 51 80.0 43.6 56.5 24 81.6 56.4 66.7 31

XLNet-Base 87.8 65.5 75.0
‡

19 88.0 64.5 74.4 36 84.4 69.1 76.0
‡

38

XLNet-Large 58.1 65.5 61.5 36 84.4 49.1 62.1 27 78.4 72.7 75.5
‡

40

DS1: As the amount of information available on the Internet grew, so did the amount of false

information. Realizing that human participation in fact-checking is likely to remain nec-

essary in the foreseeable future, Barrón-Cedeño et al. [8] designed a shared task for fact-

checking in social media, where the first step was to rank information nuggets based on

their “check-worthiness”. The dataset does, however, provide binary ground-truth labels for

check-worthiness, and can thus be directly used for supervision in our task.

DS2: The second dataset we use to supervise our classifiers is the well-known ClaimBuster cor-
pus [28]. This collection provides three ground-truth labels for each datum: (i) check-worthy

factual sentences, which present a factual claim whose authenticity is of interest to the

general public, (ii) unimportant factual sentences, which contain factual claims but the claims

are deemed to be not of interest to the general public, and (iii) non-factual sentences, which

do not contain factual claims but instead consist of opinions, beliefs, questions or other

subjective content. We use the first category as cw and coalesce the remaining two into ncw.

DS3: We manually annotate 100 randomly selected Tweets from the corpus created based on the

dataset available from [7]. Three annotators carry out this task, and thus, each Tweet was

assigned a cw or ncw label by each annotator independently. To measure the consensus

on check-worthiness, we use Fleiss’ kappa [18] – a measure of inter-rater reliability, but

unlike the more commonly used Cohen’s kappa, this can be applied in scenarios with more

than two raters. We achieve 𝜅 = 0.822, indicating that the annotators are in near-perfect

agreement [61]. There were disagreements only on 13 Tweets, where one of three annotators

disagreed with the other two. In these cases, we used majority voting to assign the final label.

4.3 Experiments and results
Our experiments for the first task are categorized based on the pretrained model, and the corpus

on which that model was tuned. Thus, each experiment can be represented as a ⟨model,dataset⟩
pair. We conduct three sets of experiments, where each model is tuned (i) on the COVID-19 Tweets
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corpus (DS1), (ii) on ClaimBuster (DS2), and (iii) on both corpora, tuning first on ClaimBuster and

then on COVID-19 Tweets (DS2+DS1). We then evaluate each ⟨model,dataset⟩ pair on the manually

annotated sample, DS3. The results are shown above in Table 5.

Since this first task in our pipeline is meant to feed check-worthy Tweets as input to the second

task, the immediate and natural step is to select the “best” tuned model. Unfortunately, no single

⟨model,dataset⟩ pair achieves a clearly superior performance across the three standard metrics

of precision, recall, and 𝐹1 score. As lower precision means a greater number of falsely labeled

check-worthy (cw) Tweets will enter the second task, it is clear that we need to prioritize a high-

precision model even at the expense of potentially lower recall. However, extremely low recall

will quite likely cause the second task to receive inadequate amount of input data, and therefore,

build a less robust model. We thus use a threshold 𝐹1 score of 75 to remove some models from

further consideration. Among the remaining (shown in Table 5 with
‡
), ⟨XLNet-Base, DS1⟩ and

⟨XLNet-Base, DS2+DS1⟩ achieve the best precision. However, due to the extremely low recall of

the former, we move forward to the second task with XLNet-Base tuned on DS2+DS1 as our choice.

5 TASK 2: NEWS VERIFICATION
Of the 46, 117 Tweets retained after the filtering and preprocessing steps described in Section 3, the

⟨XLNet-Base, DS2+DS1⟩ model (described above in Section 4) feeds 39, 458 Tweets into the second

NLP component in our pipeline. Here, our goal is to identify whether or not the claim made in a

Tweet containing a link to a news article is actually supported by the cited article.

5.1 Design and setup of experiments

Fig. 5. A Tweet comprising multiple
sentences: the first is objective, and
contains a check-worthy factual claim,
while the second does not.

The Tweets that reach this second task have already been

labeled as check-worthy by the best-performing classifier in

the previous step. We add another filter, however – removing

Tweets that consist of multiple sentences. This is done in or-

der to remove the noise of lengthy posts where one sentence

may have a check-worthy factual claim, thus justifying the

cw label, but the other sentences may be subjective opinions

or expressions of sentiment, sarcasm, humor, etc. Figure 5

presents such an example, where a check-worthy factual

claim is followed by a possibly sarcastic question posed by

the person sharing the piece of information. This filtration

reduces the corpus size to 29, 392 Tweets. We keep 11, 800

Tweets for training, 12, 335 for validation and hyperparameter

tuning, and 5, 257 for testing.

We observe that Tweets are often a near-verbatim repro-

duction of the news headline. Indeed, approximately 54% of

all the Tweets provided as input to our second task fall into

this category. The remaining cases, however, require a deeper

understanding of the body of the news article to determine if

the claim made in the Tweet is supported by the cited article. Thus, we further divide the second

task into two steps where we consider (i) only the headline of the cited news article, and (ii) the

entire body of the article. The complete flowchart for this task is shown in Figure 6.

5.1.1 Distant supervision. For both steps, the initial challenge is to obtain sufficient labeled data

for training any supervised learning algorithm. We address this by distant supervision, an approach

originally motivated by the use of weakly labeled data in bioinformatics [13]. In this approach, an
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Fig. 6. Information verification in Task 2: The input comprises Tweets containing check-worthy factual
claims that offer a news article as supporting evidence for that claim. The output is a binary decision about
whether the support is deceptive.

assumption is made about the unlabeled data obtained or extracted from a corpus. Its success in

learning relations from natural language, for instance, relied on a relation-triple ⟨entity1, entity2,
relation⟩ being obtained from the Freebase corpus, and assuming that any sentence mentioning the

two entities express their relation in some way [46]. Similarly, the presence of specific emoticons

and keywords has been used to obtain large amounts of distantly supervised Tweets for sentiment

classification and topic identification [15, 43]. In our work, the assumption made for distant super-

vision is that if a news article is hyperlinked by a Tweet, then the article supports the claim made

in the Tweet. In the absence of such a hyperlink, the ⟨Tweet, news⟩ pair is marked as unsupported.

Our collection, by design, would yield only positive labels according to the above assumption of

distant supervision. Thus, all ⟨Tweet, news⟩ pairs in the training set are given the weak label of

“supported”. We then create ⟨Tweet, news⟩ pairs by coupling each Tweet in the training set with

an arbitrary but different headline from the collection of news articles. These pairs are given the

weak label of “unsupported”, thus forming the negative sample. This strategy of creating negative

samples by random pairing has shown promise in prior work on fact-checking [26, 50]. We use

this same method to generate positive and negative weak labels for the validation set as well. This

weakly labeled corpus of ⟨Tweet, headline⟩ pairs is utilized in the first step (shown in Figure 6). For

the second step, we build a weakly labeled corpus of ⟨Tweet, article⟩ pairs using the same method,

where each Tweet is paired with the entirety (i.e., the headline plus the body) of a news article.

5.1.2 Step 1: Determining support from the cited headline. For this first step, we use five pretrained
language models (the base version when applicable): BERT [17], CT-BERT-v2 [48], XLNet [75],

RoBERTa [41], and DistilRoBERTa [63]. We described the first four models earlier (§ 4). The last

model, DistilRoBERTa, is a lighter version of RoBERTa, pretrained on a smaller general-purpose

model. Additionally, we also use DistilRoBERTa trained on a large paraphrase dataset (henceforth

denoted by DistilRoBERTa
𝑝
), which has been shown to achieve state-of-the-art performance on

multiple tasks on semantic similarity. Our inclusion of this additional model is motivated by prior

studies corroborating that a claim and its supporting evidence are bound to have relatively high

semantic similarity [3, 47]. We tune all models on the ⟨Tweet, headline⟩ weakly labeled collection.

5.1.3 Step 2: Determining support from the cited article’s text. When a news article presents a factual

claim, there may exist a single sentence in the article from which this claim follows. It is, however,

also possible that the claim can only be gleaned from multiple sentences in the article. We thus

follow a two-pronged strategy to determine support. On one hand, we split the body of the article
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into a sequence of sentences, and pair each sentence with the Tweet citing this article. Each such

⟨Tweet, sentence⟩ pair is then provided to the classifiers used in the first step (§ 5.1.2), since the data

are structurally identical to that used in determining support from the cited headline. If any pair

created from the article is labeled as “supported”, the ⟨Tweet, article⟩ pair is deemed “supported”.

Otherwise, it is deemed “unsupported”. On the other hand, we also investigate ⟨Tweet, article⟩
pairs directly, without any sentence-splitting of the text. The same models are used again, except

for DistilRoBERTa
𝑝
, which is not designed for long token sequences. To account for longer texts,

we use Longformer [9] instead, which combines local windowed attention and global attention,

thus allowing it to process sequences of thousands of tokens. Indeed, compared to RoBERTa, it has

demonstrated superior performance on long-document tasks.

5.1.4 Technical runtime setup. All our experiments are conducted on NVIDIA Tesla V100 GPUs.

We train every model for 1 and 2 epochs, with batch sizes of 16 and 24, and a learning rate set

to 5 × 10
−5
. For the first step, where only the news headline is paired with the Tweet, we set the

maximum sequence length to be 128, and for the second step, we set it to 512. The only exception

to this being Longformer, where the maximum sequence length is 4, 096.

5.2 Evaluation, results, and discussion
On the validation set, all models achieve an 𝐹1 score of nearly 0.98, whether they classified ⟨Tweet,
headline⟩ pairs, or ⟨Tweet, article⟩ pairs. Given that our weak labeling builds the negative samples

by combining a Tweet with a randomly selected different news article, the extremely high score is

not unexpected, as discussed by Zuo et al. [79]. A more important point, arguably, concerns the

false negatives of these models. In contrast to a standard supervised learning setup, these pairs are

only weakly false negatives. That is, the Tweet does provide a link to a news article, but the model

predicts the claim to be unsupported by the news article’s headline. These pairs are the most likely

candidates for deceptive hyperlinks, i.e., the cited news does not actually support the claim being

made by the social media post. At the very least, these are the candidates for which the support is

not obvious from the news headline alone. Thus, we collect these weakly false negative ⟨Tweet,
headline⟩ pairs, and feed them to the second step where the classifiers investigate entire articles.

5.2.1 Sample annotation. Since this is a downstream task, some errors from the previous component

are likely to pass through. Thus, before starting the second step, we analyze these weakly false

negative pairs by performing another annotation task. The number of such pairs varies from

one model to another, and the first step yields a total of 258 of them. Three annotators work

independently on this collection, each answering the following:

(1) Is the given Tweet check-worthy? The annotators answer this question on the basis of the

same guidelines provided to them during the first task.

(2) If the Tweet is check-worthy, does the cited article support the Tweet? Each annotator peruses

the entire article vis-à-vis the Tweet, and determines whether any information provided in

the article supports the claim made in the Tweet. Accordingly, they assign one of two labels

to the pair: supported, or unsupported.

Of the 258 pairs, 51 were labeled as not check-worthy by at least two annotators. We discard

these from the evaluation of the second step. Further, there were disagreements on 7 other Tweets,

which we discard as well. Out of the remaining 200 pairs, 55 were labeled as unsupported by at

least two annotators. This annotation process showed substantial agreement among the three

members, yielding a Fleiss’ kappa score of 𝜅 = 0.756. Our inspection finds two main reasons for the

disagreements. First, it is due to differing opinions on expressions of causality in human language.

For instance, a Tweet announced “Dow drops 200 points as unemployment claims surge once again”,
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while the corresponding news article mentioned the two events “Dow drops” and “unemployment

claims surge” in separate paragraphs. For some readers, this is an indication of causality, but no

explicit mention of a causal relation between the two. A second reason is a difference among the

annotators regarding the inclusion of metadata in the verification process, going beyond the purely

linguistic expression of a claim. For example, a Tweet states “Yesterday more than 2K in the US

died of coronavirus”, where the dates of the post and the news article are, clearly, relevant.

Out of the 200 manual annotations discussed above, 55 are labeled as deceptive (i.e., 27.5%). This,
however, is sampled from the test of approximately 5, 000 Tweets. Thus, our test data shows that

at least 55 out of 5, 000 Tweets (i.e., 1%) contain deceptive hyperlinks. In Figure 7, the number of

⟨Tweet, headline⟩ pairs predicted to be unsupported by the models are shown after the removal

of erroneous samples propagated by Task 1 (i.e., claims that are not check-worthy). Also, Table 1

includes three Tweets with deceptive hyperlinks, each citing a news article from a well-known

news agency. However, the news article doesn’t support the Tweet, as shown with example (5, 6)

in Table 1, or is even irrelevant (see Table 1 example (7)).

Fig. 7. Weakly false negative pairs for each model:
these are check-worthy factual claims in Tweets
that cite a news article as external support, but
the model labels them as unsupported, based on
the ⟨Tweet, headline⟩ pair.

5.2.2 Evaluation and discussion. The performance

of each model is evaluated on the 200 annotated

pairs, with the annotation labels serving as the

ground-truth. For both steps of Task 2, we measure

the performances using macro-average precision, re-

call, and 𝐹1 score. Given the class imbalance, where

only a minority of the samples offer deceptive sup-

port to the reader, macro-average associates more

value to the minority class by disregarding the over-

whelming effect of the majority class.

For step 2, we provide two ways of evaluating

each model. First, we feed all 200 annotated samples

into Step 2. That is, the entirety of the news articles

are checked by the sentence-level models tuned on ⟨Tweet, headline⟩ pairs, as well as the article-
level models tuned on ⟨Tweet, article⟩ pairs. This evaluation is effectively an ablation study to

understand how well our system can detect deceptive cues of support, in the absence of a separate

first step in Task 2. Second, we follow the pipeline approach shown in Figure 6, and provide only

the check-worthy weakly false negative samples from step 1 into step 2. For example, BERT labels

59 check-worthy ⟨Tweet, headline⟩ pairs as unsupported, and we evaluate BERT in step 2 using

only these 59 pairs. Since we Longformer only in step 2, for this evaluation we use the results of

DistilRoBERTa
𝑝
from step 1.

Table 6 shows the comprehensive results of our evaluation of the second task. In the first step,

where only the ⟨Tweet, headline⟩ pairs are used, CT-BERT-v2 provides the worst performance. It

labels the highest number of pairs as unsupported, which leads to low precision. But it achieves the

lowest recall as well. This is perhaps not surprising, given that our task spans two genres: social

media and newswire, while CT-BERT is armed with domain-specific pre-training only on Twitter.

It may thus be ill equipped to understand the lexical context of words in newswire sentences.

We also see that across all models, the second step, where the entire article is fed sentence-

by-sentence, achieves significantly better performance when compared to only working with

the headlines. A major difference between the two strategies used in step 2 – using (i) ⟨Tweet,
sentence⟩ pairs, and (ii) ⟨Tweet, article⟩ pairs – is that the former tends to tag significantly fewer

pairs as unsupported. This happens because the classifiers often find a sentence that is similar to

the Tweet, and labels the pair as supported. Their true negative rate (also known as specificity),
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Table 6. Experiment results. Model tuned on the paraphrase dataset marked with *. The number of check-
worthy pairs labeled unsupported in step 1 are shown as U†. The numbers of unsupported are shown as U#.
The number of pairs that are labeled unsupported by the model and indeed unsupported by annotation is
shown as TN#. The ratio of truly unsupported claims to predicted unsupported claims is shown as TN.

Step 1 Step 2 Pipeline
Sentence Full News Sentence Full News

Transformer P R F1 U
†

P R F1 U
#
TN

#
P R F1 U

#
TN

#
U
#
TN

#
TN U

#
TN

#
TN

BERT 47.2 47.3 47.2 59 56.0 81.3 53.8 8 7 45.4 53.1 49.0 47 25 7 6 85.7 31 18 58.1

CT-BERT-v2 38.9 41.2 37.9 101 55.5 60.4 55.0 24 11 56.3 44.3 49.6 70 31 20 10 50 54 26 48.1

XLNet 50.4 50.4 49.1 86 59.6 84.1 59.6 12 11 45.4 73.5 56.1 34 25 9 8 88.9 26 18 69.2

RoBERTa 46.4 47.1 45.7 83 58.4 79.6 57.8 12 10 58.1 61.5 59.8 52 32 11 9 81.8 34 21 61.8

DistilRoBERTa 44.4 45.3 44.3 78 54.7 74.7 51.9 8 6 67.8 72.7 69.4 39 25 8 6 75 32 20 62.5

DistilRoBERTa
∗

49.1 49.2 47.5 90 53.6 86.9 49.3 4 4 - - - - - 4 4 100 - - -

Longformer - - - - - - - - - 49.0 52.9 50.9 51 27 - - - 38 21 55.3

(a) F1 score (b) Number of unsupported Tweets

Fig. 8. Varying threshold and results. The results under different thresholds in step 2 as a sentence-level
pipeline. Model tuned on the paraphrase dataset marked with *.

is thus significantly lower than the models using the latter strategy. It is worth noting, however,

that for each model, the negative predictive values (i.e., the ratio of truly unsupported claims to

predicted unsupported claims) are comparable across the two strategies. As such, if a model (except

CT-BERT-v2) labels a pair as unsupported, it is very likely that the citation is, indeed, deceptive.

There is no consistent improvement between DistilRoBERTa and DistilRoBERTa
𝑝
, even though

the latter was expected to perform better due to its training on a large number of paraphrases.

We believe it is the topic-specific nature of our work which removes the advantage. That is, if

DistilRoBERTa
𝑝
were trained on a paraphrase corpus related to COVID-19, its improvements would

have been more significant. We also do not see Longformer exceeding the other models, in spite of

it being designed for longer texts. This can be attributed to the “inverted pyramid” structure of

newswire articles, which attempts to place all the essential information in the lead paragraph [59].

Thus, the other models can also capture the relevant information to a similar extent, eroding the

relative advantage enjoyed by Longformer in many other tasks with long texts.
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(a) Cosine similarity score (b) Probability score of XLNet

Fig. 9. Distribution of scores for Tweet-headline pairs on the development set. The y-axis is the
number of Tweet-news pairs in log scale within the score range, with (a) showing the distribution of cosine
similarity scores among the negative and positive samples respectively, and (b) showing the classification
probability score calculated by XLNet on those samples.

5.3 Additional experiments and discussion
Throughout our experiments, each ⟨Tweet, news⟩ pair – whether sentence-by-sentence or as the

entire article – was put through a binary classifier, and the classification probability scores were

used to determine the final label. A question may be raised at this point regarding the choice of

the threshold probability score (0.5) that works as the decision boundary. In Figure 8, we show the

results of varying the threshold for the second step in Task 2, where ⟨Tweet, news⟩ pairs were
labeled on the basis of sentence-level analysis (discussed previously in § 5.1.3).

Our approach has, in part, been motivated by indications from prior research that a claim and

its supporting evidence are semantically similar [3, 47]. A pertinent question, thus, is whether

measuring semantic similarity is enough to identify support. To investigate this, we design an

additional experiment where the Tweet and the corresponding cited headline are converted to

vectors, and their cosine similarity is computed. This is in contrast to the experiments in the

previous sections, where the ⟨Tweet, news⟩ pairs were put through a binary classifier, and the

classification probability scores were used to determine the final label.

Now, we use the pre-trained DistilRoBERTa language model to obtain the vector representations

of each Tweet and headline in the development set. The distribution of the cosine similarity scores

are shown in Figure 9 (a). For almost all the negative samples, the similarity is under 0.5, but this is

true for a significant portion of the positive samples as well. Indeed, 12.2% of the positive samples

have a cosine similarity score less than 0.5. A manual inspection of a random sample, however,

reveals that only 5% of these are unsupported. In contrast, our investigation of the first step of

Task 2 shows that 24%-33% (varying between the various models) of the weakly false negative

samples are, indeed, unsupported. Further, we juxtapose the cosine similarity scores obtained from

DistilRoBERTa with the probability scores of XLNet, shown in Fig 9 (b). It immediately becomes

clear that the classification approach we took is significantly better at distinguishing the claims

accompanied by genuinely supporting news articles from those with deceptive support. The cosine

similarity scores obtained using the other pretrained language models provide very similar results,

and have not been included for the sake of brevity.
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The results of this comparison decidedly indicate that our classifiers, which used the language

models and further tuned them for this task, learn certain linguistic signals beyond just semantic

similarity. This in turn leads to the system achieving significantly higher specificity (i.e., true nega-
tive rate). A higher specificity is a crucially important measure in a practical “real world” scenario

of misinformation detection. After all, higher specificity means that fewer genuine Tweets are

mislabeled as containing deceptive support. A low-specificity detection system, on the other hand,

is likely to annoy the typical user by labeling more of their social media posts as misinformation,

and may gradually lead to consumers leaving the platform.

6 RELATEDWORK
6.1 Data Collection
Systems designed for early detection of misinformation often rely on a combination of signals

from the user, the dissemination pattern, and the content of the post [77, 78]. Jain et al. [33], for

instance, collected and clustered the Tweets, found similar content from credible news channels

as ground-truth information, and then compared the semantics and sentiment of the Tweet to

the reliable content. In case of a mismatch, the authors labeled the Tweet as misinformation. In

this body of work, a fixed set of sources was assumed to be trustworthy – an approach that has

been criticized by qualitative research for its potential implicit bias [29, 71]. There are very few

exceptions to this approach, e.g., Al-Rakhami and Al-Amri [1], who instead rely on large-scale

manual annotations – a particularly time-intensive approach to resolve a time-sensitive issue.

Large-scale high-quality data is critically important to misinformation detection using machine

learning, and several efforts have sought to fill this need. Banda et al. [7] released a very large

open-source dataset with more than 383 million Tweets. Their corpus includes only the Tweet IDs

but is accompanied by the scripts needed to rehydrate the Tweets. The original dataset contains

both Tweets and retweets, which allows tracking information dissemination. A cleaned version has

also been released, however, without the retweets. This step removes around 75% of the Tweets.

While this work does not directly attempt to detect misinformation, their dataset is valuable to

others who intend to detect pandemic misinformation on social media.

The dataset released by Banda et al. [7] includes Tweets in other languages (French, German,

Russian, and Spanish), but predominantly consists of English Tweets. Others have developed

multilingual corpora. Notable among them are the contributions made by Gao et al. [21], providing

English and Japanese posts on Twitter, and Chinese posts onWeibo, and Alqurashi et al. [4], who

released an Arabic COVID-19 dataset of Tweets. A larger corpus of Arabic language Tweets related

to COVID-19 was developed by Haouari et al. [27], which includes retweets and can thus be used

to study pandemic information dissemination. In English language posts, propagation has been

studied extensively. For instance, rumor propagation patterns have been studied for several years

now, with applications in early detection, determining support, and veracity [25, 60]. Similar studies

in other languages remain to be done.

6.2 Misinformation detection
Memon and Carley [44] manually annotated more than 4.5K COVID-19-related Tweets. The dataset

having different types of information and misinformation was classified into 17 classes (Irrelevant,
Conspiracy, True Treatment, Fake Cure, Fake Treatment, etc.) One cause for concern is that the data

has been annotated by only one annotator. The authors looked at various attributes of two target

groups: (i) misinformed users (who are actively posting misinformation) and (ii) informed users

(who are actively spreading true information). Their methodology involves two steps. In the first

step, the authors used a keyword-based Twitter search API for data collection. In the second step,
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the annotator categorized and labeled the Tweets into 17 classes, based on the types of information.

The authors concluded that misinformed users’ communities might be denser and more organized,

while informed users use more narrative language. The authors observed that bots exist in both

misinformed and informed communities, noticeably more among the misinformed users.

Hossain et al. [30] divided misinformation detection task into two sub-tasks of (i) retrieval of

misconceptions relevant to posts being checked for veracity, and (ii) stance detection to identify

whether the posts Agree, Disagree, or express No Stance towards the retrieved misconceptions.

Authors then collected and rephrased a set of COVID-19-related misconceptions from a Wikipedia

entry, paired with 6.7K Tweets, and determined the stance of the Tweets against that misconception.

Their goal was to determine whether NLP models can be adapted to the task of detecting misinfor-

mation without further training. The authors used relevant datasets to pre-train the models and to

make the models domain-specific. They have selected multiple NLP models, some that are suitable

for misconception retrievals such as BM25 and Cosine Similarity with different embedding models

like BERTSCORE, and some that can be used for stance detection. The stance detection sub-task can

be considered to be equivalent to Natural Language Inference (NLI) problem, and thus, the authors

used linear classifiers trained on NLI datasets combined with other models such as average GloVe

embeddings as well as Sentence-BERT and Bidirectional LSTM encoding. Their results demonstrate

that domain adoption, retraining language models on a corpus of COVID-19 tweets, increase the

performance noticeably in both tasks of misconception retrieval and stance detection. Keeping the

dataset updated is challenging as new rumors are being circulated and older ones may get obsolete

as the pandemic continues. In addition, many Tweets in the dataset may not be available due to

various reasons, e.g., deletion by users or removal by Twitter.

Kim and Walker [37] used a different strategy for defining misinformation. This study relied on

the official recommendations of reputable health institutions to find the reply Tweets that make

the same claim. They confirmed that this method is more effective at identifying Tweets with

misinformation than searching based on keywords. The authors investigated the applicability of

the proposed model with an example of advice from WHO related to antibiotics and COVID-19
cure. They collected more than 16K English reply Tweets over three months based on a specific

combination of keywords closely related to the selected authentic advice, and parent Tweets were

then obtained. These parent Tweets could potentially contain misinformation. Ignoring non-English

and self-reply parent Tweets and filtering them based on another set of keywords, 573 pairs of the

parent-reply pair Tweets were collected. Afterward, the sentence-BERT model converted reply

Tweets and the advice to vectors, and the cosine similarity between each vector of reply Tweets and

the vector of the advice is calculated. Two hundred reply Tweets with unique parent Tweets are

selected where they have the highest cosine similarity scores calculated between the reply Tweet

and the advice vectors. By manual inspection, authors detected parent Tweets with misinformation.

Then, they added meta-data obtained from the users posting Tweets with misinformation, like

timelines of friends and followers, to realize the extent of the spread of misinformation locally. This

approach requires replies in response to a misinformation Tweet which has authentic information.

Consequently, misinformation without replies containing authentic information will not be detected.

In addition, this approach requires manual checking, which is laborious and error-prone.

One example of studying non-English misinformation detection has been done by Kar et al.

[36] on Indic languages (Bengali and Hindi) using Multilingual BERT (mBERT)
7
. Authors used the

labeled English Tweets in the Infodemic COVID-19 dataset [2] as well as their translation into

Bengali with Google Translate API, while retaining the same labels, as a part of their training

dataset. They also used the Bengali dataset released in [22], and manually annotated 100 randomly

7
https://github.com/google-research/bert/blob/master/multilingual.md
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selected Tweets. The Hindi dataset was created in the same manner; they collected a set of Tweets

by keyword searching and then added their Hindi translation. The authors used a zero-shot learning,

which requires that the set of labels in the training data be different than the set of labels for the data

that the model will be used to classify [74]. To perform zero-shot learning, they had experiments in

which Tweets in one language were kept for testing and the rest of Tweets in other languages for

training the model. They have further augmented the datasets by adding metadata of the Tweets,

including the number of retweets and the number of likes, and 22 more features. The authors also

defined three novel features. First, Fact Verification Score, which is obtained by searching the Tweet

text in the Google search engine and taking the average Levenshtein distance between the Tweet

text and the titles of search results only from reliable websites. Second, Bias Score, which is defined

using a Linear Support Vector Machine (SVM) Classifier for specifying the probability that a Tweet

contains offensive language. And third, Source Tweet Embedding, which is the vector representation

of the Tweet text using BERT-based models. Four classifiers, i.e., Multi-Layer Perceptron (MLP),

Random Forest Classifier (RFC), SVM, and mBERT, were examined, and their results show that

fine-tuned mBERT achieved the best F1-score of 89% in detecting Tweets with fake news. The

disadvantage of this work is the need for manual annotation of a relatively large dataset.

Madani et al. [42] proposed a similar approach for the Moroccan language, using both Tweet and

other metadata. For data collection, they got a dataset of fake news represented in [66], that is based

on ground truth information from fact-checking websites. Based on that, the authors collected 10K

Tweets with fake news related to COVID-19 by keyword searching, and they manually annotated

the Tweets as fake or real. These English Tweets and the metadata that they extracted from them,

such as Tweet length, Tweet sentiment, friends and followers number of Tweet’s owner, and ten

more features, form their training and testing dataset. To gather the unlabeled Tweet dataset, they

used the Tweepy library and translated the Tweets to Moroccan. For fake Tweet detection, six

different machine learning models (Decision Tree, Random Forest, Naive Bayes, Gradient Boosting,

Support VectorMachines, andMultilayer Perceptron (MLP)) were used. The Random Forest classifier

outperformed all other models, including the MLP model, with respect to four evaluation metrics,

accuracy, precision, recall, and F1-score. The authors observed that a positive correlation between

the sentiment of a Tweet and its authenticity means that Tweets with positive sentiment are more

likely to be authentic and Tweets with a negative sentiment most probably contain misinformation.

The positive effect of metadata on performance is another observation. In our work, we do not use

metadata as we focus on investigating the connection between the Tweet text and the cited news

article.

Gupta et al. [24] implemented a semi-supervised ranking model that assesses the credibility of

Tweets in real-time. They have collected more than 10M Tweets about different events, and among

them, they randomly selected 500 Tweets for annotation to build a training set for their model.

They used crowdsourcing to classify the Tweets into four classes: Definitely credible, Seems credible,
Definitely incredible, and None of the above (skip Tweet). The model extracts 45 content-related

features from the Tweets and the users posting those Tweets, such as the number of characters,

swear words, pronouns, positive and negative emoticons, number of retweets, and replies by

the users. Based on these features, it gives credibility scores to the Tweets, ranging from 1 (low)

to 7 (high). They tested four models that are commonly used for information retrieval, namely,

Coordinate AdaRank, RankBoost, Ascent, and SVM-rank. To compare these models, they used two

evaluation metrics: Normalized Discounted Cumulative Gain (NDCG) to obtain correctness and

model running time. Finally, they chose the SVM-rank model, which is the second-best model in

terms of NDCG@n
8
and is the best one in terms of training time. The model has been used in

8
This means that to calculate the NDCG, the first n records in the ranked list are considered.
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browser plugins and tested on 1,127 Twitter users over the course of three months, and 5.4 million

Tweets’ credibility scores were computed. They observed that features extracted from the Tweets

content are more effective in credibility assessment than those extracted from the user accounts.

We are also focusing on the content of the Tweets in our work to identify misinformation among

the Tweets. The difference between this approach and ours is that we do not look at misinformation

detection as a ranking problem, but we offer a binary classification model.

Nguyen et al. [49] designed a shared task, WNUT-2020, to automatically identify informative

COVID-19 Tweets, as manual annotation is a cost-intensive solution. This task, while not directly

on COVID-related misinformation, can be viewed as a requisite step that can provide helpful data.

Here, the authors defined an “informative” Tweet as one that offers specific and clear information,

and not rumor or prediction, about suspected, affirmed, healed, and deceased COVID-19 cases along

with the travel history or location of the cases. From March 1 to June 30, about 23M non-repeating

Tweets related to COVID-19 were gathered. Authors filtered this corpus by particular keywords

like “positive”, “discharge”, “death”, etc. to separate candidates for informative Tweets. Among this

dataset, a random sample set of 2K Tweets were manually annotated by three annotators with two

labels, informative and uninformative. A classifier is trained on this subset to predict the probability

of Tweets being informative for the rest of the Tweets in the dataset. Authors sampled 8K Tweets

with different informative probabilities. These Tweets were also manually annotated; altogether,

they formed a set of 10K Tweets as the final gold standard corpus used for training, validation, and

testing the models for the shared task. Authors used fastText [35], a text classification task, as a

baseline. The baseline classifier achieves the F1-score, harmonic mean of precision and recall, of

75%. Considering the F1-score, 48 out of 55 participants outperform the baseline model; most of the

teams are benefiting from pre-trained language models such as BERT, RoBERTa, XLNet, etc. The
top 6 teams used CT-BERT while more than half of the teams are leveraging ensemble techniques.

The best participant’s model reached the F1-score of 96.06% and the accuracy of 91.50%. This work

motivated our choice of using pre-trained transformers and fine-tuning them. While eliminating

some of the Tweets is a similar task between our work and this study, we considered different

definitions based on which we decide to ignore a Tweet; we keep a Tweet if it contains a factual

claim which is of interest to the public, while in this work a Tweet is classified as informative if it
provides direct and clear information about COVID-19 cases.

6.3 Misinformation propagation
Huang and Carley [31] collected more than 67 million Tweets from 12 million users with metadata

concerning geographical information, social identities, and the political orientation of users by

tracking COVID-19 Twitter conversations. Their analysis found that misinformation has a higher

likelihood of being spread within a single country by regular users, and not across nations.

Some recent work has looked at the spread of misinformation using epidemiological models as

well. For example, Cinelli et al. [11] analyzed the spread of more than 8 million posts on social

networks with epidemic models using reproduction number (R0), i.e., the average number of

secondary cases an infected individual will create. They concluded that both questionable and

reliable news spread with similar diffusion patterns, indicating that it may not be possible to

accurately detect misinformation by means of metadata alone. Others, however, have reported

that misinformation spreads significantly faster than the truth [64, 73]. Shahi et al. [64] conducted

an exploratory study and relied on a list of 7,623 COVID-19-related fact-checked news articles

and searched for news articles that are cited in Tweets, resulting in a set of 1,565 unique Tweets.

Four classes of False, Partially False, True, and Other have been defined. Their analysis reveals

that in 70% of the false and partially false categories of misinformation verified Twitter handles

such as celebrities and organizations either create the content or help to spread it. Vosoughi et al.
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[73] investigated the publication of fake, verified, and mixed information on Twitter. Instead of

focusing on a specific topic, they considered a longer duration: 2006 to 2017. The diffusion of

rumor cascades has been analyzed by considering the replies and retweets. It reported that false

information on Twitter tends to be retweeted by many more users and spreads much faster than

authentic information, especially when it is about a political issue.

7 CONCLUSION
In this work, we investigate a previously unexplored aspect of misinformation, viz., where informa-

tion is presented in social media with the appearance that it is supported by valid and reputable

news agencies, but the appearance is deceptive. That is, a claim is made on social media, and a news

article is cited, but the article does not actually support the claim! It is often the case that users trust

the existence of such support, without verifying any further. Our work uses Twitter posts about the

COVID-19 pandemic. To this end, we provide a new dataset of COVID-19 Tweets, where each Tweet

cites a newswire article. We model this as an information retrieval task, where check-worthy claims

are first separated from other social media posts, and then, put through classifiers to determine if

the apparent support is deceptive. Our approach relies on distant supervision, and shows that this

is a viable option when annotated data is limited. Our findings reveal that a significant fraction of

check-worthy claims – 27.5% of the annotated sample (which corresponds to at least 1% of the test

data) – contain deceptive support. Further, we provide experimental evidence that while semantic

similarity plays an important role in finding support for a claim, there are deeper linguistic signals

at play, captured by task-specific fine-tuning of language models.

We underscore that our technique is not specific to COVID-19, or other medical scenarios. The

approach we have described can be applied to study misinformation and deception in any other

topic, as long as the training corpus is domain-specific (which, in our work, is health-related

information). We selected COVID-19 due to its relevance in our current information landscape, the

availability of data, and the existence of domain-specific language models like CT-BERT.

Our work here is a first step in the direction of identifying deceptive support across two genres –

social media and newswire articles. There is significant scope for improvement, which we intend to

pursue in the near future with larger data sets and seek collaborators to gain access to other social

media platforms like Facebook or WhatsApp, where misinformation has been heavily discussed [20,

40, 70]. Our study indicates that in order to fight an infodemic, there is a need to look across genres

instead of attending exclusively to social media posts. We hope that our findings can stimulate

discussions aimed at making the Internet a more trustworthy landscape among its users, as well as

making social media a more reliable source of information.
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