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ABSTRACT
Applications running inside containers or virtual machines, tradi-
tionally use TCP/IP for communication in HPC clouds and data
centers. The TCP/IP path usually becomes a major performance
bottleneck for applications performing NVMe-over-Fabrics (NVMe-
oF) based I/O operations in disaggregated storage settings. We
propose an adaptive communication channel, called NVMe-over-
Adaptive-Fabric (NVMe-oAF), that applications could leverage to
eliminate the high-latency and low-bandwidth incurred by remote
I/O requests over TCP/IP. NVMe-oAF accelerates I/O intensive ap-
plications using locality awareness along with optimized shared
memory and TCP/IP paths. The adaptiveness of the fabric stems
from the ability to adaptively select shared memory or TCP chan-
nel and further applying optimizations for the chosen channel. To
evaluate NVMe-oAF, we co-design Intel’s SPDK library with our
designs and show up to 7.1x bandwidth improvement and up to 4.2x
latency reduction for various workloads over commodity TCP/IP-
based Ethernet networks (e.g., 10Gbps, 25Gbps, and 100Gbps). We
achieve similar (or sometimes better) performance when compared
to NVMe-over-RDMA by avoiding the cumbersome management
of RDMA in HPC cloud environments. Finally, we also co-design
NVMe-oAF with H5bench to showcase the bene�t it brings to HDF5
applications. Our evaluation indicates up to a 7x bandwidth im-
provement when compared with the network �le system (NFS).
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1 INTRODUCTION
Motivation: Solid-State Drive (SSD) are becoming quite popu-
lar in high performance computing (HPC) and cloud computing
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environments due to their low access latency when compared to
disks [50, 51, 79]. To maintain high utilization and lower costs for
SSDs, storage disaggregation is widely used [28, 45, 85]. NVMe-
SSDs already su�er from long tail [21, 30] and unpredictable I/O
latency [43], while separating compute and storage in disaggregated
settings makes matter worse due to the introduction of network
overheads [29]. In the past, Internet Small Computer Systems Inter-
face (iSCSI) [37, 40] was the de facto mechanism for accessing re-
mote hard disks but recently a new protocol, NVMe-over-Fabrics [9]
(NVMe-oF), for �ash disaggregation, is starting to gain traction in
HPC and cloud computing environments [17, 28, 61].

HPC is widespread for solving scienti�c research problems in
various domains like simulations, Big Data, and Arti�cal Intelli-
gence (AI). With the emergence of cloud computing, researchers
rushed to analyze the bene�ts of running HPC applications on
cloud architecture, giving rise to a new and exciting research space,
HPC cloud [16, 23, 25–27, 54]. As storage disaggregation and virtu-
alization is common in data centers, most I/O requests issued by an
HPC application running in a cloud get transformed into remote
I/Os. Hence, network and remote I/O performance characteristics
play a crucial role in the optimization of HPC applications running
in the cloud [27]. This motivates us to �nd a solution that alleviate
network transport overhead for remote storage access and achieves
optimal I/O performance. Our goal is to improve data movement for
I/O-intensive workloads in HPC clouds equipped with NVMe-SSDs.

To this end, we transform NVMe-oF into an adaptive fabric (AF),
which eliminates network bottleneck for intra-node data move-
ment using shared memory and optimizes inter-node data move-
ment. We argue that this is crucial for four main reasons: a) prior
literature [53] indicates that good portion of application I/O are
completed by co-located storage services, b) intra-node storage
and communication optimization is critical for achieving exascale
computing goals [31, 80], c) existing NVMe/TCP has a scope for
further improvement, and d) a lower amount of network commu-
nication abides in better performance for HPC applications in the
cloud [20, 52, 55]. Therefore, we propose NVMe-over-Adaptive-
Fabrics (NVMe-oAF) which HPC applications can utilize to accel-
erate remote I/Os over our adaptive fabric. Figure 1 illustrates the
interaction of applications with storage services in the typical HPC
Cloud architecture. Applications run in containers or virtual ma-
chines (VMs) and could be connected to the storage services that ex-
pose the remote SSDs over di�erent network transports like TCP/IP
over Ethernet and/or Remote Direct Memory Access (RDMA) with
In�niBand or RDMA over Converged Ethernet (RoCE).
Limitation of state-of-art approaches: The iSCSI protocol has
known to be a bottleneck for remote I/O [44, 45]. Distributed �le
systems like GFS and HDFS are �ne-tuned for large I/O sizes on
storage devices but not for smaller sized read/write I/Os [24, 63].
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Figure 1: An example of HPC Cloud architecture considered
in this study. Applications and storage service could either
run in VMs/containers.

Other remote storage stacks like ReFlex [45] and i10 [33] that allow
block-level remote access to SSDs are not deployed universally
unlike the standardized NVMe-oF. Though NVMe-oF allows appli-
cations to take advantage of the NVMe [8] protocol, there is still a
huge scope to improve the performance of accessing remote SSDs.
The major drawbacks of NVMe-oF protocols that limit their perfor-
mance and widespread adoption in HPC cloud are as follows. First,
the networking fabric is slow [26, 54]. For example vanilla TCP/IP,
and as stated before could adversely impact performance of HPC
cloud applications. Second, using faster networks like In�niBand
could alleviate the slow network problem but they are di�cult to
manage in virtualized environments. Existing RDMA virtualization
solutions [11, 49, 56, 67] are not mature enough [41] yet due to
di�culty in orchestration, lack of migration support, high memory
registration overheads, and so on [32].
Key insights and contributions: This paper proposes a novel
concept, NVMe-oAF, which is inspired by HPC runtimes like MPI to
accelerate the I/O data path for an application using shared memory
while using the already existing TCP connection in the control path.
Currently, NVMe-oF protocol lacks support for a shared memory
channel and enabling it creates room for further optimization. A
key insight for achieving high performance is NVMe-oAF acceler-
ates I/O intensive applications using locality awareness along with
optimized shared memory and TCP/IP paths. The adaptiveness of
the fabric stems from the ability to adaptively select shared memory
or TCP channel and further applying optimizations for the chosen
channel.

For container-based applications, our proposed NVMe-oAF de-
sign can support Inter-Container Shared Memory [76] (ICSHMEM)
channel, which is similar to host-level shared memory. For VM-
based applications, our proposed design can leverage inter-VM
shared memory channel, like IVSHMEM [6]. These two channels
can be enabled and adaptively selected in our NVMe-oAF design
once they are properly set up for containers and VMs. Note that
our proposed designs can signi�cantly improve the performance
of NVMe-oF protocols while conforming to NVMe standards. To
the best of our knowledge, this is the �rst work to enable shared
memory and adaptive fabric schemes for NVMe-oF in the HPC
cloud architecture.

We summarize the key contributions of our work as follows:

• Characterization of existing NVMe-oF network transports
like TCP/IP and RDMA in HPC cloud environments.

• Enabling shared memory fabric in NVMe-oF for intra-node
data movement and applying important optimizations like
lock-free double bu�er scheme, shared memory based �ow
control, and zero-copy transport.

• Improving the performance of NVMe/TCP in Intel Stor-
age Performance Development Kit [72] (SPDK) for inter-
node data movement with adaptive busy poll sockets and
application-level chunk size detection.

• Using locality awareness to guide I/Os adaptively in selecting
optimized shared memory or TCP/IP channels.

• Co-designing SPDK and Hierarchical Data Format Version 5
(HDF5) [1] storage runtimes to use our proposed adaptive
fabric for communication, bu�er allocation andmanagement,
which allows applications to take advantage of NVMe-oAF.

• Extensively evaluating NVMe-oAF with SPDK microbench-
marks and HDF5 application-level benchmarks show that
our design can signi�cantly improve the performance of
NVMe-oF protocols in terms of latency, tail latency, through-
put, and concurrency.

Experimental methodology: To evaluate our proposed NVMe-
oAF designs, we run Intel SPDK based various workloads over
virtual machines. The NVMe-oF target runs in one VM and acts
as the storage service exposing NVMe-SSD over the network for
applications. We use the SPDK’s standard benchmark tool, perf [12],
for running microbenchmarks instead of FIO [15] as it has higher
overhead when compared to SPDK perf [34]. We also evaluate
NVMe-oAF with h5bench [47] I/O kernels to gauge the perfor-
mance improvement it brings to real-world HPC workloads in
cloud environments.

Regarding fabrics, we choose to evaluate with di�erent gener-
ations of high-speed Ethernets (10/25/100 Gbps) and RDMA net-
works (56Gbps In�niBand and 100Gbps RoCE). Note that according
to the latest Top500 [3] list, 10/25Gbps Ethernet networks are still
the most popular interconnect technology (28.4%) being used in
high-end machines and we believe that many machines will con-
tinue to use 10/25Gbps Ethernet for years. Thus, evaluation of
NVMe/TCP over 10/25Gbps is still extremely crucial.

Note that our extensive evaluations show that our proposed
NVMe-oAF design can achieve up to 7.1x bandwidth and up to
4.2x latency improvements for various workloads over commodity
TCP/IP based 10Gbps and 25Gbps networks. We are also able to
achieve comparable (and sometimes better) performance to NVMe-
over-RDMA by avoiding the cumbersome management of RDMA
in HPC cloud environments. Lastly, to view the bene�ts of our
design over real applications in supercomputing systems, we co-
design NVMe-oAF with h5bench as it contains representative HDF5
benchmarks for popular applications. Our results demonstrate that
h5bench’s write/read kernel achieves up to 7x bandwidth improve-
ment while using NVMe-oAF in comparison to NFS [62].
Limitations of the proposed approach: We assume a standard
security model where the physical node cannot be comprised. Each
application and NVMe-oF target have a separate shared memory
channel to avoid any malicious application snooping on shared
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memory fabric. Further discussion on security is provided in Sec-
tion 6.

2 BACKGROUND
In this section, we present some necessary background information
for this paper.

2.1 NVMe-over-Fabrics
NVMe-over-Fabrics [9] (NVMe-oF) is a protocol speci�cation that
allows clients to speak to remote NVMe-SSDs over some kinds of
fabrics. NVMe-oF lets client use Non-Volatile Memory Express [8]
(NVMe) protocol, like in the case of local SSD, to transfer data be-
tween disaggregated storage. NVMe-oF has a one-to-one mapping
between I/O submission queues and I/O completion queues and
builds on the NVM subsystem architecture that presents a collection
of controllers which are used to access namespaces [2]. Current
transports supported by it are Fibre Channel, Ethernet, In�niBand,
and RDMA. To the best of our knowledge, a shared memory based
channel is missing in NVMe-oF which we introduce and discuss
in detail in Section 4. NVMe-oF speci�cation names the node that
is attached to SSD via PCIe and exposes the SSD as block device
over the network as NVMe-oF target while the node initiating I/O
as NVMe-oF client/initiator.

2.2 Intel SPDK
Intel’s SPDK library consists of tools and drivers that allow applica-
tions to achieve high I/O performance. It operates in userspace to
avoid expensive syscalls and in lockless mode by pinning its connec-
tions to cores. SPDK lowers latency by polling for I/O completions
rather than event-based at the expense of high CPU utilization.
The high performance of SPDK can be attributed to userspace and
asynchronous NVMe driver written as a C library that provides
highly parallel access directly to an SSD from a userspace appli-
cation [13]. It also consists of a userspace application, NVMe-oF
target, which exposes block devices over the network. There are
two major drawbacks in Intel SPDK’s NVMe/TCP implementation.
One is that the NVMe/TCP uses interrupts which con�icts with the
polling-based design of SPDK. Second is that the NVMe/TCP stack
in SPDK is not optimized for intra-node communication. Thus, the
stock NVMe/TCP in SPDK has sub-optimal performance which we
characterize further in the following Section 3.

2.3 SR-IOV, IVSHMEM, and ICSHMEM
Single Root I/O Virtualization [11] (SR-IOV) interface allows sep-
aration of resources for PCIe adapters and gives the impression
of availability of multiple PCIe devices. It consists of physical and
virtual functions (VFs) where VFs are allowed to be pass-throughed
to the VMs. Thus, the bene�t of SR-IOV is its ability to e�ciently
virtualize interconnect resources among VMs. Inter-VM Shared
Memory [6] (IVSHMEM) allows the host’s shared memory region
to be available in VMs as a virtualized PCI device. Hence, co-located
VMs can communicate with each other over shared memory. Inter-
Container SharedMemory (ICSHMEM) can be achieved by enabling
sharing of Inter-Process Communication (IPC) namespace among
containers or with the host [76]. The bene�ts of IVSHMEM and

ICSHMEM is that they can provide better communication perfor-
mance when compared to TCP/IP stack.

3 PERFORMANCE CHARACTERIZATION
In this section, we present our performance analysis of existing
NVMe-oF schemes, which will further demonstrate the motivation
of this paper.

3.1 Performance of Existing NVMe-oF Schemes
To compare the bandwidth and latency characteristics of existing
NVMe-oF protocols over Ethernet (10 Gbps, 25 Gbps, and 100Gbps)
and RDMA-over-In�niBand (IB FDR, 56 Gbps) with SR-IOV sup-
port [11], we mimic the common architecture where multiple appli-
cations use the persistent storage exposed via storage services. The
storage service runs on the NVMe-oF target device whose backend
is commonly a collection of SSDs. Thus, in our characterization
a single NVMe-oF target device is attached to up to four NVMe-
SSDs and each SSD is exposed via a storage service, which leads to
increased storage bandwidth when compared to the network.

In this experiment, we ask four applications to issue sequen-
tial read and write commands to four NVMe-SSDs over the same
TCP/IP and RDMA channels on a single physical host. Each appli-
cation sends I/O requests to one NVMe-SSD following a one-to-one
mapping between the client and target SSD, which can avoid the
possible resource contention and provide better performance. More
details about our experiment setup can be found in Section 5.1.
Then, we measure the aggregate bandwidth and average latency
for TCP-over-10Gbps, TCP-over-25Gbps, TCP-over-100Gbps, and
RDMA-IB-FDR transports for 4KB and 128KB I/O size as shown in
Figure 2. We omit the results for other I/O sizes due to brevity.

For 10Gbps Ethernet, we can see that network bottleneck does
not allow the clients to utilize the available storage bandwidth for
any workload. Also, the network bandwidth is not fully utilized for
any of the workloads over 25Gbps/100Gbps Ethernet. On the other
hand, NVMe/RDMA has larger network bandwidth for both read
and write workloads. From this characterization we observe major
performance bottleneck in the existing NVMe-oF protocols in the
presence of multiple applications. There is a steep performance
gap between NVMe/TCP and NVMe/RDMA. The bandwidth gaps
between NVMe/TCP-100Gbps and NVMe/RDMA for four NVMe-
SSDs are 1.85x and 1.46x in terms of peak write and read bandwidth,
respectively, while the average latency follows the general trend of
RDMA being faster than TCP with latency increasing with higher
I/O size. These interesting performance characteristics of existing
NVMe-oF protocols motivate us to perform further performance
analysis in the following section.

3.2 Analysis of Existing NVMe-oF Schemes
Here we try to discover which components consume the majority
of the time for the end-to-end journey of a remote I/O request
as observed by the client/application. For this analysis, we break
down the average latency observed by the application into three
parts. The �rst part is the time remote SSD takes to execute an I/O
request submitted by NVMe-oF target, called “I/O time”. Second is
the “communication time (comm. time)” that indicates the time the
I/O request spent in transit or in the network. We call remainder of
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Figure 2: Performance evaluation for existing NVMe-oF transports
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Figure 3: Sequential Read/Write latency break-
down over di�erent NVMe-oF protocols

the time as “other” which might go into preparing and processing
of the NVMe-oF I/O request by client and target.

The latency breakdown for 4KB and 128KB I/O sizes is shown in
Figure 3 and the setup is similar to the one in Section 3.1. Clearly,
high communication time is the major culprit for the stark di�er-
ence between the aggregate bandwidth of NVMe/TCP when com-
pared to NVMe/RDMA. Another important observation from these
�gures is that write operations for higher I/O sizes in NVMe/TCP
spend signi�cant time in the “other” portion of the request when
compared to read operations. This is because for write operations,
the application needs to �rst �ll and then copy out the bu�er con-
taining payload (considered as processing/preparation time at the
client) which is then transported to the target. Whereas for read
operations, the client only needs to have the bu�er space available
to hold/read the payload sent by target. This behavior is not seen in
NVMe/RDMA as the target directly has access to the client’s bu�er.
We use this key insight for our NVMe-oAF design during bu�er cre-
ation/allocation in shared memory (explained further in Section 4.4)
to reduce the request processing/preparation overheads for write
I/O. NVMe-oAF further reduces the number of bu�er copies when
compared to NVMe/TCP with bu�ers as discussed in Section 4.4.3.

At small I/O sizes (4KB), the “I/O time” is the major bottleneck for
NVMe/RDMA read commands but this soon changes. When four
clients perform 128KB reads from four SSDs over NVMe/RDMA the
ratio of communication time to I/O time is 1 : 1.11. This explains the
aggregate read bandwidth degradation for multiple streams/SSDs
as seen in Figure 2(a). Later, we will see that unlike NVMe/RDMA,
NVMe-oAF is able to achieve higher read aggregate bandwidth as
network is no longer a bottleneck (Figure 11(a)).

3.3 Summary of Characterization
Thus, there are twomajor problems in the existingNVMe-oF schemes
for I/O-intensive applications. One is the huge performance gap be-
tween NVMe/TCP and NVMe/RDMA schemes. This issue is further
exacerbated by the diverse workloads supported by applications
that consist of varying I/O sizes and concurrencies. The second
problem is the complexity [48] and inconvenience to manage [32]
RDMA in HPC cloud environments which hinders users from utiliz-
ing NVMe/RMDA. Even though we are not focusing on the RDMA
design path, we still report its performance.

Prior research [20, 52, 55] shows that lowering network com-
munication helps improve performance of HPC applications run-
ning in the cloud. Hence, these studies along with our �ndings
in the above discussions lead to an interesting and useful ques-
tion: Is there a fabric that can provide high bandwidth and low la-
tency like NVMe/RDMA, reduce network communication, and at the
same time be easy to manage in HPC cloud environments? The leads
us to the creation of a new NVMe-oF fabric and runtime for co-
located applications that should be application oblivious, easy to
manage, and provide high-performance. In this context, this paper
proposes NVMe-oAF that further optimizes NVMe/TCP using a
shared-memory channel, adaptive busy poll sockets, and chunk
size selection in a cost-e�ective way. Our evaluations show that op-
timization of the shared memory channel is non-trivial and allows
applications to achieve signi�cant performance improvement over
NVMe/TCP and o�ers comparable performance to NVMe/RDMA.

4 DESIGN
This section presents our designs of NVMe-oAF, a combination of
TCP/IP and shared memory, which can be used to accelerate I/O
operations for HPC applications. These applications generally use
TCP/IP as the mode of communication. Thus, applications running
I/O intensive workloads experience high latency and low band-
width due to NVMe/TCP. Figure 4 showcases our design on turning
NVMe-oF into an adaptive fabric. Adaptive Fabric (AF) consists
of three major components and two kinds of optimized channels -
shared memory and TCP/IP. First is the Connection Manager, which
is responsible for establishing an adaptive fabric channel between
NVMe-oF client and target and reclaiming resources at the end. The
second component, Bu�er Manager, allocates bu�er either in shared
memory or Data Plane Development Kit (DPDK) [4] memory pool
based on the fabric and re-uses it when possible. The third compo-
nent is the Locality Awareness which determines whether NVMe-oF
client and target are located on the same node and performs shared
memory mapping.

NVMe-oAF enhances NVMe/TCP performance for inter-node
communication by tuning the application-level chunk size for I/O
requests and using busy polling to reduce network latency. To fur-
ther speed up the I/O performance for intra-node communication
we need another fabric, shared memory in this case. The key idea of
AF is that the data path uses fast fabric/transport, shared memory,
and the control operations travel through TCP/IP. This signi�cantly
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Figure 4: Overview of NVMe-oAF architecture. Additional
components are added on top of NVMe-oF by adaptive fabric.

increases the bandwidth and lowers the latency of I/O operations as
the I/O payload is transferred over the shared memory rather than
TCP/IP. A naive solution would be to enable a shared memory chan-
nel between the application and storage service for the data path.
This does increase the bandwidth when compared to NVMe/TCP
but is not the optimal solution because the �ow control needed for
TCP/IP does not apply to the shared memory channel. We show in
later sections how a shared memory aware �ow control, zero-copy
transport, and a lock-free double bu�er design achieve higher band-
width and lower latency compared to a naive NVMe-over-Shared
Memory approach. Other advantages of using AF for I/O operations
are uniform interface for NVMe applications and exploiting HPC
technologies. The remainder of this section discusses each of the
above components in detail.

4.1 Connection Establishment and Bu�er
Management

The connection establishment between the target and client hap-
pens out-of-band over NVMe/TCP connection using Protocol Data
Units (PDUs) as described in NVMe-oF speci�cation [9] with the
aid of Connection Manager (CM). As seen in Figure 5, the client
�rst establishes a TCP connection using TCP 3-way handshake
and initializes AF. The CM creates the AF endpoint object on the
client and exchanges connection con�guration parameters through
Initialize Connection Request (ICReq). On the target side, CM also
initializes adaptive fabric, creates and connects its AF endpoint
object. Then the target responds back with Initialize Connection
Response (ICResp) PDUs which allows the client to connect its own
AF endpoint object as well. Once the AF endpoint object of both
client and target are connected, data can be exchanged between
them.

Bu�er Manager allocates bu�er either in shared memory or
DPDK memory pool based on the locality discussed in Section 4.2
during connection establishment. Its responsibilities during the
entire I/O process include bu�er creation, alignment, formatting,
reuse and reclamation. The Bu�er Manager further implements a
lock-free double bu�er scheme and provides APIs for zero-copy
transports for the shared memory region discussed in Sections 4.4.1
and 4.4.3, respectively.

Client Target
TCP SYN

TCP SYN-ACK
ICReq PDU

ICResp PDU

AF init

AF endpoint obj 
created and
connected

AF endpoint obj 
created

AF endpoint obj 
connected

AF init

Figure 5: Connection Establishment between NVMe-oAF
client and target.
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R2T

H2C PDU
(contains msg_size)

Request 
complete

Executing Write
request

AF write

AF read

Figure 6: Out of band message noti�cations for a single write
command over TCP/IP. Read is similar to write.

Figure 6 highlights the out-of-band message noti�cations and
data transfers over AF for a single write I/O command issued by
the client. The message noti�cations (indicated via arrows) occur
out-of-band over TCP/IP while the actual data is transported over
shared memory.

4.2 Locality Awareness
As it is possible that multiple client applications could talk to the
same storage service, we assign each client a di�erent shared mem-
ory region keeping security in mind. Since clients and targets could
be located on di�erent nodes, locality detection is vital to determine
the availability of a shared memory channel between them. When-
ever a new client application wishes to interact with the storage
service on the same host, we hotplug the shared memory region
to both the client and storage service and will later exchange the
relevant information about it over existing TCP channel. This hot-
plug mechanism is implemented in an out-of-band fashion, which
means we need some proxy or helper process running on the host
to enable it. In practice, this helper process can be the HPC/cloud
resource manager, such as Kubernetes or OpenStack or SLURM.

Once the helper process attaches an IVSHMEM or ICSHMEM
region to the virtual machine or container, NVMe-oAF enabled
client and target will be noti�ed by the helper process through
a pre-reserved shared memory region. The Connection Manager
monitors the �ag in a pre-reserved shared memory region periodi-
cally in both NVMe-oAF client and target processes. The detected
�ag will be used for locality checking during the connection es-
tablishment process, which has been discussed in Section 4.1. The
locality detection process can be easily simpli�ed in real HPC/cloud
deployments since the locality information can be attained from
the resource managers.
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Now selecting the appropriate channel adaptively for each I/O
request is imperative to allow applications to fully exploit the high
bandwidth and low latency characteristics of adaptive fabric. Based
on the locality of both client and target, whether present on the
same physical node or not, they agree to use shared memory chan-
nel along with TCP/IP. The initialization requests between client
and target always go through TCP/IP. Before writing to or reading
from the AF, AF endpoint object is checked to learn about the com-
pletion of the AF initialization phase and shared memory mapping.
In the presence of a shared memory channel, for the workload
requests, the adaptive fabric’s channel selection kicks in by cleverly
decoupling the payload from the requests. By removing the payload
from the I/O request, the request consists of only the control mes-
sage which is transmitted out-of-band over TCP/IP. Meanwhile, the
large sized I/O payloads are transported over the shared memory.

4.3 NVMe-oSHM: NVMe-over-Shared-Memory
NVMe-over-Shared-Memory uses our newly proposed shared mem-
ory fabric for the data path and TCP/IP for control path between
the client and the target. In case the client and target do not re-
side on the same node (no shared memory channel), our adaptive
fabric scheme automatically picks up NVMe/TCP as described in
Section 4.2.

Figure 7 shows the journey of a write I/O command over the
adaptive fabric scheme utilizing both TCP and shared memory
channel. Here, connection establishment between the client and the
target occurs out-of-band over TCP/IP (as explained in Section 4.1)
and not shown in the Figure 7. From the Figure 7, in step 1�, client
application issues a 16KB write I/O request to the storage service
or target. The target allocates a DPDK bu�er to receive the payload
and responds back with a Ready to Transfer (R2T) PDU in step
2�. Upon receiving the R2T PDU, the client copies the payload
of the write request (16384 bytes in this case), along the the I/O
vector (16 bytes) pointing to this payload to the shared memory
region via AF write as step 3�. After the payload is written to
shared memory, client sends the location and size of payload as
a Host-to-Controller (H2C) noti�cation to the target in step 4�.
In step 5�, target copies the data into the DPDK bu�er based on
the metadata received from the out-of-band H2C PDU. Now, the
request is ready to be submitted to the NVMe-SSD in step 6�. When
the write request is executed on the NVMe-SSD, step 7�, a request
completion noti�cation is delivered to the client in step 8�. The
bu�ers can be re-used/reclaimed before the next I/O command.

4.4 Optimized Designs for NVMe-oSHM
4.4.1 Lock-free double bu�er scheme. As the application would
perform both read and write operations, the shared memory chan-
nel should be able to support bi-directional communication or data
transfer. We achieve this by treating the shared memory region as a
double bu�er and ensuring all reads from/writes to shared memory
occurs in a lock-free way. This eliminates the need to acquire a
lock on shared memory each time we need to read/write from/to
it. First, we logically partition the entire shared memory region
into two bu�ers, one for client and another for the target. Second,
to permit high concurrency for I/O operations we ensure that the
payload/data is written to/read from an appropriate o�set in shared

Storage service

Buffer DPDK Buffer
TargetApp

NVMe SSDShared 
Memory

payloadstruct 
iovec

16 bytes 16384 bytes

Data path
Control path

Client

Figure 7: Overview of NVMe-over-Adaptive-Fabirc (NVMe-
oSHM channel) for a single write request. The control path
is over TCP/IP and the data path is over shared memory.

memory, i.e., both the client and target bu�er are logically divided
into slots. Each logical slot is equal to the I/O size and the total num-
ber of slots are the same as the queue depth. The o�set/slot in client
and target bu�er is chosen in a round-robin fashion with respect to
the application I/O depth. A slot/o�set is computed before each I/O
request copies data to shared memory. When the payload/data is
copied to a particular o�set in shared memory region, this o�set is
sent over to client/target as an out-of-band noti�cation based on the
I/O type. Thus, our scheme ensures both the client and the target
write to/read from separate portions of shared memory channel
during pure or mixed workloads in a lock-free manner.

4.4.2 Shared memory based flow control. Presently, NVMe/TCP
has two types of �ow control for write operations based on the I/O
sizes. Small I/O sizes (<8KB) follow the in-capsule data �owwherein
the payload is transferred along with the write I/O command. This
�ow assumes that the NVMe-oF target would have su�cient bu�er
capacity to capture the I/O request along with the payload. With I/O
sizes >8KB, a more conservative �ow control method is employed,
where the write request and the payload are exchanged within
multiple requests between the client and target, which is similar to
the �ow as shown in Figure 7. Hence, the main di�erence between
the two �ow control approaches is the number of control messages.
In in-capsule data �ow, just one message is enough for the target to
receive the request and submit the I/O to the NVMe-SSD. But in the
conservative �ow control method, three messages are exchanged
before the write I/O could be submitted to the SSD.

When using shared memory for transferring the payload, the
data could reside in the shared memory until the the target is ready
to read and process the payload unlike TCP/IP channel. Hence, the
�ow control mechanism can adaptively be changed from a conser-
vative one to the in-capsule based when shared memory channel is
available. This optimization reduces the out-of-band control mes-
sages exchanged for every single write I/O command irrespective
of the I/O size. For example, in Figure 7, our shared memory based
�ow control eliminates two control messages among the four con-
trol messages exchanged for each I/O operation. Particularly, our
shared memory based �ow control would eliminate steps 2� and 4�
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and interchange steps 1� and 3� keeping the rest of the I/O �ow
the same.

4.4.3 Zero-copy transport. Naively, using shared memory mech-
anism to transfer data/payload does not allow the application to
reach peak performance. Consider a naive sharedmemory approach
for write I/O over shared memory. When the client is ready to
transfer the payload, it copies the data from its bu�er to the shared
memory and sends an out-of-band noti�cation to the target. As
the target receives this noti�cation, it copies the payload from the
shared memory to its own bu�er and starts to process the I/O com-
mand. Thus, the entire process involves one copy of payload/data
from the client’s bu�er to shared memory. This naive design limits
the NVMe-oSHM to achieve maximum throughput and low latency.
An important thing to remember here is that the copy from shared
memory to the target’s bu�er cannot be avoided as this bu�er in
SPDK is managed by DPDK to allow direct memory access for
NVMe devices from userspace [5].

Hence, to realize the full potential of shared memory in terms of
performance, we implement a zero-copy approach by eliminating
the one copy from client’s bu�er to shared memory transport. By
co-designing the application or upper-layer runtime with NVMe-
oAF, our Bu�er Manager component creates application bu�ers
directly on shared memory. When the client’s bu�er reside on
shared memory, we can save the extra copy overhead as the target
could directly read from/write to client’s bu�er developing a zero-
copy shared memory transport.

4.4.4 Analysis of design optimizations. Here we would like to quan-
tify the bene�ts of the successive design optimizations on the per-
formance of NVMe-oSHMas shown in Figure 8. The “SHM-baseline”
represents a naive shared memory design to transfer payload be-
tween client and target rather than using TCP sockets. It uses locks
as a way to access the shared memory region. Despite having locks
for accessing a shared resource, its bandwidth is 1.83x better than
NVMe/TCP-25Gbps. The “SHM-lock-free” design removes the use
of locks to access shared memory by using the lock-free double-
bu�er design discussed in Section 4.4.1. Though this design does
not improve the bandwidth, it drastically reduces the tail latency
(p99.99) by 38% which is extremely important for latency-critical

applications. Next, by removing extra control messages and op-
timizing the �ow control we are able to increase the bandwidth
by 1.85x. Finally, in our “SHM-0-copy” scheme we eliminate the
extra copy from client’s bu�er and lower tail latency by 22%. As
“SHM-0-copy” contains all the optimizations and shows the best
performance, we choose this design in our experimental evaluation.

4.5 TCP-channel Optimization
We propose two optimizations to NVMe/TCP in our AF design to
further improve the performance of TCP channel. First, NVMe/TCP
statically sets the application-level chunk size to 128KB. Based
on the chunk size, I/O requests are internally broken down tol

�/$B8I4
2⌘D=:�B8I4

m
requests and increase the number of I/O requests for

large-sized I/O. Chunk size also is used to creatememory bu�ers/pools
on NVMe-oF target. As seen in Figure 9, we vary the chunk size and
measure the bandwidth of various sized I/O streams. If the chunk
size is large (say 2M), small-sized I/Os lead to under-utilization of
memory but choosing a very low chunk size hurts bandwidth. We
�nd that the 512KB chunk size is ideal for 25Gbps Ethernet as it
provides close to the highest bandwidth and at the same time keep
the memory utilization to a minimum for all the I/O streams. Hence,
optimal chunk size can be adaptively chosen based on underlying
hardware architecture.

Second, we use busy polling to reduce the network latency by
continuously polling the network queues. The amount of time ker-
nel spends in polling is an important factor in determining the
application performance as seen in Figure 10. We observe that stat-
ically allocating busy polling time is not an optimal solution due to
workload variability. For example, sequential write workloads when
polled for shorter duration (25us) lead to a decrease in the through-
put, even in comparison to purely interrupt-based NVMe/TCP. This
happens due to the latency of write operations being high and
the short busy poll time adds extra overhead reducing the total
throughput. Whereas, for a high busy poll time (100us), the pure
write workloads have the highest throughput when compared to
smaller busy poll times. On the other hand, read workloads achieve
peak throughput when busy polling time is set between 25-50us.
This is because read operations, in general, are faster than writes
and high busy poll times degrades their performance. Thus, our
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design carefully selects the busy polling rate based on the type of
workload to allow the client in attaining maximum throughput.

4.6 Adaptive Fabric based SPDK
In this section we discuss how SPDK utilizes adaptive fabric to ben-
e�t from di�erent underlying fabrics like TCP and shared memory
based on locality of the application and transport availability. First,
we integrate our Connection Manager with SPDK using which
the client establishes a TCP connection with the target. The CM
creates the AF endpoint object that stores whether the adaptive
fabric channel is initialized between the client and target as well as
other information like availability of shared memory. Next, SPDK
uses our Bu�er Manager to allocate bu�er either in shared mem-
ory or DRAM based on the AF endpoint context object with the
requested size. Once the handshake and initialization are complete,
SPDK writes to AF to send I/O to the client. The AF write distin-
guishes the control and data path during the runtime and sends the
data over shared memory whereas the control messages over TCP,
unbeknownst to the application. Similarly, the NVMe-oF target is
modi�ed to use the AF read to process both the out-of-band control
noti�cations and payload transfers.

5 PERFORMANCE EVALUATION
5.1 Experimental Setup
We run our experiments on upto four nodes in ChameleonCloud [39]
and CloudLab [22]. Then on each node we create two virtual ma-
chines (VMs) using QEMU [10] emulator v2.0.0, one to run NVMe-
oF client and other for SPDK NVMe-oF target. NVMe-oF target
VM acts as a storage serivce while the NVMe-oF client VM could
be considered to be any application talking to remote NVMe-SSD.
Detailed information about the nodes and VMs is present in Table 1.
The Chameleon Cloud node is equipped with Broadcomm 10Gbps
NetXtreme II Ethernet interface and Mellanox 56Gbps FDR In�ni-
Band interface while the CloudLab node is equipped with Mellanox
ConnectX-5 25 Gbps and Mellanox ConnectX-5 Ex 100 Gbps NIC.
The VMs have access to In�niBand and Ethernet interfaces via
SR-IOV [11] so all communication tra�c across VMs goes over real
NIC through SR-IOV.

We also use QEMU [10] to emulate up to four NVMe-SSDs and
attach them to NVMe-oF target VM and plain Inter-VM Shared
Memory (IVSHMEM [6]) to create shared memory region between
the client and target.We present NVMe-oF performance evaluations
over TCP (TCP-10Gbps, TCP-25Gbps, and TCP-100Gbps) and adap-
tive fabric (TCP with shared memory, i.e., SHM-0-copy). “SHM-0-
copy” incorporates all our design decisions mentioned in Section 4.4.
We introduce results of NMVe/RDMA over In�niBand and RoCE
to indicate that our adaptive fabric design achieves comparable
performance and at the same time avoids the tedious management
of RDMA in HPC cloud environments. We could not compare AF
performance with 100Gbps In�niBand due to device unavailability
on CloudLab and Chameleon Cloud currently. We ran into some
issues to run SPDK with RoCE on the VMs. Thus, RoCE numbers
were taken by running SPDK on two CloudLab physical nodes
(con�guration same as that in Table 1) directly connected by Mel-
lanox ConnectX-5 Ex 100 Gbps NIC and accessing a real NVMe-SSD.
Hence, NVMe/RoCE represents the upper bound of performance

Physical Node Client VM Target VM

Processor CC- Intel Xeon CPU E5-2670 v3 @ 2.30GHz
CL- AMD EPYC 7402P @ 2.80GHz

CPU(s) 48 14 14
NUMA (s) 2 1 1
DRAM 128GB 16GB
Kernel 3.10.0-957.27.2.el7 3.10.0-1127.19.1.el7
OS CentOS Linux 7.7

OFED MLNX_OFED 5.0-1.0.0.0
Scale Upto 4 nodes

Table 1: Experiment con�guration (CC - Chameleon Cloud
and CL - CloudLab)

an application could achieve as there is no virtualization layer
overheads. As there was only one real NVMe-SSD on CloudLab
machine, we were unable to collect results when four SSDs are
communicating with four clients in case of NVMe/RoCE.

We simulate TCP-25Gbps by using IPoIB and throttle it down
for TCP-10Gbps. Intel SPDK v20.07 is used to run NVMe-oF target
and its perf tool is used as NVMe-oF client for the performance
tests. SPDK has been modi�ed to use the adaptive fabric for com-
munication and bu�er allocation as discussed in Section 4.6. The
zero-copy design of NVMe-oAF is co-designed with applications,
in this case with perf and h5bench, to display the full potential of
adpative fabric for HPC applications.

For all the experiments, the queue or I/O depth is set to 128, the
running time is 20 seconds, and one client/application communi-
cates to one target device unless otherwise stated.With experiments
involving multiple clients and remote SSDs, each NVMe-oF client
and target are pinned to separate cores to avoid CPU being the
bottleneck. For our evaluations with HDF5 benchmarks we use
h5bench v1.0 and hdf5 v1.12.1. Each experiment is repeated �ve
times and the average value is reported.

5.2 Overall Bene�ts
First, we present the performance bene�ts, Figure 11, of NVMe-oAF
as compared to NVMe/TCP for four applications/streams communi-
cating to four NVMe-SSDs (one-to-one mapping). In terms of peak
read bandwidth, NVMe-oAF outperforms NVMe/TCP-10Gbps by
7.1x. The average latency of NVMe-oAF is also lower than that of
NVMe/TCP. At 128KB I/O size, read latency of NVMe/TCP-10Gbps
is 4.2x higher than that of NVMe-oAF while the write latency of
NVMe/TCP-25Gbps is 2.97x higher than NVMe-oAF. When com-
pared to NVMe/RDMA, NVMe-oAF outperforms NVMe/RDMA by
1.78x when performing 128KB reads from four SSDs.

Data center have variety of networking operating at di�erent
capacities. So, NVMe/TCP performance under various network
speeds is equally important to understand their implications on ap-
plications. Besides, NVMe/TCP is the alternate mechanism of adap-
tive fabric when applications do not reside on the same host/node.
From Figure 11(a) one can observe that the bandwidth attained
by NVMe/TCP-25Gbps is similar to NVMe/TCP-10Gbps for 4KB
workloads and only marginally better for 128KB sized workloads.
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Figure 11: Performance evaluation of NVMe-oAF when four applications
talk to four SSDs
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down of NVMe-oAF for four SSDs

At higher network speeds (TCP-100Gbps), the read and write band-
width is 1.26x and 1.48x when compared to NVMe/TCP-25Gbps,
respectively. Likewise, the TCP-10Gbps, TCP-25Gbps, and TCP-
100Gbps have similar average latencies for 4KB I/O sizes.

5.3 Bene�ts Analysis
In Figure 12 we compare the latency breakdown for read and write
commands with NVMe-oAF with four streams. A clear bene�t of
the zero-copy design and shared memory based �ow control of
NVMe-oAF is the reduction in communication time for 128KB I/O.
The decrease in latency for I/O operations can be attributed to
the elimination of an extra copy from the client’s bu�er to shared
memory (zero-copy design) and cutting down on the number of
control messages exchanged (shared memory based �ow control)
by NVMe-oAF. For read workloads with four applications/streams,
NVMe-oAF is able to reduce average latency by 50%, 43%, and 33%
when compared to NVMe/TCP-10Gbps, NVMe/TCP-25Gbps, and
NVMe/TCP-100Gbps, respectively. Lastly, NVMe-oAF is also able
to bring down the “other” component of average latency, which
constitutes the client preparation time, for write I/O as the bu�er
resides on the shared memory saving bu�er preparation/processing
overheads as explained in Section 3.2.

5.4 Tail-latency Studies
In Figure 13 we investigate the tail latency characteristics for a
mixed read-write (70:30) 128KB workload with di�erent fabrics.
The tail latency of NVMe/TCP-100Gbps is slightly lower than
NVMe/TCP-25Gbps and NVMe/TCP-10Gbps but the tail latency
of NVMe-oAF is 3x smaller than that of NVMe/TCP-100Gbps and
NVMe/RDMA. Even though the average latency of NVMe/RDMA
and NVMe/RoCE is lower than that of NVMe-oAF, its tail latency
is quite high due to memory registration overheads incurred by
RDMA. To understand this phenomenon we conduct the same ex-
periment with a running time being 3-4 times higher than our initial
experiment. As expected, we found the tail latency of NVMe/RDMA
to be lower than that of NVMe-oAF. This con�rms that memory
registration overheads incurred by RDMA could impact the tail
latency of short-running or latency-sensitive applications.

5.5 Concurrency
Next, we examine the e�ect of fabric upon the ability to exploit the
inherent parallelism available in NVMe-SSDs to scale performance.
In this experiment, we use a single NVMe I/O queue pair as the I/O
submission path to NVMe-SSD with varying queue depth between
1 to 128. From Figure 14, we �rst observe that network speed does
not help much in exploiting the concurrency of a single SSD. After
queue depth of 8, bandwidth for NVMe/TCP and NVMe/RoCE
remains almost constant indicating that higher queue depth has
minimal impact on improving the bandwidth.

On the other hand, the lock-free double bu�er design in “SHM-
0-copy" allows NVMe-oAF to not hinder the linear scaling of band-
width with increasing queue depths. At queue depth of 1, NVMe-
oAF is not able to achieve signi�cant performance due to the over-
head in the control plane. This is also seen in Figure 12 where the
communication time of AF is comparable to TCP due to control
messages being predominant for small (4KB) I/O. At higher I/O size
(128KB) and multiple streams, the communication time of NVMe-
oAF and NVMe/RDMA are quite similar highlighting that control
messages overhead decreases. Our AF scheme shows that control
plane overheads are not negligible and opens a future research
direction to reduce control plane latency by further optimizing it
or by utilizing faster protocols like RDMA or user-level TCP/IP in
the control path.

5.6 Di�erent Workloads
Till now all our results only considered sequential workloads. It
is equally important to understand the performance implications
introduced by random workloads as di�erent applications would
produce a di�erent mix of workloads over time. We choose three
random workloads with varying proportions of read to write oper-
ations in order to simulate a read-heavy (95:5), equal (50:50), and
write-heavy (5:95) nature of I/O. The throughput for all the fabrics
with a single stream/SSD is shown in Figure 15. Again, the speed of
TCP network has slight impact on the throughput for all the three
workloads. In contrast, NVMe-oAF is able to achieve 2.33x improve-
ment in throughput on average when compared to NVMe/TCP-
100Gbps at 512KB I/O size. Also, NVMe-oAF has a modest decrease,
5-13.5%, in throughput when compared to NVMe/RDMA-56Gbps
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for these workloads. So far, NVMe/RDMA-56Gbps has better per-
formance than NVMe/RoCE-100Gbps for various workloads and
I/O sizes.

5.7 Application-level Evaluation with HDF5
5.7.1 h5bench. HDF5 I/O library is heavily used in a range of sci-
enti�c applications in high performance computing environments.
It is among the top �ve libraries loaded by applications at the Na-
tional Energy Research Scienti�c Computing Center (NERSC) and
the Oak Ridge Leadership Computing Facility (OLCF) [18]. Now we
demonstrate the performance improvement AF delivers to HDF5 ap-
plications over NFS by co-designing h5bench (a popular benchmark
that contains representative HDF5 I/O kernels) with NVMe-oAF.
Using HDF5 Virtual Object Layer (VOL), we are able to intercept
HDF5 APIs and utilize NVMe-oAF’s Connection Manager, Locality
Awareness, and Bu�er Manager components for data storage in the
NVMe-SSD.

To evaluate the performance of our adaptive fabric, we run
h5bench’s read and write I/O kernels from the client. We con�g-
ure the write kernel to write a 1-dimensional (1D) array of basic
datatypes that follows a contiguous pattern both in memory and
�le layout. We perform write operations with two di�erent con�g-
urations to extensively evaluate our design when applications store
di�erent number of datasets. The �rst con�guration, called con�g-1,
writes 16*1024*1024 (16M) particles for one 1D array stored as one
HDF5 dataset. While, the second con�guration, con�g-2, writes
8*1024*1024 (8M) particles for 8 1D arrays stored as 8 HDF5 datasets.
The h5bench reads are similarly con�gured to perform a full read
of the datasets written previously by the write kernel.

When only one dataset is written to/read from the remote SSD,
NVMe-oAF is able to achieve 5.95x higher write bandwidth and
5.68x higher read bandwidth when compared to NFS. The high
bandwidth achieved by NVMe-oAF can be atrributed to the low
latency of AF as seen in Figures 16. On the contrary, when 8 datasets
are written to/read from remote SSD, NVMe-oAF (SHM-0-copy) is
0.53x lower in write bandwidth and 0.41x lower in read bandwidth
when compared to NFS. NFS can perform better here due to two
reasons. The �rst reason is the bu�ering of I/O operations due to the
async mount type of NFS and the second one is due to the queuing

delay incurred by large-sized I/Os on the SSD. Hence, to extract
maximum performance out of NVMe-oAF, we further optimize it
to coalesce the I/Os in an application agnostic manner. We then
observe that zero-copy along with I/O coalescing helps NVMe-oAF
achieve up to 6x and 7x bandwidth improvement for h5bench’s
write and read operations, respectively, as shown in Figure 17.

5.7.2 Scale-out workloads. Next we evaluate an important use-case
where application I/O pattern shifts from remote I/Os to partially
remote I/Os (intra-node), which is closer to real-world scenarios.
Here, remote I/O occurs over TCP/IP whereas partially remote I/O
occurs over shared memory channel. We measure this performance
in two di�erent cases - case-1, where four clients in one node talk
to four remote SSDs located in di�erent physical nodes running
inside VMs, and case-2, where four clients talk to four remote SSDs
located in the same node inside a VM similar to Section 3.1 and later
scaled to four nodes. In both these settings h5bench I/O kernels act
as clients and each I/O kernel is con�gured similar to con�g-1 in
Section 5.7.1 to store 16M particles in one HDF5 dataset. Here the
legend ‘SHM (25%)’ indicates that one client out of four uses the
shared memory channel whereas the remaining clients use TCP-
25Gbps for communication. In Figure 18 we can see that for case-1,
SHM (75%) is able to improve the aggregate bandwidth by 1.81x
for h5bench write and by 2.98x for h5bench read when compared
to SHM (0%). For case-1, we do not report SHM (100%) as it is
equivalent to its counterpart in the case-2 setting.

Figure 19 also demonstrates the overall bene�t in I/O perfor-
mance as the ratio of remote to partially remote I/O changes in
case-2. With only 25% of the I/O kernels using the shared memory
design (the remaining using TCP-25Gbps), the aggregate bandwidth
improves by 37% and 66% for h5bench write and read kernels, re-
spectively.Whereas, when all the applications issue partially remote
I/Os (SHM 100%), the performance improves by 2.34x and 4.55x
for h5bench write and read kernels, respectively, when compared
to the TCP-25Gbps. This shows us the advantage and the impact
adaptive fabric would have when numerous applications with dif-
ferent communication patterns issue partially remote storage I/O
requests.
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Figure 16: Performance of h5bench I/O kernels for one dataset containing 16 M particles in one timestep.
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Figure 17: Performance of h5bench I/O kernels for 8 datasets containing 8 M particles in one timestep.

6 DISCUSSION ON SECURITY
Security is a big aspect in data center scale computing environ-
ments because users want a guarantee from platform provider that
their data does not get leaked either during communication or
application run time. All HPC cloud providers like Amazon Web
Services, Microsoft Azure, and Google Cloud allow users to run
their applications in VMs. As multiple VMs might share the same
physical host/machine, how to protect against malicious applica-
tions/VM is an extensive research topic on its own [14, 58, 59, 68].
Co-location with other tenants increases the attack vector due to
the presence of covert and side channels [69] and placement vulner-
abilities [66] as the malicious entity could break the logical isolation
enforced by the virtualization layer [70, 73, 83], deteriorate perfor-
mance [65, 84], or even worse steal private keys and sensitive data
from the application [82].

In our HPC cloud setting, we assume that the physical node/host
and the hypervisor/virtualization layer cannot be malicious in na-
ture, i.e., the platform provider would never try to launch an attack
on the users applications housed in VMs. The hypervisor is also
responsible for initializing and allocating an isolated shared mem-
ory channel between the client/user VM and the storage service
VM, i.e., hypervisor guarantees that two clients/tenants will never
map to the same shared memory. The storage service VM will have
multiple shared memory channels assigned to it based on the num-
ber of the user VMs on that physical host that need remote storage
access. As storage service is managed by the cloud provider, we also
assume that the storage service VMs would never try to sni� on the
shared memory channels allocated to other clients. Furthermore,
we presume that a malicious VM cannot forge a client’s identify
and pretend as a legitimate application to the storage service in
order to gain access of the previously stored data in the SSDs.
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Figure 18: Aggr. bandwidth for h5bench I/O in case-1 (4 nodes).
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Figure 19: Aggr. bandwidth for h5bench I/O in case-2 (4 nodes).

As our current security model relies on the trustworthiness of the
platform and storage service o�ered, we can beef up the security of
shared memory channels by encrypting it with client’s private key.
This ensures that if a malicious entity does get access to the shared
memory channel between the client and the storage service VMs,
they would be unsuccessful in tampering and stealing any data. We
can further improve security for applications running inHPC clouds
by deploying techniques like [60, 77, 81], which detect and hinder
any side channel attacks by co-resident malicious VMs. In our future
work, we wish to relax some assumptions of our security model
and implement techniques that allow HPC applications running on
VMs to defend against side-channel and performance degradation
attacks in the cloud.

7 RELATEDWORK
Some work exists to evaluate the performance of disaggregated
storage over NVMe-oF [28, 29, 36, 38]. Klimovic et al. [45, 46] devise
a remote �ash storage system on top of Ethernet and discuss storage
disaggregation architecture in [44]. Kashyap et al. [38] conduct a
performance characterization of di�erent NVMe-oF networking
protocols and Jia et al. [36] study the performance implications
of NVMe-oF on ARM SoCs and Xu et al. [71] evaluate local and
remote I/O performance for applications running in containers. Guz
et al. [28, 29] compare kernel space NVMe-oF target with iSCSI
protocol. NVMe-over-RPMsg [78] emulates remote storage system
as local NVMe device for multi-core SoCs to eliminate the long I/O
latency of existing NVMe-SSD emulators. The authors use remote
processor messaging between guest and remote OS for delivery of
read/write commands. NVMe-oAF di�ers from these works as it
focuses on applications directly accessing SSDs using userspace
NVMe-oF protocol and proposes a new adaptive fabric that is not
designed for a particular HPC workload or scenario.

Some literature aims at increasing the e�ciency of accessing
local NVMe drives and provides APIs for applications developers.
NVMeDirect [42] is a userspace framework that not only allows fast
access to NVMe-SSDs but also allows users to de�ne I/O policies
like scheduling and caching. KV SSD [7] provides a direct key-value
interface to a block device and contains drivers, software packages,
and APIs to allow users to benchmark and analyze multiple appli-
cations like RocksDB [19] and direct key-value stack’s on SSDs.

Inter-VM Shared Memory (IVSHMEM) [6] has been promising
in the HPC domain. Zhang et al. [75] present a comprehensive

performance evaluation about the bene�ts of using IVSHMEM for
MPI applications in intra-host inter-VM environment. Recently,
secure IVHSMEM [64] has been proposed which can be used to
further enhance the security between co-located applications using
shared memory. Ivanovic et al. [35] show the performance evalu-
ation of IVSHMEM for HPC by integrating their shared memory
design to MPICH MPI library. Pickartz et al. [57] investigate the
bene�ts of IVSHMEM during VM migrations and present its com-
prehensive performance evaluation for intra-host VMs. C-GDR [74]
propose locality-aware and container-aware designs to alleviate
communication bottlenecks on GPU-enabled clouds.

8 CONCLUSION
In this paper, we propose a novel concept, called Adaptive Fabric,
for accelerating NVMe-oF protocols. The key idea of our work is to
adaptively and transparently leverage and optimize both commonly
available I/O paths like TCP/IP and shared memory in the HPC
cloud architecture. Based on this, we propose designs and optimiza-
tions for NVMe-over-Adaptive-Fabric (i.e., NVMe-oAF) protocols.
We further co-design our proposed NVMe-oAF with Intel SPDK and
HDF5 storage runtimes. Extensive evaluations demonstrate that
our design is able to achieve up to 7.1x bandwidth increase and up
to 4.2x latency reduction for various workloads compared to con-
ventional NVMe-oF protocols over high-speed Ethernet networks
(e.g., 10/25/100 Gbps). For HDF5 workloads, NVMe-oAF attains up
to 7x bandwidth improvement over NFS. In the future, we will try to
make our designs support more communication optimizations with
RDMA or user-level TCP/IP, and make our designs open-source
available.
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