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ABSTRACT
The configuration that an instructor enters into an algorithmic
team formation tool determines how students are grouped into
teams, impacting their learning experiences. One way to decide the
configuration is to solicit input from the students. Prior work has
investigated the criteria students prefer for team formation, but has
not studied how students prioritize the criteria or to what degree
students agree with each other. This paper describes a workflow
for gathering student preferences for how to weight the criteria
entered into a team formation tool, and presents the results of a
study in which the workflow was implemented in four semesters of
the same project-based design course. In the most recent semester,
the workflow was supplemented with an online peer discussion
to learn about students’ rationale for their selections. Our results
show that students want to be grouped with other students who
share the same course commitment and compatible schedules the
most. Students prioritize demographic attributes next, and then
task skills such as programming needed for the project work. We
found these outcomes to be consistent in each instance of the course.
Instructors can use our results to guide team formation in their
own project-based design courses and replicate our workflow to
gather student preferences for team formation in any course.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Collaborative and social computing; • Applied com-
puting → Collaborative learning.
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1 INTRODUCTION
Teamwork is a foundational skill and is becoming an integral part
of computing courses at all levels (e.g., [7, 9, 24, 34, 35, 38]). With
the growing necessity of programming skills in many disciplines,
instructors of computing courses must now determine how to best
form teams from an increasingly large and diverse pool of students.

Instructors can utilize criteria-based team formation tools such as
CATME [25] to keep pace with growing enrollments. When using a
tool, however, an instructor must decide how to prioritize the large
collection of criteria available in the tool for team formation. The
instructor could consult the literature to aid this decision and make
selections in the tool to diversify groups with respect to task skills
[19], gender [4, 44], or personality [28]. However, these choices
may not align with the preferences of those with the most at stake
in the process – the students – and the number of criteria available
in a tool is more expansive than what is covered in the literature.

Another technique, and the one we contribute to in this paper, is
for the instructor to gather student preferences for the composition
of a team, as prior work shows that increasing student agency
and ownership can improve learning outcomes [8, 10, 12, 18, 31].
An open question is which criteria do students prioritize for team
formation, to what degree do students agree with each other and the
literature, and how do students perceive taking ownership over the
team formation process. To address this gap, we build on theories
of crowdsourcing to gather and aggregate student opinions for the
magnitudes (priorities) and directions (grouping by dissimilar vs.
similar attributes) for criteria available in a team formation tool.

In our study, we implemented a learner-centered workflow and
deployed it in four instances of the same project-based user interface
design course taught in a computer science department. Students
selected a weight for each of 13 criteria nominated by the instructor
that might be valuable for team formation in the course. These
preferences were gathered through an online survey and aggregated
to form a final configuration of the weights that was entered into the
tool. In the most recent semester, students additionally participated
in an online peer discussion about their preferred weights and could
change their selections during the discussion period.

We present the criteria weights that were chosen by students in
each semester and analyze where students agree and disagree on
the criteria weights, how students prioritize the criteria, and what
students reported learning from the team formation process. Of
the 13 criteria nominated by the instructor for this course, students
wanted to be grouped with other students who shared similar levels
of course commitment and had compatible schedules for the project
work the most; by dissimilar demographic attributes next, and
by complementary task skills third. We also found that students
disagreed most on the weights for criteria such as GPA and Work
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Criterion Avg SP19 (N=32) FA19 (N=108) FA20 (N=106) SP21 (N=65)

Logistic

Schedule 3.8 (3.0) 4.1 (1.5) 3.8 (2.2) 3.9 (2.4) 3.8 (3.1)
Commitment 3.1 (4.0) 3.3 (4.4) 2.9 (3.4) 3.4 (2.8) 2.7 (2.1)

Leadership Pref. 2.1 (6.2) 0.8 (4.8) 1.9 (5.7) 2.3 (5.0 ) 2.7 (2.5)
Work Style 0 (10.7) 0.8 (8.6) -0.2 (7.6) 0.3 (8.8) -0.6 (8.2)

Leadership Role -1.5 (6.4) -0.4 (4.0) -1.5 (5.6) -1.7 (4.7) -1.8 (4.4)

Academic

English Proficiency 0.8 (8.5) 0.2 (8.9) 0.6 (7.1) 1.3 (6.4) 0.9 (4.9)
GPA 0.9 (6.5) 2.0 (5.4) 0.4 (6.2) 1.1 (5.0) 0.9 (2.2)

Writing Experience -0.8 (6.4) -0.5 (8.6) -1.2 (7.0) 0.6 (7.0) -1.0 (4.4)
Programming Exp. -0.8 (8.2) – -1.1 (6.0) -0.2 (6.8) -1.4 (5.9)

Design Exp. -1.5 (6.0) – -1.7 (4.8) -1.3 (4.8) -1.6 (4.2)
Area of Study -1.2 (7.6) – -1.4 (7.2) -0.8 (6.1) -1.3 (3.5)

Demographic Ethnicity/Race -0.9 (6.5) 0.2 (3.7) -1.4 (6.0) -0.9 (4.8) -0.5 (3.9)
Gender -1.3 (5.5) -0.9 (3.1) -2.0 (3.8) -1.6 (4.1) -0.1 (3.8)

Table 1: Mean (variance) of the student weights in four semesters of the user interface design course. The "Avg" column shows
the overall mean and variance. See [1] formore information about the criteria. The scale is from -5 (group by dissimilar, shown
in red) to 5 (group by similar, shown in blue), with 0 meaning to ignore the criterion. Due to a smaller size, SP19 had a slightly
different course format (same instructor) and set of criteria.

Style and found that the online peer discussion helped to increase
agreement for these criteria. We found the patterns in student
preferences to be consistent across the four instances of the course
in our study. The aggregated weights determined by the students
in each semester of the course are summarized in Table 1.

Our results make several contributions to computer science edu-
cation. First, we contribute a longitudinal dataset that instructors
can use as a starting point for configuring a team formation tool in
their own project-based design courses. Researchers can also use
the dataset to motivate future experiments to test how the criteria
preferred by students impact team effectiveness compared to the
criteria reported in the literature. Second, we propose a workflow
that allows students the opportunity to think and learn more deeply
about team formation and reach a consensus with their classmates
about the weights assigned to the criteria used by the algorithm. In-
structors can replicate our workflow to gather student preferences
for team formation in any course. Lastly, we offer implications for
instructors wishing to implement a similar workflow for gathering
student input for team formation in their courses. For example, we
suggest which criteria instructors should ask students to discuss
with each other and which criteria instructors could prioritize on
their own. We also discuss a few situations where an instructor
might intervene to revise the students’ choices or the tool’s output.

2 RELATED WORK
We situate our work with respect to the existing literature on team
formation and crowdsourcing in learning environments.

2.1 Team Composition and Criteria-based
Team Formation

Team composition has been shown in prior work to have important
impacts on team outcomes. For example, teams with more women
members have been found to have a higher collective intelligence
than those with fewer women [4, 44]. Among other factors, skill
diversity [19] and a balance of personality types [5, 28] have also
been shown to increase team performance. For this reason, criteria-
based approaches grounded in this literature form teams based on
characteristics of potential members, including skills, demographics,
and work habits and preferences. These teams have been shown to
outperform those formed by other methods such as self-selection
[6] and random assignment [44].

Algorithmic tools such as the Comprehensive Assessment for
Team-Member Effectiveness (CATME) Team-Maker [25], DIANA
[39], and groupformation.org [17], have become a popular way for
instructors to automate criteria-based team formation as course
enrollments grow and move online. These tools are grounded in
the large body of literature on team composition. However, the
existing literature often focuses on isolated experiments examining
the effects of a single criterion (or small combinations of criteria) at
a time, and often in organizations or simulated environments such
as controlled in-lab studies or crowdsourcing platforms rather than
authentic course settings [16, 23].

Some prior work has investigated incorporating preferences
of potential team members regarding their peers, or aspects of
their prior interactions, into the team formation process. For exam-
ple, previous studies have explored forming teams based on pair-
wise transactivity in discussion and deliberation activities [41, 42],
tie strength among members [33], and "speed dating" approaches
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where potential teammates meet and rate each other before teams
are formed [29, 30]. However, most of these techniques do not con-
sider which criteria for team formation are most meaningful to
students. Students have diverse opinions on what criteria should be
included in the team formation algorithm [11, 15]. Even if students
agree that a criterion is important enough to include, they may
still be divided on how important it is relative to other criteria or
whether similar or dissimilar students should be placed on the same
team [15, 20, 22]. Due to this variety of differing opinions, when
an instructor attempts to combine all student’s voices (e.g., by aver-
aging the criteria weights suggested by students), the result may
not accurately reflect the configurations meaningful to students.

Our work reports a longitudinal dataset with the weights stu-
dents prefer for 13 criteria for team formation, along with rationales.
These results create research opportunities to study gaps between
what the prior literature, instructors, and students prioritize. It
also reports a workflow that instructors can implement to gather
student input for prioritizing criteria for team formation and to
nurture consensus amongst the students.

2.2 Crowdsourcing in Learning Environments
Crowdsourcing aggregates individual work and opinions based
on the assumption that the combined localized knowledge of con-
tributors rivals that of experts [37]. Prior work shows successful
applications of crowdsourcing techniques in learning environments
(learnersourcing), where students can participate in meaningful
learning experiences for themselves and develop materials for other
learners [21], including feedback on design projects [13, 14, 26, 43]
and problem solving advice [32, 40].

Some research has investigated how learnersourcing can be used
to select and prioritize criteria for team formation. This approach
can enable students to have a stronger voice in the team forma-
tion process and help instructors to learn about what students
prefer for team formation and why. For example, Connerley and
Mael surveyed students to identify formation criteria that they
deemed important and assess the perceived invasiveness of each
[11]. Hastings et al. had students propose, discuss, and vote on cri-
teria that would be used to form them into project teams, and then
compared team outcomes and perceptions of the team formation
process to those experienced by students formed using the tradi-
tional instructor-led process [15]. However, these studies provide
limited insight into why students prioritize certain criteria over
others and why students want to be grouped with other students
who share similar or dissimilar values for these criteria (equating
to positive or negative weights in a tool like CATME).

In this paper, we contribute a workflow to learn about student
preferences and rationales regarding criteria weights for team for-
mation. We also contribute a longitudinal dataset showing student
preferences over four semesters of a course. Finally, we provide
implications for instructors and designers of team formation tools
regarding how to best elicit and incorporate student priorities into
the algorithmic team formation process.

3 RESEARCH QUESTIONS
In this study, we aim to answer the following research questions:

(1) What are the criteria and weights that are most valued by
students for team formation, and why?

(2) Which criteria do students agree on the most and least?
(3) How does incorporating an online peer discussion impact

student selections for the criteria weights?
(4) What do students learn from the team formation discussion

and what are their experiences with the process overall?

4 TEAM FORMATION TOOL
The course used the team formation tool CATME Team-Maker [2],
a representative criteria-based tool used in many courses at our
university. The tool can be configured to form teams using any
subset of the 27 predefined criteria, as well as instructor-defined
criteria. Prior to team formation, students complete an "About Me"
survey in relation to the criteria selected by the instructor in the
tool, including demographics and skill sets. The instructor then
reviews the survey responses to designate a weight (-5 to 5) for each
criterion indicating its relative importance (magnitude), as well as
whether students with similar (positive number) or dissimilar (neg-
ative number) responses should be grouped together. For example,
assigning a weight of 5 to the "Leadership Role" criterion strongly
prefers teams where students have similar reported preferences for
leading or following, whereas a weight of -3 would moderately pre-
fer teams where students have different preferences for leadership
role. A value of 0 tells the algorithm to ignore the criterion.

Once the instructor has configured the weights, the tool uses
a greedy randomized algorithm to generate the teams [1]. The
instructor can rerun the algorithm until they are satisfied with the
teams, at which time the tool will notify students via email of the
identities of their teammates and how to contact them.

5 METHOD
To answer our research questions, we developed a workflow that
allowed students to collectively determine the weights for a subset
of the criteria in CATME. Theworkflow consists of a student criteria
weight survey and an online peer discussion. These two elements
are not part of the CATME team formation tool. This study was
performed in a project-based design course in the computer science
department at our university and was approved by the IRB.

5.1 Team Formation Workflow
After completing the "About Me" survey in CATME, students had
one week to complete an online survey (a Google Form) where they
entered the weights they preferred for 13 criteria (see Table 1) the
instructor nominated for team formation. The survey explained
the scale for the weights by providing examples of how different
weights influence the algorithm. This informationwas also provided
in a lecture. Students were encouraged to think about what makes
a good team for the course based on the lecture content, their own
prior teamwork experience, and online research.

In the latest instance of the course, students followed the same
workflow, but also participated in a week-long online peer discus-
sion about the weights. Using a separate discussion thread for each
criterion, students explained the rationale for their selections for
three or more of the criteria that they cared most about. In each
post, students included their selected weight and their reasoning
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for the selection. During this time, they were allowed to revise their
preferred weights and view a visual summary of the class’ current
selections. Students were instructed to be attentive to criteria with
minimal peer agreement and those where their own selection dif-
fered from the selections of their peers. This workflow is based on
the Delphi method for building consensus [3, 27, 36].

5.2 Participants and Course
Students in the course were mostly 3rd and 4th year undergraduate
students in the CS department at the university. In the most recent
offering of the course (SP21), there were 98 students, of which 70
consented to to allow their data to be used in this study. Sixty-
five (65) of these students completed all of the team formation
activities. For the prior course offerings, data was collected for
instructional purposes and is reported in aggregate here, with IRB
approval. Students in all course offerings earned course credit for
participating in the team formation activities.

In the course, students worked in small teams (3-6 students) to
complete a 12-week user interface design project of their choice. The
project consisted of nine project deliverables, including a project
proposal, paper prototype, functional implementation, and user
evaluation. One deliverable was due each week of the project.
For example, one team developed a mobile application to facili-
tate planning social events for people who are remote or have re-
cently changed social contexts (e.g., people who recently graduated,
moved, or travel frequently). The project was worth approximately
50% of a student’s final course grade.

5.3 Procedure
At the beginning of the semester, students had several days to com-
plete the "About Me" survey in CATME. Students then participated
in the weight selection survey (and online peer discussion in SP21).
Once the weight selection period ended, the course staff determined
the final weights by calculating the median of student responses. In
some cases, the instructor made minor changes to reflect minority
voices or eliminate perceived redundancy between two criteria with
similar weights. For example, in SP21, he adjusted the weights of
Gender, Race/Ethnicity, and Major by one unit. This final configu-
ration was shared with the students, and the instructor explained
the changes he had made to the student chosen configuration.

In the most recent offering of the course, students also submitted
a Team Formation Experience Survey following the announcement
of the configuration. In this survey, students responded to Likert
items on a scale of 1 (Strongly Disagree) to 7 (Strongly Agree) as-
sessing their satisfaction with the team formation process (e.g. "The
final configuration...represented my own preferences"), how much
agency they felt (e.g., "I was able to affect the final configuration
of the criteria weights entered into the team formation tool."), and
how much they valued this agency ("I would have preferred that
the instructor determine the final configuration of the weights to
enter into the team formation tool without gathering my opinion.").

Students additionally wrote open responses explaining what
they learned from the team formation process and any changes
they made to their preferred weights and why.

5.4 Measures
The study had the following measures: student-generated weights
for selected criteria over 4 semesters, student rationales from the
discussion in SP21, and perceptions of the team formation process
and what students reported learning from the process in SP21.

The first two authors of the paper performed open-coding on
the student discussions and the open-ended responses from the
Team Formation Experience Survey to identify major themes.

6 RESULTS
In the next sections, we report the median of student responses in
the survey as "M=<val>", the number of participants whose com-
ments aligned with a theme as "N=<val>", and identify individual
participants with "P<x>". Students reported strongly caring about
how teamswere formed in the course (M=7) and reported preferring
to weight the criteria in the tool themselves rather than the instruc-
tor (M=2, inverted scale). Students perceived they affected the final
criteria weights (M=6), the weights represented their preferences
(M=6), and would result in good teams (M=6).

6.1 Patterns in Weights Over Time (RQ1&2)
A longitudinal dataset over four semesters of the user interface
design course is summarized in Table 1.

Schedule and Commitment were consistently the two criteria
that students wanted to prioritize the most for team formation (i.e.,
the highest magnitude for the weights). In both cases, students
wanted to be grouped with other students who reported similar
course commitment and availability (positive weight). Students ex-
plained this preference by noting that commitment was something
that would likely not change during the course, whereas other skills
could be gained over the semester.

The criteria where students preferred to be grouped by dissimilar
responses included Programming Experience, Design Experience,
and Leadership Role. Students felt programming and design were
important skill sets and felt "people who don’t know how to code
can at least have people with [the skill] in their team so they can
finish the project" (P1 discussing Programming Experience). For
Leadership Role, students cited how the criterion would influence
team dynamics: "A group should contain 1-2 leaders at most, since
otherwise there can be a lot of conflict within the group over project
design decisions" (P36 discussing Leadership Role). However, the
magnitude of the weights students preferred for these criteria were
not as high as for Schedule or Commitment, partly because students
wanted the algorithm to prioritize these other criteria.

Students ultimately did not highly prioritize Gender and Ethnic-
ity, although they did note the potential benefits of including them.
For example, P19, who identified as a woman, commented, "I do
feel more comfortable having another woman to advocate with on a
team since it makes it easier to speak up and be heard. A team where
women are greatly outnumbered has, in my experience, been just as
ineffective as a team with all men in terms of diversity value. I also
put down a score of [+1, mapped to CATME scale], since I don’t think
it should be an overbearing factor when there are other important
criteria such as skills, schedules, and commitment, but it should def-
initely be considered whenever possible." Others, who identified as
part of the majority with respect to these criteria, wished to abstain
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because "the minority should have the greatest impact" and therefore
voted neutral (ignore) hoping that "the votes that matter can make
a difference" (P45 discussing Gender).

Agreement (variance) on each criteria was similar in each semes-
ter of the course studied. Work Style, English Proficiency, Program-
ming Experience, Area of Study, and GPA had the most disagree-
ment (i.e. largest variance). For these criteria, some students were
concerned by the possibility of being the sole owner of a major task
(Work Style and Programming Experience) or by how the criterion
correlates with other attributes (GPA and Area of Study). Disagree-
ment on these criteria may indicate that students can benefit from
further discussion or instruction on how the configuration may
influence the team. In support of this argument, the variances for
GPA and Area of Study substantially decreased in SP21 when in-
cluding a discussion, relative to prior offerings of the course. Even
for criteria where the configuration was not impacted by the dis-
cussion, students did have the opportunity to listen to others about
their perspectives and progress towards consensus.

6.2 Discussion and Voting Behavior (RQ3)
Students made a total of 264 posts in the online discussion describ-
ing their rationale for the weight they chose for each criterion (see
Figure 1). 65 students submitted the voting survey a total of 104
times. 24 students changed their preferred configuration, sometimes
more than once (a total of 39 times). See Figure 1 for a breakdown
of voting changes by criteria.

The most frequently discussed criterion was Programming Ex-
perience (33 posts), but the logs showed that only eight students
actually changed their vote. It is not clear why students did not
change their vote, but it could be that the arguments were not
compelling enough to change one’s mind. This interpretation is
supported by the fact that Programming Experience had one of the
highest levels of disagreement among the criteria (variance=5.9).
The least frequently discussed criterion was Work Style (12 posts).
This criterion also had the fewest configuration changes and the
most disagreement (variance=8.2).

In the Team Formation Experience Survey, 33 students reported
that they had changed their vote and 26 reported not changing 1. 52
students provided an optional explanation of their reason for chang-
ing or not changing their vote. The first two authors performed
open coding on these explanations and found that 29 students stated
they gained new perspectives from the discussion, 10 engaged in
personal reflection, and 2 performed independent research that
supported their changed vote. A further 4 students explained that
they did not change their votes because their original opinion was
reinforced by the discussion.

6.3 Learning about Team Formation (RQ4)
Students reported in the Team Formation Experience Survey that
participating in the decision process for the weights prompted
them to think about what makes a good team (M=6, on a scale of 1
(Strongly Disagree) to 7 (Strongly Agree)). Students explained that
they learned about new perspectives from the discussion (N=24,
e.g. "By discussing with other classmates, I see their opinions and
realize something I didn’t consider before."–P10) and reflected on
1Note, the self-reported count of changes does not match the observed count.

Figure 1: The number of comments students posted in the
discussion thread for each criterion and the number of times
a student changed the weight of a particular criterion.

their personal values for teamwork (N=23, e.g. "I asked myself what
is the most important thing I value when forming a team."–P8). They
also thought about how to become a better team member (N=15,
e.g. "I realized that there were qualities...that I personally didn’t think
or care about that others thought were significant. This makes me
think more about how I might be perceived as a team member."–P35).
These results show that the discussion impacts student preferences
and can help students think more deeply about team formation.

7 DISCUSSION
This paper implemented a technique for gathering student pref-
erences for configuring the inputs to a grouping algorithm. The
results extend prior work by reporting student preferences for both
the magnitudes (priorities) and directions (group by dissimilar vs.
similar attributes) for 13 criteria in a team formation tool [11, 15].

We find students consistently agreed on the weights for Schedule
and Commitment over time. Students noted that these criteria are
especially beneficial for improving team dynamics and the ability
to get things done. The preference to form teams based on com-
mitment level is interesting, because the effects of this criterion
have not been studied in depth in prior literature, to the best of our
knowledge, and may be difficult to emulate in a controlled study.
Future field experiments are needed to test how Commitment in-
fluences team outcomes relative to other criteria.

Our results additionally show that some criteria studied in prior
work such as Gender [4, 44] are prioritized lower by students (even
some women) in favor of logistic criteria like Schedule. This may
indicate that students are not aware of the literature or the crite-
rion’s impact on team dynamics and outcomes, or that the affected
students believe that grouping by these criteria will not result in an
improved team experience in this context. Instructors could provide
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additional instruction on these topics or could select these weights
themselves. However, in the latter case, instructors should clearly
explain to students the rationale behind the decision.

Students disagreed most on the following criteria: Work Style,
English Proficiency, Programming Experience, Area of Study, and
GPA. For Programming Experience, there appeared to be a deeper
underlying issue regarding concerns about work distribution on
the team. For GPA, Area of Study, and English Proficiency, students
had varying opinions on what the criterion represents or measures.
Work Style was not a popular discussion thread for students (only
12 posts), so it is unclear why variance was so high for this criterion.

Our results demonstrate that including an online peer discussion
improves student agreement in some cases. For example, discussing
GPA and Area of Study reduced the variance in the weights for
these criteria compared to semesters where there was no discussion
(see Table 1) . However, the discussion by itself may not be sufficient
to fully resolve disagreements, and more scaffolding might be nec-
essary. For example, for Work Style, there was still high variance in
the weight for that criterion even after introducing the discussion.
Instructors may wish to encourage students to focus their discus-
sion on criteria where the variance decreased after introducing
the discussion (e.g., GPA) or criteria where students continue to
disagree (e.g., Work Style) to offer additional learning opportunities.

While students reported gaining new perspectives from their
peers by reading other posts in the discussion threads, students did
not change their preferred weights as frequently as we expected.
In the Team Formation Experience Survey, 33 students reported
changing their weights, but our data indicates only 24 students
resubmitted the weights survey. This outcome is likely due to the
fact that revising the weights in the survey was optional whereas
a strict implementation of the Delphi method would require all
students to revise the weights in stages [3]. Future work could
study gathering student preferences with a staged workflow.

Instructors could also explore additional variations of the work-
flow when implementing it in their own classes. First, in our im-
plementation of the discussion, students started with an empty
discussion thread for each criterion. It might be useful to seed the
discussion with comments or preferred weights from previous years
or the literature to prompt responses from the current students.
Next, students were required to provide a weight for all the criteria.
This had the consequence that students had to provide a prefer-
ence even if they didn’t want their opinion to count for a specific
criterion. For instance, for the criteria regarding demographic at-
tributes, some students who identified with the majority wished
to abstain so that those in the minority could influence the criteria
weight the most. Students therefore elected to "ignore" the criteria
(i.e. 0 weight) which affected the magnitude of the final weights
rather than having the desired effect of amplifying the choices of
the minority. Instructors can consider allowing students to abstain
from choosing the weights for specific criteria. An instructor should
also review the results for the criteria that will mostly affect the
students typically under-represented in computing courses (e.g.,
the impact of Gender on women and the impact of Ethnicity / Race
on students of color). In these cases, the instructor may need to
revise the configuration to reflect the opinions of these students
or discuss with these students directly which types of teams they
might be most compatible with and then tweak the tool’s output.

8 LIMITATIONS
This work has several limitations. First, two semesters in our dataset
(FA20, SP21), the latter of which included the peer discussion, oc-
curred during the pandemic and the course was taught using an
online synchronous conferencing tool. While we did not observe a
shift in the weights preferred by students, it is an open question how
student opinions may change as we emerge from the pandemic. For
example, students may now have a different perspective about the
necessity of meeting with their team in-person. Additionally, this
work was conducted in the context of a single project-based design
course in CS. Further work is necessary to determine whether the
dataset reported in this paper generalizes to different courses, dis-
ciplines, and modalities. Finally, we measured student preferences
with the team formation process at the beginning of the semes-
ter. These preferences could change over time as students get to
know their team and project. Future work can investigate how the
preferences match with project outcomes or peer evaluations or by
surveying students at different milestones in the course how they
feel about their team and its composition.

9 CONCLUSION
When using a team formation tool, an instructor must decide the
inputs for the grouping algorithm. This paper presents a workflow
that allows the instructor to give students ownership over the tool’s
configuration by asking students to complete an online survey
mimicking the same criteria weight choices the tool presents to the
instructor and entering the aggregated weights in the tool. From
implementing this workflow in four semesters of the same project-
based course, we found that students made reasonable, consistent
choices for weighting the criteria and reported preferring to weight
the criteria in the tool themselves rather than the instructor. We
also found that students generally wanted to be grouped with other
students who shared similar course commitment and availability
for project work the most; by demographic attributes next, and then
by complementary task skills. Adding an online peer discussion
will help students agree on the weights for some criteria and can
provide an opportunity for students to think more about and learn
how the composition of a team relates to its effectiveness. We hope
the findings presented in this paper contribute to a future where
students take ownership of the algorithmic tools used to group them
into teams, are grouped into teams where they can best utilize their
knowledge and skills, and have a successful learning experience.
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