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Geometric quantum gates are often expected to be more resilient than dynamical gates against
certain types of error, which would make them ideal for robust quantum computing. However, this
is still up for debate due to seemingly conflicting results in the literature. Here we use dynamical
invariant theory in conjunction with filter functions in order to analytically characterize the noise
sensitivity of an arbitrary quantum gate. For any control Hamiltonian that produces a geometric
gate, we find that under certain common conditions one can construct another control Hamiltonian
that produces an equivalent dynamical gate with identical noise sensitivity (as characterized by the
filter function). Our result holds for a Hilbert space of arbitrary dimensions, but we illustrate our
result by examining experimentally relevant single-qubit scenarios and providing explicit examples

of equivalent geometric and dynamical gates.

I. INTRODUCTION

One of the biggest roadblocks in quantum computing
is developing techniques that enable control of quantum
information under a certain error threshold [1]. Among
the plethora of potential candidates for robust quantum
control, geometric quantum computation (GQC) [2—4]
stands out owing to its elegant formulation in terms of
concepts from differential geometry and topology. Put
simply, a geometric quantum gate is a type of quan-
tum gate for which it is possible to attribute a geomet-
ric interpretation to the accumulated phase. The usual
paradigm is to generate a desired quantum gate in a basis
of cyclic states. After an adiabatic [5] or nonadiabatic [6]
cyclic evolution, these states accumulate a phase that
depends on the qubit’s spectrum. If the computational
basis is encoded in an energetically nondegenerate (de-
generate) subspace of the total Hilbert space, the com-
putational basis accumulates an Abelian (non-Abelian)
phase [7, 8]. This phase can be decomposed into a dy-
namical and a geometric component. A geometric gate
is naturally produced when the dynamical component of
the total phase is trivial, though that condition is not
necessary [9]. Further extension to noncyclic evolution
has also been made [10]. Experimentally, geometric gates
have been realized in nuclear magnetic resonance [11-13],
trapped-ion [14, 15], solid-state [16—-21], and supercon-
ducting qubits [22-26]. In certain cases, the underlying
topology of the Hilbert space can give rise to a topo-
logical geometric phase [27-29]. For instance, whereas
a nontopological adiabatic geometric phase depends on
the cyclic path taken in the system’s parameter space,
a topological one depends only on whether the path en-
closes a nontrivial topological feature (e.g., a hole or a cut
in parameter space). Such topological phases can emerge
in 5/2-fractional quantum Hall systems [30] or semicon-
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ductor nanowire structures hosting Majorana zero modes
[31, 32]. In this work, we restrict our considerations only
to conventional systems with nontopological type of ge-
ometric phase.

The primary motivation for using GQC is the expec-
tation that geometric gates are intrinsically more robust
than dynamical gates. More rigorously, geometric gates
are known to be robust against noise that only affects
the rate at which the cyclic evolution path is traversed
but not necessarily against noise that deforms the cyclic
path [33]. However, geometric gates are often consid-
ered to be generally superior to dynamical gates by the
reasoning that, since geometric phase is a global feature
of quantum evolution, it must be intrinsically resilient
to noise that only generates local perturbations in the
system’s evolution path [4, 34]. Thus, a majority of the
effort on GQC focuses on finding experimentally feasi-
ble ways of eliminating dynamical phase contributions
in a gate. Numerous studies on geometric gates, both
theoretical [2, 33—44] and experimental [25, 45, 46], have
shown evidence to support the robustness claim. How-
ever, there are also studies that report control situations
in which geometric gates are not intrinsically more robust
than dynamical gates [33, 47-50] and, in certain scenar-
ios, their sensitivity to noise deteriorates [37, 51-54].

Here we investigate the robustness of geometric and
dynamical gates against coherent control parameter
noise. We use dynamical invariant theory [55] in con-
junction with filter functions [56, 57] to analytically char-
acterize how noise sensitivity changes with the type of
accumulated phase. We show that for any geometric
gate it is possible to find, under certain common con-
ditions, an equivalent gate with the same filter function
but with a phase whose nature can be continuously var-
ied from purely geometric to purely dynamical. In other
words, we show within our framework that noise robust-
ness and phase type are independent properties. This
contradicts any naive expectation that geometric gates
should generally be superior to dynamical gates. Our
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analysis applies equally to adiabatic and non-adiabatic
geometric gates. We explicitly demonstrate our result
in experimentally relevant single-qubit cases, including
both Abelian and non-Abelian geometric gates. We also
discuss how the presence of control constraints can break
this equivalence of geometric and dynamical robustness
capability and give rise to preferential phase robustness.
Our result may reconcile decades of seemingly contradic-
tory claims on geometric gate robustness within the lit-
erature. Furthermore, our result calls into question the
primary motivation for using GQC.

II. THEORY
A. Dynamical invariants

We begin by briefly describing how a geometric gate is
generated. We temporarily restrict our attention to the
Abelian case. A natural framework for considering geo-
metric phase is through the theory of dynamical invari-
ants [55, 58]. Although dynamical invariants have previ-
ously been used in the context of quantum control [59-
65], in this work we only use them as a convenient way to
describe the dynamical and geometric phases. Consider a
qubit system whose evolution is governed by some Hamil-
tonian H(t). A dynamical invariant I(¢) is a solution to
the Liouville-von Neumann equation

I(t
20 ), 1) =0, )
where we use units such that A = 1. The eigen-
vectors |¢,(t)) of I(t) are related to the solutions of
the Schrodinger equation by a global phase factor, i.e.,
[Yn(t)) = e ¢, (1)), where a,(t) are the Lewis-
Riesenfeld phases given by [66]

an(t) = ang(t) + an,a(t), (2)

g (£) = / (On(®)iBu o) A, (3)
amalt) = - / (Gn O HE) o) ', (4)

with the subscripts g and d denoting the geometric and
dynamical phases, respectively. We fix the U(1) gauge
freedom on our choice of |¢,(t)) by setting |¢,(0)) =
|¢n(T)), where T is the gate time. This particular choice
is consistent with Berry’s adiabatic geometric phase [5]
and generalizations thereof [6, 7, 67]. One can show
that, unlike the dynamical phase that generally de-
pends on T, the geometric phase is independent of T
and is completely determined by the underlying geomet-
ric/topological property of the evolution path in Hilbert
space. Within this framework, the evolution operator
U(t) can be expressed as

Ze“"” [6n(8)) (¢ (0)] - ()

A geometric gate is produced if the final accumulated
dynamical phase is trivial, which can be ensured by, for
example, carefully choosing the Hamiltonian so that the
integral in Eq. (4) vanishes or by using composite pulses
[68].

B. Filter functions

The robustness of a gate can be quantified using filter
functions [56, 57|, which provide a convenient method
of quantifying the gate fidelity’s susceptibility to noise
of a given spectral composition. We limit our analysis
to first-order filter functions, which means that we only
consider weak and wide-sense stationary noise processes.
A noisy su(N) Hamiltonian can be decomposed as

H(t) = Hc(t) + He(t)v (6)

where H.(t) is the ideal deterministic control Hamilto-
nian and H.(t) is the stochastic error Hamiltonian,

= 55,0y Re(t)] - o, (7)

where g indexes a set of uncorrelated stochastic variables
dq4(t), xq is the vector describing the first-order sensitivity
of the control Hamiltonian to d,(¢), and o is a vector
comprising the N2 — 1 traceless Hermitian generators of
su(N). Most commonly the sensitivity vector x4 is of
the general linear form

Xq [hC(t)] =aq + M, (t)hc(t), (8)

where a, is independent of the control (i.e., additive
noise) and M, is likewise a real matrix accounting for
sensitivity linearly proportional to some subset of the
control (e.g., multiplicative noise). We assume this form
for the remainder of the paper.

For sufficiently weak noise, we can compactly express
the ensemble-averaged gate infidelity as

1 oo
~ 27_‘_;/00 dw Sy(w)Fy(w), (9)

where S,(w) denotes the power spectral density for the
stochastic variable J,(¢) and F,(w) is the corresponding
filter function. This is true only when the Magnus ex-
pansion of the evolution operator converges and higher-
order noise contributions to the average gate infidelity are
negligible [56]. Fortunately, these conditions can be eas-
ily satisfied in a well-prepared system such as in many
state-of-the-art quantum devices that routinely achieve
gate fidelities above 99%. Thus, it is safe to focus only
on the first-order term.

Denote the N x N unitary evolution operator generated
by the control Hamiltonian, H., in the absence of noise
as the time-ordered exponential

Ho(t) = he(t) - o

U.(t) = Te—ifo dt'He(t') — ~i0(t)-0/2 (10)
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FIG. 1. A schematic diagram summarizing our main result. The qubit’s state is manipulated by applying control fields, e.g.
using an arbitrary waveform generator (AWG), that are subject to some noise process (schematically represented here by a
demon). The control fields determine an object called a filter function that characterizes the control’s sensitivity to noise.
In this diagram, the control is robust since it suppresses the effects of noise. Geometric gates are often expected to be more
robust against noise than dynamical gates due to the geometric properties of their phase. Our main result shows that, for
common types of noise in the absence of control constraints, one can actually construct different control fields that produce
evolution paths with accrued phases ranging from purely geometric to purely dynamical that all result in the same gate and

noise sensitivity.

We can also represent U, via its adjoint representation,
R, defined through

U.(z-0)Ul =(Rz) -0 = Ri; = tr(o;U.o;Ul)/N.
(11)
For example, in the case of N =2, R(t) = exp (0(t) - L),
where L is the vector of generators of s0(3) isomorphic
to o. In general, the filter function can be interpreted
geometrically as the magnitude of a complex vector

Fy(w) = R(w) - R(w)", (12)

R(w) = /0 RT(t)xq [he(t)] e ™ dt. (13)

C. Geometric and dynamical gates with identical
filter functions

For any control scheme h.(t) that generates a gate ge-
ometrically, we now derive conditions under which there
exists a different control h.(t) that generates the same
gate dynamically with an identical filter function. To
this end, we calculate the filter function of two differ-
ent control Hamiltonians, H.(t) and H.(t). Since for
any arbitrary pair of time-dependent Hermitian opera-
tors H. and H. one can define a unitary V' = V1V, where
Vi = —iH. Vi and V5 = +iH_.V5, the two can be related
without loss of generality via a quantum canonical trans-
formation

H.=VHV!—ivvT (14)

Note that we are not invoking a frame transformation
here—indeed, the whole Hamiltonian is not subject to
this transformation, only the control part—we are only
using a convenient mathematical way to encapsulate in
V the difference between any two control Hamiltonians
within the same frame. The geometric and dynamical
phases produced by the two different control fields differ
by a shift that is easily expressed in terms of V' [58, 69]:

Qg (t) = . o(t) + /Ot <¢n(t’) wviv

¢n(t/)> dt’, (15)

vy

t
Gnd(£) = Cna(t) — /0 (8u@)|iV1V]6u(t)) ar. (16)
We emphasize again that, although it is well known [69—
71] that a frame transformation leaves the total Lewis-
Riesenfeld phase invariant while shifting the dynamical
and geometric phases, we are merely noting that different
control Hamiltonians within a fixed frame generally have
different dynamical and geometric phases and the differ-
ence is elegantly quantified in terms of the relationship
V between the Hamiltonians. As we return to below, the
noise model of Eq. (8) remains fixed, as it must in a fixed
frame. ~

The control evolution operator induced by H. can
be written in terms of that induced by H. as U.(t) =
V(t)U:(t)VT(0). Likewise, the adjoint representations of
the evolutions can be related, denoting the adjoint rep-
resentation of V' as @, as

R(t) = Q(t)R(t)QT(0). (17)

Our goal now can be stated as finding two different con-
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FIG. 2. An illustration of a dynamical invariant eigenvector’s evolution along the Bloch sphere for the geometric X% gate (left)
and the dynamical Xz gate (right). The path is traversed twice and its orientation is determined by the color gradient that
begins with red and ends with blue. We see that |¢4(t)) traces out a loop with nonzero area in the geometric case. In contrast,

the loop in the dynamical case encloses zero area.

trol Hamiltonians in the same frame that satisfy three
conditions.
1. The same final gate is produced for both control
Hamiltonians, U.(T) = U.(T).
2. A geometric phase is traded for a dynamical one
via Egs. (15)-(16).

3. The relevant filter function(s) produced is (are) the
same for both control Hamiltonians.

We can satisfy the first condition by requiring that
V(0) =V(T) =1 and likewise for Q. The second condi-
tion can be satisfied by finding a () such that a geometric
evolution R(t) is related to a dynamical evolution R(t)
by Eq. (17). The third condition can be satisfied if, for
a given noise source dy, the integrands in Eq. (13) are
equal; i.e., combining with Eq. (17), it suffices that

QU)X [he®)] = x4 [Re(0)] (18)
Note that the sensitivity vector x, has a fixed functional
dependence on its control input. (If we were making a
frame transformation, this term would be transformed in
the same way as the control Hamiltonian.) This reflects
the fact that the underlying noise mechanism is fixed by
the physics of the device, and is not under the control
of the user. As an example, if we have some control
field hy(t) with an error model hy(t) — hy(t)(1 4 61(8)),
then any other choice of that control field must have the
same noise dependence: hi(t) — hi(t)(1 + d1(t)). More
generally, the sensitivity vector is simply evaluated as a
function of the new control input

he(t) = Qt)he(t) + ho(t), ho.i(t) = tr(—iQQTAi> /N,
(19)

where A is the (N2 — 1)-dimensional vector of generators
of su(N) isomorphic to o. In conjunction with Eq. (18),

this yields the condition

QT()ay + QT() M, (1) (Q(t)he(t) + ha(t))

= ag + M,()he(t). (20)

If we can find a Q(t) that satisfies Eq. (20), we will have
two Hamiltonians that result in identical gates and filter
functions but with different phase types. This simple fact
is the crux of this paper. We present in Fig. 1 a schematic

diagram that summarizes our main result.

While the existence of a solution to the nonlinear
Eq. (20) is not obvious, we simplify by taking the more
restrictive condition that the first (second) term on the
lhs must separately equal the first (second) term on the
rhs. Thus, one should choose Q(t) such that i) aq is
an eigenvector of Q(t), ii) [Q(t), M,(t)] = 0, and iii)
hg(t) is in the null space of M,(t). Parameterizing as
Q(t) = T exp{ [ w(t) - Adt}, these conditions become i)
wi(t) = 0 if ag € ColAy, ii) [w(t) - A, M,(t)] = 0, and
iil) w(t) € null M, (¢). In practice, it is typically easy to
satisfy these conditions.

III. EXAMPLES
A. Abelian case

To illustrate, consider a single qubit under a generic
su(2) control Hamiltonian

(21)
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FIG. 3. A plot of the control parameters that generate an
Xz gate. The subscript “g” (“d”) denote the control param-
eters that generate a geometric (dynamical) gate. The values
are normalized by Qe which denote the maximum value of
Qg4(t). Note that Q4(t) = Qq(t) and that Ay(t) is non-trivial.

This form is pertinent to a variety of qubit implementa-
tions such as superconducting qubits [72], quantum dot
spin qubits [73], and NMR qubits [74] to name a few,
corresponding to the rotating-wave approximation for a
two-level system driven by an oscillating field with am-
plitude Q at a carrier frequency detuned from resonance
by A, and with phase . Suppose that this qubit is sub-
ject to independent additive fluctuations in the resonance
frequency, A — A + Ja, and in the phase, ¢ — ¢ + 0,
as well as multiplicative amplitude noise, Q — Q(14dq),
i.e., in terms of Eq. (8),

1
aan = 52, Ma =0, (22)
1,.. .
a,=0, M,= 5 (92" — :L'yT) ) (23)
1, .
ag =0, M= 3 (22" + ny) . (24)

Note that this noise model encompasses most, if not all,
scenarios treated in the literature of nonadiabatic geo-
metric gates.

The three flavors of Eq. (20) corresponding to ¢ =
A, p,Q are all satisfied by choosing Q(t) = e*4= (and
hence hg = ©(t)2/2) where A, is the z-rotation gener-
ator in s0(3) and v(t) is any function satisfying v(0) =
v(T) = 0. Thus, for any geometric gate produced by a
particular choice of Q(¢), ¢(t), and A(t) in Eq. (21), one
can implement the same gate with identical robustness
by using the modified control

1 [ $2(t) cos(ep(t) + (1))
he(t) = 5 | Q) sin(p(t) + v(1)) (25)
A(t) + v(t)

and the free parameter v(t) allows a way to tune the
nature of the Lewis-Riesenfeld phase as indicated in
Egs. (15) and (16).
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FIG. 4. A comparison of the geometric and dynamical phases
generated by the state |¢4(¢)). The variables with (without)
tilde correspond to the dynamical (geometric) Xz gate.
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FIG. 5. A comparison of the geometric and dynamical X =
gate filter functions for additive dephasing and multiplicative
amplitude noise when Q. = 1. We verify that the two
control Hamiltonians produce the same filter functions.

1. Orange-slice scheme

We now provide explicit examples of matching the
noise sensitivity of a geometric gate with an equivalent
dynamical gate. We begin by considering the Abelian
geometric gate proposed in Ref. [75]. The dynamical in-
variant eigenstate traces out an orange-slice path along
the Bloch sphere (see Fig. 2), and the geometric phase
is equivalent to half the enclosed area [3]. We present in
Egs. (26)-(28) the corresponding control constraints in



terms of the Hamiltonian of Eq. (21) with A(¢) = 0:

Th

te 0,71 Qdt = 6 @:n—g (26)
0
Ts T

t € [T1,Ty] / Qdt = <P:77+’Y+§a (27)
T
lT i

te [T, T / Qdt =m—6 p=n=75- (28)
T>

We denote the generated evolution operator by Upy(t) =
e’ where n = (sin f cos ¢, sin @ sin , cos ). We can
produce a two-part composite gate that suppresses addi-
tive dephasing (A — A + 0a) and multiplicative am-
plitude noise (2 — Q + doQ2) by applying the same
evolution twice [42]: U(2T) = UZ(T). We target a
geometric Xz gate which can be achieved by setting
v=—5%,0 =7, and n = 0. We assume the pulse shape
Q(t) = sin® (wt/7) where 7 is the length of the relevant
time interval. To generate its purely dynamical equiva-
lent, we use the modified Hamiltonian of Eq. (25) with
an arbitrary choice of v(t) = csin? (nt/T), numerically
tuning ¢ until the geometric phase is zero, which occurs
at ¢ =~ 0.461875. We present in Fig. 3 a plot of the con-
trol parameters for both geometric and dynamical Xz
gates. We use Eqs. (3) and (4) to verify that the modi-
fied Hamiltonian produces a purely dynamical gate. The
dynamical invariant eigenvectors |¢4(t)) are determined
using the inverse engineering scheme in Ref. [59]:

cos (L2 exp (—i
(Zm)(g) BN )
sin (%

o-(th) = | cos (%t)) exp (iB(t))

Here the parameters v and 3 obey the coupled differential
equations:

¢+ (t)) =

(30)

¥ =-Qsin(B-¢), (31)
B=A—Qcotycos(f— ). (32)

We set the boundary conditions so that (0) = 7 and
B(0) = 0, which corresponds to an eigenvector of Xx.
The effect of this evolution on |¢4(t)) is shown in Fig. 2.
Finally, a comparison of the geometric and dynamical
phases for both gates is shown in Fig. 4 and their cor-
responding filter functions for dephasing and amplitude

noise in Fig. 5.

2. Inverse engineering with optimal control

Next, we consider the case of a nonadiabatic Abelian
geometric gate that is produced using Hamiltonian in-
verse engineering and optimal control theory [76]. Sup-
pose that we target a T-gate (Z= ) as in Ref. [76]. The op-
timized inverse-engineered control parameters are given

by
ae_ ¥
sin (8 —¢)’ (33)
@ = [ — arctan (; cot 7) ) (34)
A =0, (35)

which depend on the piecewise-defined functions «y(¢) and
B(t) that satisfy

te[0,T/2]: ~(t) = nsin®(nt/T), (36)
Bt) = —gcos (;T cos (2T7rt>) , (37
te[T/2,T]: ~(t) = msin®(xt/T), (38)

B(t) = —gcos (;T cos <2T7Tt>) + g(.

The gate time is T = \577”2, where Q,ax 1S the maximum

value of Q(t). To genera%cxe its purely dynamical equiva-
lent, we again use the modified Hamiltonian of Eq. (25)
with an arbitrary choice of v(t) = csin (2£), numerically
tuning ¢ until the geometric phase is zero, which occurs
at ¢ =~ 0.220530. We set the boundary conditions so that
~v(0) = B(0) = 7 which corresponds to an eigenvector
of Zz. The effect of this evolution on |¢, (t)) is shown
in Fig. 6. We present in Fig. 7 a plot of the geometric
and the dynamical T-gate’s control parameters. Finally,
a comparison of the geometric and dynamical phases for
both gates is shown in Fig. 8 and their corresponding fil-

ter functions for dephasing and amplitude noise in Fig. 9.

B. Non-Abelian case

We now extend this treatment to the non-Abelian case.
Unlike the Abelian case, where ensuring that the dynam-
ical phase is zero at the final time is a constraint on the
geometric pulse design, non-Abelian geometric quantum
computing typically encodes the computational basis in
an energetically degenerate subspace of the full Hilbert
space such that any dynamical phase is either automat-
ically zero at all times or can be treated as a global
phase factor. We generalize our previous framework
and denote the eigenvectors of I(t) by |¢n.q(t)) where
a € {1,2,...d,} labels the orthonormal basis vectors of
a d,-fold degenerate subspace corresponding to the n"
eigenvalue. The propagator of Eq. (5) generalizes to [58]

U =S thant) [bna(t)) (Gra(0)], (40)

n a,b=1
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FIG. 6. An illustration of a dynamical invariant eigenvector’s evolution along the Bloch sphere for the geometric T-gate (LEFT)
and the dynamical T-gate (RIGHT). The path orientation is determined by the color gradient which begins with red and ends
with blue. Just like in the previous example, we find that |¢4(¢)) traces out a loop with nonzero area in the geometric case

and zero area in the dynamical case.

t)T

FIG. 7. A plot of the control parameters that generate a
Z=z or T-gate. The subscript “g” (“d”) denote the control
parameters that generate a geometric (dynamical) gate. The
values are normalized by 2,4z which denote the maximum
value of Q(¢). We note again that Q4(t) = Qq(¢) and that
Ag4(t) is non-trivial.

where the eigenstates accumulate a non-Abelian phase

un (t) given by

U (£) = Tt Js An 8001 (1)
An;ab(t) = <¢n;a(t)|iat‘¢n;b(t)> ’ (42)
(43)

gn;ab(t) = - <¢n;a (t)|H(t)‘¢n;b(t)> .

Thus, if we again consider the effect of changing the
Hamiltonian as expressed by a quantum canonical trans-
formation (again, without loss of generality) via time-
dependent unitary V', we get expressions for the changes
in the geometric and dynamical components of the Lewis-

3%
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FIG. 8. A comparison of the geometric and dynamical phases
generated by the state |¢4(¢)). The variables with (without)
tilde correspond to the dynamical (geometric) T-gate.

Riesenfeld phase similar to Egs. (15) and (16)
bus(t)),  (44)

Gunlt)) . (45)

An;ab(t) = An;ab(t) + <¢n;a (t)‘iVTV
(ual|iVV

We note that the dynamical and geometric contribu-
tions to the phase are easily separable in the Abelian
case, as in Egs. (15) and (16). In the non-Abelian case,
the gate accumulates matrix-valued dynamical and geo-
metric phase components at each time step, as seen in
Eq. (41), which generally do not commute. Thus, the in-
separability of the phase’s time-ordered integral can lead
to nontrivial dynamical contributions even if the integral
of £(t) in Eq. (43) is zero. This is why purely geometric
non-Abelian gates are typically defined to have £(t) =0

5n;ab(t) = En;ab(t) -
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FIG. 9. A comparison of the geometric and dynamical T-
gate filter functions for additive dephasing and multiplicative
amplitude noise when Qe = 1. We verify that the two
control Hamiltonians produce the same filter functions.

within the computational basis [3, 77]. Therefore, to il-
lustrate that a non-Abelian gate is no longer purely ge-
ometric, it is sufficient to show that the transformation
V produces a nontrivial £ in Eq. (45). Specifically, it is
sufficient to show that gn;ab(t) # 0 where a and b index
the computational basis states.

On the other hand, it is possible to simultane-
ously diagonalize both matrices in special cases where
[A(t),£(t)] = 0 which allows the decoupling of the geo-
metric and dynamical phase contributions (for example,
in adiabatic non-Abelian geometric gates [8]). In such
cases, it is again straightforward to separate and tune
the two types of phase.

1. Nonadiabatic case

As an example, consider a three-level system in a A
configuration where the states |0) and |1) are coupled to
an excited state |e) [77]. The k < e transition (k =0, 1)
is separately driven by a laser pulse with fixed polariza-
tion and frequency. Following our notation in Eq. (7),
the system-laser interaction is described by the following
rotating-frame Hamiltonian belonging to an su(3) alge-
bra:

0
0
Bo=dy
Q(t) cos () sin (¢
o= | (gt [
—Q (1) cos (£) cos gg)
Q¢ s12(§2 cos (%)
23

Here 6 and ¢ are fixed angles that describe the relative
strength and relative phase of the k <> e transitions, Ay

are detunings that can be independently varied, Q(t) de-
scribes the pulse amplitude envelope, and o is chosen
to comprise the Gell-Mann matrices. If we impose the

constraint that fOT Q(t)dt = 7 and drive the qubit at
resonance (Ag = 0), the evolution produces a purely ge-
ometric gate that, when projected in the computational
space spanned by {|0),|1)}, yields [77]

cos

projyjo), 1y [U(T)] = <ew sin 0

e " sin 9) (47)

—cosf

It is possible to generate any single-qubit operation by
applying Eq. (47) with different values of 6 and ¢.
Suppose that this qubit is subject to independent addi-
tive fluctuations in the laser detunings, Ay — A + 04, ,
in their relative strength, 8 — 6+ dy, and in their relative
phase, ¢ — ¢ + d,, as well as multiplicative amplitude
noise, @ — Q(144q). Then, in terms of Eq. (8), we have

iy
(G,Ak)i = (71)]67751‘73 + %571,87 MAk = O, (48)
ag =0, Mo=FEis+Es5+ E¢e+ E77, (49)
1
ag=0, My= 3 (Es7— E75+FEsa—Es6), (50)
1
a,=0, M,= 3 (Esa—Es5+Es7— E76), (51)

where F; ; is a square matrix with value 1 at position
(i,7) and zeros elsewhere [78]. It is straightforward to
verify that the transformation Q(t) = e*®4s where the
A; are the adjoint representations of the Gell-Mann ma-
trices [79], uniquely satisfies all the previously specified
criteria. (If any one of these noise sources is irrelevant,
there is more freedom in the transformation.) Thus, for
any non-Abelian gate produced by a particular choice of
0,p, and Q(t) in Eq. (47), one can implement the same
gate with identical robustness using the modified control

0
0
Ag— 1+y (t)
Q(t) cos “H_”(t)) sin (%)
he(t) = | @ (t)sin (252 ) sin (4) (52)
—Q (t) cos (“H”(t) os (%)
Q(t) sin <¢+,, ) cos (%)
Ao+A,
2v3

where the free parameter v(t) breaks the degeneracy of an
equal-detuning setting, and similar to the Abelian case,
provides a way to tune the nature of the Lewis-Riesenfeld
phase as indicated in Egs. (44) and (45).

As previously mentioned, we need only show that our
transformation yields &,.q5(t) # 0 within the computa-
tional subspace to guarantee that the gate is no longer
purely geometric. Since H(t) commutes with itself at all
times, we can calculate the resulting evolution operator



U(t) analytically

0
0
0

cos (&) sin (£

U(t) = exp | —iQ(t) sin ((g,)) sin éé; co|, (53)
—cos (£) cos gg)

sin (£) cos (§)

0

where we define Q(t) = fot Q(s)ds. We note that a dy-
namical invariant can be constructed by using the cyclic
states of U(T) as its eigenbasis [58]. To proceed, we first
compute the eigenvectors and eigenvalues of U (t):

e_’% CcOos (g)

A(t) =1 IA1(t)) = [ €% sin (%) , (54)
0
| ()
Ao (t) =D Pa() = —= —e'%cos (%) | (55)
1
_ | (et sin ()
Mol =0 () = o= | eFeos(8) | 50)
1
—2cos(0)V(t)

1 =
Et) = 1l sin (0) /() (1 + e~ 729
—sin (0) V/(t) (1 — =290

Since & (t) is nontrivial in the computational subspace,
then the gate U(T) must not be purely geometric by
definition, though its filter function is the same as U(T).

2. Adiabatic case

We next consider the case of an adiabatic non-Abelian
geometric gate. Specifically, we consider a four-level sys-
tem with three ground or metastable states coupled to
a single excited state as in Refs. [80, 81]. The system is
controlled using three distinctly polarized and resonantly
driven lasers that, in the rotating frame, yield the control
Hamiltonian

o OO

ﬁc(t) = Q(t) cos p(t)sinb(t) |’

Q(t) sin p(t) sin 6(t)
Q(t) cos H(t)

—~—~

—sin (0) V/(t) (1 + ei2§(t))
2 cos(6) cos?(Q(t))v/'(t)
—4Q(t) + i cos (9) sin (2Q(t)) v/ (t)

The cyclic states |¢;(t)) of U(T) are linear combinations
of [A;) up to global time-dependent phase that we choose

so that |¢;(0)) = |¢:(T)):

61()) = M (1)) (57)
‘¢2 (t)) — eiﬁ(t) A2 (t) ‘)‘2 (t)>\;§)\3 (t) |/\3 (t)> , (58)
a(t)) — 0220 o) F X D)

V2

Consequently, we can define a dynamical invariant as
I(t) =3, ci |oi(t)) (¢i(t)|, where the ¢; are arbitrary con-
stants. Using the eigenvectors of I(t), we can calculate
the change in the dynamical phase contribution under
the transformation V = e~ #“5" s (or, equivalently, by
Q = e¥(¥1s in the adjoint representation) using Eq. (45):

—sin (0) v/ (t) (1 — ei2ﬁ(t))
—4Q(t) — i cos (9) sin (2Q(t)) v/(t)
2 cos(0) sin® (Q(t)) v/ (t)
(60)

(

where 6 controls the relative strength between the lasers,
¢ controls their relative phases, and o is chosen to com-
prise of the s0(4) generators

e1 =1i(F21 — E12),
es =i(E392 — FEa3),
es = Ey2 + Eo 4,

es = 1(Es1 — Ev3),
es = FE41+ FEq4, (62)
e = E43+ E34.

We assume for simplicity that all laser magnitudes are
constant through the evolution and are sufficiently large
to ensure adiabaticity. The control parameters 6 and ¢
are then tuned cyclically so that at the gate time t =T
we have H(0) = H(T). The dynamics of the system can



be described using the eigenvectors of H(t):

cos B(t) cos p(t)
cos 0(t) sin p(t)
—sin0(t) ’
0
— sin p(t)
) = cosap(t) , (64)
0
cos p(t) sin 6(t)
1 [ sing(t)sind(t)
V2 cos 91(15) ’
cos () sin 6(t)
1 [ sinp(t)sind(t)
V2 coslﬁ(t)

(63)

A =0

with |A1,0) and |A11) spanning the energetically degen-
erate computational basis. In this basis, &,.q(t) =
€n(t)0ap, which consequently decouples £ and A in
Eq. (41). Thus, the adiabatic evolution operator is given

J
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by
1
U(t) = Zl > tnan Psa () P (D], (67)
n=1a,b=0
where
un(t) = e~iloenO el A"(t/)dt/, (68)
Aniab(®) = O (O)]i0 M (2)) - (69)

As a result, any accumulated dynamical phase in the
computational basis can be treated as a global phase fac-
tor. Therefore, the nontrivial effects of the evolution are
completely due to the non-Abelian geometric phase.

Suppose that this system is subject to independent ad-
ditive fluctuations in the lasers’ relative strength, 6 —
6 + 0g, in their relative phase, ¢ — ¢ + d,, as well as
multiplicative amplitude noise, @ — Q(1+ dq). Then, in
terms of Eq. (8), we have

aq =0, Mq =F44 + Es55 + Eg 6, (70)

ag =0, My = — tan H(t)Eﬁﬁ, (71)
1

a, =0, M, =5 (Es4— Eys). (72)

It can be easily verified that the transformation V' =
e~Wer (or, equivalently, by Q = e?®ad(e1)) gatisfies
the conditions we outlined in the main text, where ad(e;)
denotes the adjoint representation of e;. We can calcu-
late the corresponding change in the dynamical phase
contribution using Eq. (45):

0 icos (0(t)) V' (t) 0 0
i _icos (Q(t» l//(t) 0 __asin(9()v'(t)  isin(0(t))v'(t)
Et) = 0 isin((t)v' (1) _9\2) 6@ ; (73)
9\/5
isin(6(t)) v’ (¢
0 LBy 0 Q(t)

with the computational subspace located in the upper
2 x 2 block. We again see that £(t) is nontrivial in the
computational subspace which indicates that the gate
U(T) is not purely geometric even though its filter func-
tion is the same as U(T). We further note that this
transformation yields a control Hamiltonian with non-
degenerate energy levels. Thus, the geometric and dy-
namical components of the phase integral in Eq. (41) are
no longer decoupled, which is in contrast with the non-
Abelian version of the gate.

IV. DISCUSSION

We demonstrated in Sec. IIT that in many experimen-
tally relevant scenarios there exist families of solutions

(

to Eq. (20) which implies that the notion of noise ro-
bustness is independent of phase type. This contradicts
the expectation that geometric gates are superior to dy-
namical gates since it is always possible in principle to
find two Hamiltonians that produce the same gate and
noise sensitivity but with polar opposite phase types. In
other words, there is nothing particularly special about
geometric gates when it comes to robustness. At first
glance, this may seem to contradict the significant evi-
dence in the literature that supports the robustness claim
for geometric gates. It is crucial to note, however, that
the solution set of Eq. (20) is only non-trivial when the
control Hamiltonian is not severely constrained. Here
constraints refer to the physical limitations of a specific
qubit implementation such as control parameter bounds,
only two-axis control, or bandwidth limitations. Depend-
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FIG. 10. A schematic illustration demonstrating how con-
trol constraints can give rise to preferential phase robustness.
Here we consider the set of control Hamiltonians described
by Eq. (75). The colored horizontal lines represent families
of control Hamiltonians that preserve the filter function, Fi
and F5 respectively. The color gradient indicates the gate’s
phase type, which can range from purely dynamical to purely
geometric. The dotted line represents a subset of the control
space that is physically accessible in a given experiment as
a result of strict constraints (generally this dotted line will
broaden into an extended region of the plane). In this case,
the constraint prohibits one from traversing the horizontal
lines, so one would obtain a different noise sensitivity (i.e.,
filter function) for a geometric gate versus a dynamical gate.

ing on the error model in consideration and the severity of
the constraints, there can be scenarios where the only so-
lution to Eq. (20) is a trivial one (Q(t) = 1). This clearly
happens, for example, with an unusual error model of
aq = 0and M, = 1 in Eq. (8). Likewise, geometric gates
naturally emerge as superior in the particular case of a
strictly two-axis control Hamiltonian with static multi-
plicative amplitude error [68]. In such special cases, the
correspondence between filter function and phase type is
unique, i.e., phase preference emerges.

We can illustrate how phase preference emerges using
Fig. 10. Generally one has many tunable parameters in
the control Hamiltonian (e.g., even for only a single time-
dependent control field, one has the value of the field over
each infinitesimal time step). However, for the sake of
being able to sketch an illustration, consider a control
Hamiltonian with only two free parameters,

he(t;a,b) = Q(t) [bhg(t) + (1 — b)ha(t)] + hq(t), (74)
Qt) = Texp{a/ [bwg(t) + (1 — b)wa(t)] ~Adt}, (75)

where hg (hq) denotes a specific physically accessible
control Hamiltonian that produces a particular target
gate geometrically (dynamically), wg (wq) denotes a ro-
tation axis vector that determines an operator ) which
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solves Eq. (20) such that it produces the same target
gate with an identical filter function but a different phase
type (assuming such a solution exists for the relevant er-
ror model, as in the examples of Sec. III), and a,b pa-
rameterize a continuous deformation between these four
specific points in the control space.

The horizontal lines of Fig. 10 are sets of control fields
that all yield the same filter function (labeled F; and F
in the figure). The color gradient indicates the phase type
across these lines which can range from purely dynamical
to purely geometric. However, physical constraints may
only allow access to some subarea of the a — b plane. For
example, in a severely constrained case, one may only
have access to Hamiltonians with a = 0 in Eq. (75), indi-
cated by the dotted line in Fig. 10. So, although in this
paper we have shown that a geometric gate generally has
a dynamical equivalent with equal noise sensitivity (and
vice versa), a strict control constraint could prohibit one
from accessing these equivalent controls in practice. As
depicted in Fig. 10, one would then observe different noise
sensitivities for different phase types.

A notable example where this behavior is observed
is in Ref. [37]. Here the authors considered the con-
trol Hamiltonian in Eq. (21) with the constraint that
@ = ot and Q, A, and g are constants. In addition,
they assumed that 2 and A are subject to multiplica-
tive noise. By further imposing the restriction that ¢ =
[Ai VA2 —3(Q2 —&—AQ)} /nand A = Qy/n/(1—n) +
Ag where 17 and A are constants, it is possible for them
to switch between a geometric and a dynamical gate.
However, it can be easily verified that the constraints
they take do not permit the control to be changed as pre-
scribed in Eq. (25). Thus, when they change the gate’s
phase type (move up/down the dotted line), they also
changed the gate’s filter function. In their case, they
found that geometric gates performed better than dy-
namical gates. In the situation of Ref. [48], where a
strictly two-axis, piecewise constant control scheme with
additive noise on both axes was considered, the con-
straints again preclude moving along the horizontal lines
of Fig. 10 but in this case it is dynamical gates that were
found to perform better than geometric gates.

Thus, our result can be used to reconcile seemingly
contradictory results in the literature regarding the ro-
bustness of geometric vs. dynamical gates, in that the
studies that reached different conclusions also imposed
different control constraints. We can interpret the appar-
ent superiority of either phase type as a consequence of
the constraints ruling out a solution to Eq. (20) since we
have shown in Sec. I1I that they are generically equivalent
in the absence of constraints. Determining in which sce-
nario dynamical gates or geometric gates are superior can
only be done on a case-by-case basis as it is determined by
the noise model as well as the particular constraints. For
example, Ref. [82] examined the Hamiltonian in Eq. (21)
under the constraint that A is constant. It was found
that any gate that is robust against static multiplicative
amplitude noise (dq) as well as static additive or multi-




plicative detuning noise (0 ) is necessarily geometric. A
more general investigation of constraint types that favor
geometric gates remains an interesting and challenging
open question. We emphasize, however, that constraints
do not necessarily favor geometric gates. If we only con-
sider static detuning noise, it becomes possible to find
robust dynamical gates as well.

Realizing equivalent Hamiltonians may require degrees
of freedom in the control to be present in one that are
not present in the other. For example, dynamic control
of the detuning, A(t), is necessary to produce the dy-
namical gates seen in Fig. 3 and 7. While controlling the
detuning is not entirely common, this level of control has
already been achieved in superconducting qubits [83] and
in quantum dot charge qubits [84].

Finally, we clarify that although we have only shown
the existence of nontrivial solutions to Eq. (20) for a re-
stricted set of coherent error models, our analysis en-
compasses all coherent error models that we are aware
of having been considered in the literature. In addition,
our findings can also be extended to account for dissipa-
tive processes. We have verified through Lindblad master
equation simulations that the equivalent geometric and
dynamical gates are identically affected by dephasing and
relaxation. This behavior is expected since, by construc-
tion, the two Hamiltonians produce gates with the same
duration and filter function.

V. CONCLUSION

In summary, we examine the broadband noise-
resilience of geometric and dynamical gates using filter
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functions and show that in the absence of control con-
straints there is generally no intrinsic advantage for one
or the other — for any control Hamiltonian producing a
geometric gate one can find a different control Hamil-
tonian that produces a completely equivalent dynami-
cal gate in the same frame. We illustrate this explicitly
in a one-qubit scenario for both the Abelian and non-
Abelian case. Our analysis applies to both adiabatic and
non-adiabatic gates and does not impose any speed re-
striction on the control. We discuss how the presence of
control constraints can give rise to preferential phase ro-
bustness and reconcile apparently contradictory claims in
the current literature regarding the robustness of geomet-
ric gates. Since geometric gates are not inherently more
robust than dynamical gates, then the utility of geomet-
ric quantum computing becomes a matter of the specific
experimental control constraints, and a broad categoriza-
tion of which types of constraints favor geometric gates
remains an important open question.

RKLC and JPK acknowledge support from the Na-
tional Science Foundation under Grant No. 1915064,
and UG from the Army Research Office under Grant
No. W911NF-17-1-0287.

[1] E. Knill, Nature 434, 39 (2005).

[2] A. Ekert, M. Ericsson, P. Hayden, H. Inamori, J. A.
Jones, D. K. L. Oi, and V. Vedral, Journal of Modern
Optics 47, 2501 (2000).

[3] E. Sjoqvist, V. Azimi Mousolou, and C. M. Canali, Quan-
tum Information Processing 15, 3995 (2016).

[4] J. Zhang, T. H. Kyaw, S. Filipp, L.-C. Kwek, E. Sjoqvist,
and D. Tong, Geometric and holonomic quantum com-
putation (2021), arXiv:2110.03602.

[5] M. V. Berry, Proceedings of the Royal Society of London.
A. Mathematical and Physical Sciences 392, 45 (1984).

[6] Y. Aharonov and J. Anandan, Phys. Rev. Lett. 58, 1593
(1987).

[7] J. Anandan, Physics Letters A 133, 171 (1988).

[8] P. Zanardi and M. Rasetti, Physics Letters A 264, 94
(1999).

[9] S.-L. Zhu and Z. D. Wang, Phys. Rev. Lett. 91, 187902
(2003).

[10] D. Kult, J. Aberg, and E. Sjéqvist, Phys. Rev. A 74,
022106 (2006).

[11] J. A. Jones, V. Vedral, A. Ekert, and G. Castagnoli, Na-
ture 403, 869 (2000).

[12] J. Du, P. Zou, and Z. D. Wang, Phys. Rev. A 74,

020302(R) (2006).

[13] Y. Ota, Y. Goto, Y. Kondo, and M. Nakahara, Phys.
Rev. A 80, 052311 (2009).

[14] D. Leibfried, B. DeMarco, V. Meyer, D. Lucas, M. Bar-
rett, J. Britton, W. M. Itano, B. Jelenkovié¢, C. Langer,
T. Rosenband, and D. J. Wineland, Nature 422, 412
(2003).

[15] C.-Y. Guo, L.-L. Yan, S. Zhang, S.-L. Su, and W. Li,
Phys. Rev. A 102, 042607 (2020).

[16] C. Zu, W.-B. Wang, L. He, W.-G. Zhang, C.-Y. Dai,
F. Wang, and L.-M. Duan, Nature 514, 72 (2014).

[17] L. Wang, T. Tu, B. Gong, C. Zhou, and G.-C. Guo, Sci-
entific Reports 6, 19048 (2016).

[18] Y. Sekiguchi, N. Niikura, R. Kuroiwa, H. Kano, and
H. Kosaka, Nature Photonics 11, 309 (2017).

[19] N. Ishida, T. Nakamura, T. Tanaka, S. Mishima,
H. Kano, R. Kuroiwa, Y. Sekiguchi, and H. Kosaka, Opt.
Lett. 43, 2380 (2018).

[20] K. Nagata, K. Kuramitani, Y. Sekiguchi, and H. Kosaka,
Nature Communications 9, 3227 (2018).

[21] Y.-Y. Huang, Y.-K. Wu, F. Wang, P.-Y. Hou, W.-B.
Wang, W.-G. Zhang, W.-Q. Lian, Y.-Q. Liu, H.-Y. Wang,
H.-Y. Zhang, L. He, X.-Y. Chang, Y. Xu, and L.-M.


https://doi.org/10.1038/nature03350
https://doi.org/10.1080/09500340008232177
https://doi.org/10.1080/09500340008232177
https://doi.org/10.1007/s11128-016-1381-1
https://doi.org/10.1007/s11128-016-1381-1
https://arxiv.org/abs/2110.03602
https://doi.org/10.1098/rspa.1984.0023
https://doi.org/10.1098/rspa.1984.0023
https://doi.org/10.1103/PhysRevLett.58.1593
https://doi.org/10.1103/PhysRevLett.58.1593
https://doi.org/https://doi.org/10.1016/0375-9601(88)91010-9
https://doi.org/https://doi.org/10.1016/S0375-9601(99)00803-8
https://doi.org/https://doi.org/10.1016/S0375-9601(99)00803-8
https://doi.org/10.1103/PhysRevLett.91.187902
https://doi.org/10.1103/PhysRevLett.91.187902
https://doi.org/10.1103/PhysRevA.74.022106
https://doi.org/10.1103/PhysRevA.74.022106
https://doi.org/10.1038/35002528
https://doi.org/10.1038/35002528
https://doi.org/10.1103/PhysRevA.74.020302
https://doi.org/10.1103/PhysRevA.74.020302
https://doi.org/10.1103/PhysRevA.80.052311
https://doi.org/10.1103/PhysRevA.80.052311
https://doi.org/10.1038/nature01492
https://doi.org/10.1038/nature01492
https://doi.org/10.1103/PhysRevA.102.042607
https://doi.org/10.1038/nature13729
https://doi.org/10.1038/srep19048
https://doi.org/10.1038/srep19048
https://doi.org/10.1038/nphoton.2017.40
https://doi.org/10.1364/OL.43.002380
https://doi.org/10.1364/OL.43.002380
https://doi.org/10.1038/s41467-018-05664-w

Duan, Phys. Rev. Lett. 122, 010503 (2019).

[22] X. Tan, D.-W. Zhang, Z. Zhang, Y. Yu, S. Han, and S.-L.
Zhu, Phys. Rev. Lett. 112, 027001 (2014).

[23] C. Song, S.-B. Zheng, P. Zhang, K. Xu, L. Zhang,
Q. Guo, W. Liu, D. Xu, H. Deng, K. Huang, D. Zheng,
X. Zhu, and H. Wang, Nature Communications 8, 1061
(2017).

[24] Y. Xu, W. Cai, Y. Ma, X. Mu, L. Hu, T. Chen, H. Wang,
Y. P. Song, Z.-Y. Xue, Z.-q. Yin, and L. Sun, Phys. Rev.
Lett. 121, 110501 (2018).

[25] Y. Xu, Z. Hua, T. Chen, X. Pan, X. Li, J. Han, W. Cai,
Y. Ma, H. Wang, Y. P. Song, Z.-Y. Xue, and L. Sun,
Phys. Rev. Lett. 124, 230503 (2020).

[26] A. A. Abdumalikov Jr, J. M. Fink, K. Juliusson,
M. Pechal, S. Berger, A. Wallraff, and S. Filipp, Nature
496, 482 (2013).

[27] A. Kitaev, Annals of Physics 303, 2 (2003).

[28] C. Nayak, S. H. Simon, A. Stern, M. Freedman, and
S. Das Sarma, Rev. Mod. Phys. 80, 1083 (2008).

[29] S. D. Sarma, M. Freedman, and C. Nayak, npj Quantum
Information 1, 15001 (2015).

[30] S. Das Sarma, M. Freedman, and C. Nayak, Phys. Rev.
Lett. 94, 166802 (2005).

[31] R. M. Lutchyn, J. D. Sau, and S. Das Sarma, Phys. Rev.
Lett. 105, 077001 (2010).

[32] Y. Oreg, G. Refael, and F. von Oppen, Phys. Rev. Lett.
105, 177002 (2010).

[33] W. Dong, F. Zhuang, S. E. Economou, and E. Barnes,
PRX Quantum 2, 030333 (2021).

[34] J. Pachos and P. Zanardi, International Journal of Mod-
ern Physics B 15, 1257 (2001).

[35] A. Carollo, I. Fuentes-Guridi, M. F. Santos, and V. Ve-
dral, Phys. Rev. Lett. 90, 160402 (2003).

[36] G. De Chiara and G. M. Palma, Phys. Rev. Lett. 91,
090404 (2003).

[37] S.-L. Zhu and P. Zanardi, Phys. Rev. A 72, 020301(R)
(2005).

[38] G. De Chiara, A. Lozinski, and G. M. Palma, The Euro-
pean Physical Journal D 41, 179 (2007).

[39] Z. S. Wang, C. Wu, X.-L. Feng, L. C. Kwek, C. H. Lai,
C. H. Oh, and V. Vedral, Phys. Rev. A 76, 044303 (2007).

[40] J. T. Thomas, M. Lababidi, and M. Tian, Phys. Rev. A
84, 042335 (2011).

[41] Z.-T. Liang, X. Yue, Q. Lv, Y.-X. Du, W. Huang, H. Yan,
and S.-L. Zhu, Phys. Rev. A 93, 040305(R) (2016).

[42] T. Chen and Z.-Y. Xue, Phys. Rev. Applied 10, 054051
(2018).

[43] B.-J. Liu, X.-K. Song, Z.-Y. Xue, X. Wang, and M.-H.
Yung, Phys. Rev. Lett. 123, 100501 (2019).

[44] T. Chen and Z.-Y. Xue, Phys. Rev. Applied 14, 064009
(2020).

[45] S. Berger, M. Pechal, A. A. Abdumalikov, C. Eichler,
L. Steffen, A. Fedorov, A. Wallraff, and S. Filipp, Phys.
Rev. A 87, 060303(R) (2013).

[46] F. KleiBler, A. Lazariev, and S. Arroyo-Camejo, npj
Quantum Information 4, 49 (2018).

[47] A. Nazir, T. P. Spiller, and W. J. Munro, Phys. Rev. A
65, 042303 (2002).

[48] A. Blais and A. M. S. Tremblay, Phys. Rev. A 67, 012308
(2003).

[49] Y. Ota and Y. Kondo, Phys. Rev. A 80, 024302 (2009).

[50] S.-B. Zheng, C.-P. Yang, and F. Nori, Phys. Rev. A 93,
032313 (2016).

[61] P. Solinas, P. Zanardi, and N. Zanghi, Phys. Rev. A 70,

13

042316 (2004).

[52] A. Carollo, I. Fuentes-Guridi, M. F. Santos, and V. Ve-
dral, Phys. Rev. Lett. 92, 020402 (2004).

[53] J. Dajka, M. Mierzejewski, and J. Luczka, Journal of
Physics A: Mathematical and Theoretical 41, 012001
(2007).

[64] M. Johansson, E. Sjoqvist, L. M. Andersson, M. Ericsson,
B. Hessmo, K. Singh, and D. M. Tong, Phys. Rev. A 86,
062322 (2012).

[65] H. R. Lewis, Phys. Rev. Lett. 18, 510 (1967).

[56] T. J. Green, J. Sastrawan, H. Uys, and M. J. Biercuk,
New Journal of Physics 15, 095004 (2013).

[67] H. Ball and M. J. Biercuk, EPJ Quantum Technology 2,
11 (2015).

[68] A. Mostafazadeh, Dynamical Invariants, Adiabatic Ap-
proximation and the Geometric Phase (Nova Science
Publishers, Inc., New York, 2001).

[59] X. Chen, E. Torrontegui, and J. G. Muga, Phys. Rev. A
83, 062116 (2011).

[60] E. Torrontegui, S. Ibdnez, X. Chen, A. Ruschhaupt,
D. Guéry-Odelin, and J. G. Muga, Phys. Rev. A 83,
013415 (2011).

[61] X. Chen and J. G. Muga, Phys. Rev. A 86, 033405 (2012).

[62] U. Glingordii, Y. Wan, M. A. Fasihi, and M. Nakahara,
Phys. Rev. A 86, 062312 (2012).

[63] E. Torrontegui, S. Martinez-Garaot, and J. G. Muga,
Phys. Rev. A 89, 043408 (2014).

[64] A. Levy, A. Kiely, J. G. Muga, R. Kosloff, and E. Tor-
rontegui, New Journal of Physics 20, 025006 (2018).

[65] D. Guéry-Odelin, A. Ruschhaupt, A. Kiely, E. Tor-
rontegui, S. Martinez-Garaot, and J. G. Muga, Rev. Mod.
Phys. 91, 045001 (2019).

[66] H. R. Lewis and W. B. Riesenfeld, Journal of Mathemat-
ical Physics 10, 1458 (1969).

[67] F. Wilczek and A. Zee, Phys. Rev. Lett. 52, 2111 (1984).

[68] T. Ichikawa, M. Bando, Y. Kondo, and M. Nakahara,
Philosophical Transactions of the Royal Society A: Math-
ematical, Physical and Engineering Sciences 370, 4671
(2012).

[69] L.-F. Wei, J.-Q. Liang, and B.-Z. Li, Il Nuovo Cimento
B (1971-1996) 110, 1357 (1995).

[70] T. Bitter and D. Dubbers, Phys. Rev. Lett. 59, 251
(1987).

[71] G. Giavarini, E. Gozzi, D. Rohrlich, and W. Thacker,
Physics Letters A 138, 235 (1989).

[72] J. Koch, T. M. Yu, J. Gambetta, A. A. Houck, D. L
Schuster, J. Majer, A. Blais, M. H. Devoret, S. M. Girvin,
and R. J. Schoelkopf, Phys. Rev. A 76, 042319 (2007).

[73] A. Laucht, R. Kalra, S. Simmons, J. P. Dehollain, J. T.
Muhonen, F. A. Mohiyaddin, S. Freer, F. E. Hudson,
K. M. Itoh, D. N. Jamieson, J. C. McCallum, A. S.
Dzurak, and A. Morello, Nature Nanotechnology 12, 61
(2017).

[74] N. A. Gershenfeld and I. L. Chuang, Science 275, 350
(1997).

[75] P. Z. Zhao, X.-D. Cui, G. F. Xu, E. Sjoqvist, and D. M.
Tong, Phys. Rev. A 96, 052316 (2017).

[76] J. Xu, S. Li, T. Chen, and Z.-Y. Xue, Frontiers of Physics
15, 41503 (2020).

[77] E. Sjoqvist, D. M. Tong, L. M. Andersson, B. Hessmo,
M. Johansson, and K. Singh, New Journal of Physics 14,
103035 (2012).

[78] W. Pfeifer, The Lie Algebras su(N) (Birkh&user, Basel,
2003).


https://doi.org/10.1103/PhysRevLett.122.010503
https://doi.org/10.1103/PhysRevLett.112.027001
https://doi.org/10.1038/s41467-017-01156-5
https://doi.org/10.1038/s41467-017-01156-5
https://doi.org/10.1103/PhysRevLett.121.110501
https://doi.org/10.1103/PhysRevLett.121.110501
https://doi.org/10.1103/PhysRevLett.124.230503
https://doi.org/10.1038/nature12010
https://doi.org/10.1038/nature12010
https://doi.org/https://doi.org/10.1016/S0003-4916(02)00018-0
https://doi.org/10.1103/RevModPhys.80.1083
https://doi.org/10.1038/npjqi.2015.1
https://doi.org/10.1038/npjqi.2015.1
https://doi.org/10.1103/PhysRevLett.94.166802
https://doi.org/10.1103/PhysRevLett.94.166802
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.105.077001
https://doi.org/10.1103/PhysRevLett.105.177002
https://doi.org/10.1103/PhysRevLett.105.177002
https://doi.org/10.1103/PRXQuantum.2.030333
https://doi.org/10.1142/S0217979201004836
https://doi.org/10.1142/S0217979201004836
https://doi.org/10.1103/PhysRevLett.90.160402
https://doi.org/10.1103/PhysRevLett.91.090404
https://doi.org/10.1103/PhysRevLett.91.090404
https://doi.org/10.1103/PhysRevA.72.020301
https://doi.org/10.1103/PhysRevA.72.020301
https://doi.org/10.1140/epjd/e2006-00186-y
https://doi.org/10.1140/epjd/e2006-00186-y
https://doi.org/10.1103/PhysRevA.76.044303
https://doi.org/10.1103/PhysRevA.84.042335
https://doi.org/10.1103/PhysRevA.84.042335
https://doi.org/10.1103/PhysRevA.93.040305
https://doi.org/10.1103/PhysRevApplied.10.054051
https://doi.org/10.1103/PhysRevApplied.10.054051
https://doi.org/10.1103/PhysRevLett.123.100501
https://doi.org/10.1103/PhysRevApplied.14.064009
https://doi.org/10.1103/PhysRevApplied.14.064009
https://doi.org/10.1103/PhysRevA.87.060303
https://doi.org/10.1103/PhysRevA.87.060303
https://doi.org/10.1038/s41534-018-0098-7
https://doi.org/10.1038/s41534-018-0098-7
https://doi.org/10.1103/PhysRevA.65.042303
https://doi.org/10.1103/PhysRevA.65.042303
https://doi.org/10.1103/PhysRevA.67.012308
https://doi.org/10.1103/PhysRevA.67.012308
https://doi.org/10.1103/PhysRevA.80.024302
https://doi.org/10.1103/PhysRevA.93.032313
https://doi.org/10.1103/PhysRevA.93.032313
https://doi.org/10.1103/PhysRevA.70.042316
https://doi.org/10.1103/PhysRevA.70.042316
https://doi.org/10.1103/PhysRevLett.92.020402
https://doi.org/10.1088/1751-8113/41/1/012001
https://doi.org/10.1088/1751-8113/41/1/012001
https://doi.org/10.1088/1751-8113/41/1/012001
https://doi.org/10.1103/PhysRevA.86.062322
https://doi.org/10.1103/PhysRevA.86.062322
https://doi.org/10.1103/PhysRevLett.18.510
https://doi.org/10.1088/1367-2630/15/9/095004
https://doi.org/10.1140/epjqt/s40507-015-0022-4
https://doi.org/10.1140/epjqt/s40507-015-0022-4
https://doi.org/10.1103/PhysRevA.83.062116
https://doi.org/10.1103/PhysRevA.83.062116
https://doi.org/10.1103/PhysRevA.83.013415
https://doi.org/10.1103/PhysRevA.83.013415
https://doi.org/10.1103/PhysRevA.86.033405
https://doi.org/10.1103/PhysRevA.86.062312
https://doi.org/10.1103/PhysRevA.89.043408
https://doi.org/10.1088/1367-2630/aaa9e5
https://doi.org/10.1103/RevModPhys.91.045001
https://doi.org/10.1103/RevModPhys.91.045001
https://doi.org/10.1063/1.1664991
https://doi.org/10.1063/1.1664991
https://doi.org/10.1103/PhysRevLett.52.2111
https://doi.org/10.1098/rsta.2011.0358
https://doi.org/10.1098/rsta.2011.0358
https://doi.org/10.1098/rsta.2011.0358
https://doi.org/10.1007/BF02723119
https://doi.org/10.1007/BF02723119
https://doi.org/10.1103/PhysRevLett.59.251
https://doi.org/10.1103/PhysRevLett.59.251
https://doi.org/https://doi.org/10.1016/0375-9601(89)90270-3
https://doi.org/10.1103/PhysRevA.76.042319
https://doi.org/10.1038/nnano.2016.178
https://doi.org/10.1038/nnano.2016.178
https://doi.org/10.1126/science.275.5298.350
https://doi.org/10.1126/science.275.5298.350
https://doi.org/10.1103/PhysRevA.96.052316
https://doi.org/10.1007/s11467-020-0976-2
https://doi.org/10.1007/s11467-020-0976-2
https://doi.org/10.1088/1367-2630/14/10/103035
https://doi.org/10.1088/1367-2630/14/10/103035

[79] We distinguish the adjoint representation of a group
which is defined in Eq. (11) from the adjoint repre-
sentation of a Lie algebra which can be calculated us-
ing the structure constants of the algebra fijx obeying

[0, 05] = >x ifijwon as [ad(0i)ljk = —ifije.
[80] L.-M. Duan, J. I. Cirac, and P. Zoller, Science 292, 1695
(2001).

[81] J. Zhang, T. H. Kyaw, D. M. Tong, E. Sjoqvist, and L.-C.
Kwek, Scientific Reports 5, 18414 (2015).

[82] R. K. L. Colmenar and J. P. Kestner, Efficient reverse
engineering of one-qubit filter functions with dynamical

(83]

(84]

14

invariants (2022), arXiv:2204.08457.

E. Lucero, J. Kelly, R. C. Bialczak, M. Lenander,
M. Mariantoni, M. Neeley, A. D. O’Connell, D. Sank,
H. Wang, M. Weides, J. Wenner, T. Yamamoto, A. N.
Cleland, and J. M. Martinis, Phys. Rev. A 82, 042339
(2010).

D. Kim, D. R. Ward, C. B. Simmons, J. K. Gamble,
R. Blume-Kohout, E. Nielsen, D. E. Savage, M. G. La-
gally, M. Friesen, S. N. Coppersmith, and M. A. Eriksson,
Nature Nanotechnology 10, 243 (2015).


https://doi.org/10.1126/science.1058835
https://doi.org/10.1126/science.1058835
https://doi.org/10.1038/srep18414
https://arxiv.org/abs/2204.08457
https://doi.org/10.1103/PhysRevA.82.042339
https://doi.org/10.1103/PhysRevA.82.042339
https://doi.org/10.1038/nnano.2014.336

	Conditions for Equivalent Noise Sensitivity of Geometric and Dynamical Quantum Gates
	Abstract
	I INTRODUCTION
	II THEORY
	A Dynamical invariants
	B Filter functions
	C Geometric and dynamical gates with identical filter functions

	III EXAMPLES
	A Abelian case
	1 Orange-slice scheme
	2 Inverse engineering with optimal control

	B Non-Abelian case
	1 Nonadiabatic case
	2 Adiabatic case


	IV DISCUSSION
	V Conclusion
	 References


