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Objectives: To evaluate the impact of Facebook’s vaccine misinformation policy in March 2019 on user
endorsements of vaccine content on its platform.

Methods: We identified 172 anti- and pro-vaccine Facebook Pages and collected posts from these Pages
six months before and after the policy. Using interrupted time series regression models, we evaluated the
policy impact on user endorsements (i.e., likes) of anti- and pro-vaccine posts on Facebook.

Results: The number of likes for posts on anti-vaccine Pages had decreased after the policy implementa-

Cz‘g:’l;‘g;ns tion (policy = 153.2, p < 0.05; policy*day = —0.838, p < 0.05; marginal effect at the mean = —22.74,
Anti-vaccine p < 0.01; marginal effect at the median = —24.56, p < 0.01). When the number of subscribers was consid-
Social media ered, the policy effect on the number of likes for anti-vaccine posts was much smaller, but still

statistically significant (policy = 4.849, p < 0.05; policy*day = —0.027, p < 0.05; marginal effect at the
mean = —0.742, p < 0.01; marginal effect at the median = —0.800, p < 0.01). There was no policy effect
observed for posts on pro-vaccine Pages.

Conclusions: Our analysis suggested that Facebook’s March 2019 vaccine misinformation policy moder-
ately impacted the number of endorsements of anti-vaccine content on its platform. Social media com-
panies can take measures to limit the popularity of anti-vaccine content by reducing their reach and
visibility. Future research efforts should focus on evaluating additional policies and examining policies
across platforms.

Misinformation

© 2022 Published by Elsevier Ltd.

1. Introduction

Vaccines are one of the most safe, consequential, and efficient
public health interventions to reduce mortality and morbidity
associated with vaccine-preventable diseases in the modern med-
icine [1]. Yet, the anti-vaccination movement, fueled by a mass of
unsubstantiated, misleading, and manipulated messages, has ree-
merged in recent years, undermining decades of public health
efforts in the prevention of measles and other infectious diseases
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[2]. It is of concern that in the face of the COVID-19 pandemic, mis-
information and disinformation regarding SARS-CoV-2 vaccines
are having a resurgence on the Internet including social media
[3], inducing a decline in intention to vaccinate [4]. The spread of
misleading vaccine claims is detrimental to addressing the
COVID-19 pandemic, as well as future public health outbreaks
[5]. The World Health Organization (WHO) has listed vaccine hesi-
tancy, defined as a delay in acceptance or refusal of vaccines
despite availability of vaccination services, as one of the top ten
major threats to global health since 2019 [6,7].

Current studies using computational and analytic techniques
have documented anti-vaccine sentiment in posts across different
social media platforms including Twitter [8,9,10], YouTube [11],
Pinterest [12,13], Instagram [14,15], and Facebook [16-19]. Com-
mon anti-vaccine themes include safety and effectiveness concerns
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of vaccination, promotion of alternative immunization, civil liber-
ties, conspiracy theories, and morality or ideological arguments
[9,18,20]. Such content often exists in information silos or echo
chambers with few challenges from evidence-based sources [21].
A system-level analysis of nearly 100 million Facebook users has
suggested that anti-vaccine clusters, although numerically smaller
than pro-vaccine clusters in overall size, are more highly entangled
with undecided clusters compared to pro-vaccine clusters and
have the potential to expand in the next decade [17].

Historically, social media companies have resisted addressing
misinformation on their platforms. However, as the spread of mis-
leading anti-vaccine information has been linked to systematic,
organized, and manipulative efforts [8], and in response to a
groundswell of public pressure following several measles out-
breaks in 2019, new policies have been introduced by platforms
to combat anti-vaccine information. On March 7, 2019, Facebook
announced its first attempt to address vaccine misinformation by
implementing the following new policies: 1) reducing the ranking
of anti-vaccine groups and Pages in News Feed and Search and not
including them in recommendations; 2) rejecting ads that include
vaccine misinformation and removing targeting advertising
options related to vaccine misinformation; and 3) connecting peo-
ple through banners to more authoritative vaccine information
(e.g. CDC) when they come across vaccine misinformation [22].
These policies aimed to reduce the reach and visibility of vaccine
misinformation without directly removing anti-vaccine content.
Since this initial announcement, and with the outbreak of
COVID-19, Facebook announced more aggressive content policies
including its intention to remove false claims related to vaccines
in December 2020 [23].

While these public announcements are consistent with social
media companies’ declared responsibility of protecting public
health, the effectiveness of these policies on improving the vaccine
information ecosystem on social media remains unclear. The goal
of the present study was to model the impact of Facebook’s initial
vaccine misinformation policy implemented in March 2019 on the
endorsements of posts on anti-vaccine Pages in comparison with
posts on pro-vaccine Pages. Facebook Pages are public profiles
specifically created for businesses and non-profits, brands, celebri-
ties, and causes such as vaccination [24]. Posts on Pages come from
account owners and can include status updates, links, events, pho-
tos, and videos [24]. When someone likes or follows a Page, they
will start seeing updates from that Page in their News Feed, with
posts with a greater number of likes, shares and comments appear-
ing higher up in the News Feed [25]. We chose to focus on Pages
because, unlike groups, every Facebook user can access and inter-
act with content on Pages without joining a public group or
requesting to join a private group.

The March 2019 policy would presumably affect the endorse-
ments of anti-vaccine content in the following ways: following
the introduction of the policy, users who subscribed to anti-
vaccine Pages would be less likely to see anti-vaccine posts in their
News Feed; and users who searched anti-vaccine keywords would
be less likely to find anti-vaccine Pages in their search results. In
addition, if users visited an anti-vaccine Page, banners on the top
would direct them to authoritative information on vaccines (e.g.,
CDC), making Pages less likely to be subscribed to or liked by
new users (for an example see Appendix A, available as a supple-
ment). Because these changes should lower the reach and visibility
of anti-vaccine content on Facebook and, as such, make users less
likely to endorse (e.g., “like”) anti-vaccine posts, we sought to test
the hypotheses that Facebook’s 2019 policy had reduced the num-
ber of likes of posts on anti-vaccine Pages, but had little or no effect
on posts on pro-vaccine Pages.
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2. Methods

The data collection for the analysis was conducted between
September 6 and November 23, 2020 using CrowdTangle, a public
insights tool owned and operated by Facebook [26]. Our data col-
lection and coding consisted of 3 steps. First, we extracted all vac-
cine posts between 2017 and 2019 to identify Facebook Pages
frequently posting vaccine content. Second, we manually coded
Pages as either pro- or anti-vaccine based on their profile informa-
tion (i.e., account name, description, and banner information) or 10
randomly sampled posts if the account information was not clear.
Third, we retrieved all posts published by eligible Pages six months
before and after the policy and applied an interrupted time series
analysis to model the policy effect on the number of likes of posts
on pro- and anti-vaccine Pages separately.

2.1. Data collection

We first used a keyword search approach to collect public posts
that contained vaccine-related keywords (see Appendix B, avail-
able as a supplement) between January 1, 2017 and December
31, 2019 through CrowdTangle on September 6 and 7, 2020. The
data collection was conducted in the United States without any
restrictions on the geography. The query resulted in a total of
947,778 posts published by 113,838 Facebook Pages after remov-
ing duplicates. We then calculated the number of vaccine-related
posts each Page had published in each month. A Page was included
for further analysis if it met either of the following criterion: (1)
the account name had any of the substrings of “vaccin” or “vax”
or “immune”; or (2) the account had published at least 3
vaccine-related posts in >80% of months starting from its first
non-zero month. A total of 402 Pages were included for the next
stage of coding.

2.2. Coding of Pages

To determine the overall view of each Page towards vaccines, a
codebook (see Appendix C, available as a supplement) was devel-
oped on the basis of previous work [8,18,20]. Subcategories under
anti-vaccine views included unsafety and ineffectiveness, alterna-
tive immunization, civil liberties, conspiracy, censorship and
media cover-up, marketing and advertising, and morality, religion
and ideology [8,18,20]. Subcategories under pro-vaccine views
included advocacy and education, misinformation refutation,
anti-vaccine exposure, sarcasm, and official accounts of vaccine
organizations [8,18,20]. Two trained annotators (J.G and L.F) inde-
pendently coded each English language Page based on the account
name, banner information, and description, with non-English
Pages removed (n = 10). A Page would be coded as pro- or anti-
vaccine if its profile information fell into any subcategory as indi-
cated in the codebook. Otherwise, a Page would be coded as unde-
cided if the profile’s position was unclear based on the available
information or excluded if it did not focus on vaccines. The two
annotators achieved 93.77% agreement (Cohen’s « 0.905;
SE = 0.020, 95% confidence interval [CI] = 0.866, 0.944), suggesting
almost perfect agreement [27]. Discrepancies were reconciled by
the third reviewer (L.A). For Pages coded as undecided (n = 13), a
random sample of 10 vaccine-related posts were selected and
manually coded by two annotators (J.G and M.H) using the same
codebook to decide the Page’s position. The two annotators
achieved 97.63% agreement (Cohen’s ¥ = 0.956; 95% confidence
interval [CI] = 0.913, 0.998) in this round and discrepancies were
reconciled by a third reviewer (L.A). There were 220 Pages
removed after this step because they did not focus on vaccines
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(e.g., chemtrail conspiracy, personal page, news media) (n = 156),
were non-relevant (e.g., job hiring, buy & sell) (n = 49), or were
no longer available (n = 15).

The final list consisted of 172 Pages, including 66 pro-vaccine
and 106 anti-vaccine Pages (for the full list see Appendix D,
available as a supplement). Subsequently, we retrieved all posts
on anti-vaccine Pages (n = 63,145) and pro-vaccine Pages
(n = 27,405) between September 1, 2018 and September 28,
2019 from CrowdTangle on November 23, 2020, right before Face-
book announced that they would start removing anti-vaccine con-
tent. The metadata included each post’s creation time, URL,
interaction metrics, account information, and subscriber count at
the time of data retrieval.

2.3. Statistical analysis

To determine the effect of Facebook’s vaccine misinformation
policy from March 7, 2019 on the endorsements of posts on anti-
and pro-vaccine Pages, we choose to select the number of likes of
a post as a proxy for endorsements in our models because likes
are the lowest effort and the most certain method of indicating
support for a post and affect the likelihood that others will see
the post in their News Feed. We implemented an interrupted time
series design with a series of segmented regression models to
model the impact of policy on the changes in the number of likes
of anti- and pro-vaccine posts respectively, controlling for Page
fixed effects and month fixed effects (for statistical details see
Appendix E). The first set of linear regression models estimated
the change in the number of like counts for posts between periods
before and after the policy was implemented. However, this set of
models did not adequately take into consideration the heteroge-
nous dispersion of like counts across different Pages. Thus, we con-
ducted a second set of segmented regression models where the
outcome was the number of like counts per 1000 subscribers. By
normalizing the outcome, we ruled out the possibility that posts
by Pages with larger number of subscribers had extremely large
like counts away from the sample mean. We applied the number
of subscribers as a scalar in the dependent variable instead of con-
trolling for it in the model because the Page fixed effects and the
number of subscribers were highly correlated. Standard errors
were clustered at page-level, which allowed residuals of posts
within the same Page to have non-zero correlations in estimation,
to account for both heteroskedasticity and autocorrelation [28,29].

While our linear models performed well, we were also con-
cerned with the heavy-tailed and positively skewed distribution
of like counts. As a sensitivity analysis, we conducted interrupted
time series analyses for pro- and anti-vaccine Pages that allowed
trends to vary between the pre- and post-policy periods. To model
the outcome of like counts, we ran negative binomial regressions,
as appropriate for discretely measured counts. For the outcome
of like counts adjusted for the number of subscribers (i.e., number

Table 1
Summary of Characteristics of Pro- and Anti-vaccine Pages and Posts.
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of like counts per 1000 subscribers), we estimated Poisson regres-
sions which allowed for more granular distributions [30,31,32].
Finally, in all sets of models, we also estimated the marginal
effect of policies at both mean and median time points. All analyses
were conducted using STATA version 14. Given that the findings
were generally consistent across all models, we report the results
from the nonlinear count data models separately in an Appendix.

3. Results

Tables 1 presents the characteristics for pro- and anti-vaccine
Pages and posts. There were almost twice as many anti-vaccine
Pages compared with pro-vaccine Pages on Facebook, and the
number of posts published by anti-vaccine Pages was 2.3 times
more than pro-vaccine Posts over the observation time. At the time
of data retrieval, anti-vaccine Pages had an average of 26,745 sub-
scribers with the smallest Page of 78 subscribers and the largest
Page of 233,892 subscribers. In contrast, pro-vaccine Pages had
an average of 39,694 subscribers with the smallest Page of 74 sub-
scribers and the largest Page of 467,485. The mean number of likes
for an anti-vaccine post was lower than for a pro-vaccine post, but
after scaling by the number of subscribers, anti- and pro-vaccine
posts had comparable mean likes.

The results of segmented linear regression models are shown in
Table 2. In the first set of linear regression models, which evaluated
changes in the number of likes for posts before and after the policy,
there was a statistically significant impact for anti-vaccine posts
(policy = 153.2, p < 0.05; policy*day = —0.838, p < 0.05) after the
policy was announced. The marginal effects indicate that the num-
ber of likes of anti-vaccine posts was reduced after the policy
(—22.74 likes at the mean, p < 0.01; —24.56 likes at the median,
p < 0.01). However, no significant policy effect was observed for
pro-vaccine posts (policy = 134.3, p > 0.1; policy*day = —0.889,
p > 0.1). The scatter plots of like counts for anti- and pro-vaccine
with corresponding trend lines are shown in Fig. 1.

In the second set of linear regression models when the number
of subscribers was considered, anti-vaccine posts still had a statis-
tically significant, but much smaller, change in the number of likes
per 1000 subscribers (policy = 4.849, p < 0.05; policy*day = —0.027,
p < 0.05). The marginal effects of the policy on the number of likes
per 1000 subscribers for anti-vaccine posts were —0.742 likes
(p < 0.01) at the mean and —0.800 likes (p < 0.01) at the median.
Likewise, there was no policy effect observed for pro-vaccine posts
(policy = —11.31, p > 0.1; policy*day = 0.051, p > 0.01).

The parallel results for the negative binomial regression and
Poisson regression models were included in the Supplementary
Material (see Appendix F). Given the strong similarity between
the linear results and the count-based estimation, we opted to rep-
resent the linear regression models for expositional convenience.

Anti-vaccine

Pro-vaccine

Total Pre-policy Post-policy Total Pre-policy Post-policy
No. of Pages 106 66
Mean subscribers (SD) 26,745 39,694

(46,117) (89,401)
No. of posts 63,145 25,514 37,631 27,405 11,654 15,751
Mean Likes (SD) 65.01 (163.33) 64.15 (187.33) 65.6 83.72 87.07 81.25

(144.82) (550.36) (478.79) (597.83)

Mean Likes per 1000 subscribers (SD) 291 2.22 3.38 3.09 2.72 3.37

(6.21) (4.87) (6.93) (40.8) (7.08) (53.47)
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Table 2
Segmented Regression Results for Change in the Number of Likes of Posts on Anti- and Pro-Vaccine Pages following Facebook’s 2019 Vaccine Misinformation Policy.
Models Linear
# of Likes # of Likes/1000 subscribers
Anti Pro Anti Pro
Coefficients
policy 153.2** 1343 4.849*** -11.31
(62.86) (184.2) (1.166) (10.68)
day 0.504** 0.634 0.0174*** -0.0178
(0.172) (0.473) (0.00412) (0.0257)
day*policy ~0.838* ~0.889 —0.0266** 0.0505
(0.328) (0.920) (0.00646) (0.0539)
Marginal effects of the policy at
Mean day (=210) —22.74*** —52.35** —0.742** -0.703
(7.204) (23.92) (0.305) (0.757)
Median day (=212) —24.56*** —54.28** —0.800** -0.593
(7.422) (25.68) (0.315) (0.856)
Observations 63,142 27,404 63,142 27,404
R-squared 0.147 0.103 0.230 0.008
Page FE YES YES YES YES
Month FE YES YES YES YES

a. Linear regressions adjusted for page fixed effects and month fixed effects.

b. Cluster-robust standard errors in parentheses (*** p < 0.01, ** p < 0.05, * p < 0.1). Standard errors were clustered at page-level.
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Fig. 1. Mean daily like counts before and after Facebook’s vaccine misinformation policy (09/01/2018-09/28/2019). Observations with the top 1 percentile of like counts were
trimmed and mean daily like counts were computed for visualization purposes only; Unadjusted linear trends were fitted for pre- and post-policy periods respectively.

4. Discussion

This study empirically evaluated the impact of a social media
platform’s vaccine misinformation policy based on a large number
of vaccine-related posts. We found that the number of anti-vaccine
Pages and posts were far greater than pro-vaccine Pages and posts
on Facebook. Our findings suggest that Facebook’s vaccine misin-
formation policy, announced on March 7, 2019, slightly, but statis-
tically significantly, reduced the number of likes of posts per 1000
subscribers on anti-vaccine Pages during the following 6-month
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period, but had little or no effect on the number of likes per
1000 subscribers of pro-vaccine posts.

Anti-vaccine content has previously flourished on Facebook
partly because of the platform’s search results and recommenda-
tion algorithms that encouraged homogeneous and personalized
information [33]. The reduction in the number of likes for anti-
vaccine posts was therefore expected; Facebook’s vaccine misin-
formation policy aimed to reduce the ranking of anti-vaccine Pages
and their content in News Feed and Search so that subscribers
were presumably less likely to come across the posts published
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by anti-vaccine Pages [34]. When such features are discouraged or
disabled by the site, anti-vaccine posts will become less influential
and harder to reach the audience. The banners directing users to
external authoritative vaccine sources on anti-vaccine Pages may
also deter new users from endorsing the Page when they come
across it.

Although the effect of Facebook’s vaccine misinformation policy
was statistically significant, the effect size was relatively small
after scaling for the number of subscribers and the volume of
anti-vaccine posts remained steady after the policy. There was still
a large amount of anti-vaccine content (i.e., 37,631 anti-vaccine
posts) generated on Facebook after the policy. Thus, simply reduc-
ing the reach and visibility of anti-vaccine posts may have helped
alleviate the rampant spread of anti-vaccine content somewhat,
but may not be effective in qualitatively addressing the problem,
especially among a loyal anti-vaccine audience. Facebook may be
aware of the limited effect of their policy, as in December 2020,
they introduced a more stringent policy that sought to not only
downgrade misinformation, but remove it. As misinformation con-
tinues to be a problem on social media, future research should be
conducted to evaluate the effectiveness of such additional policy
measures.

A few limitations need to be noted. First, the exact date of policy
implementation was not confirmed by Facebook. The policy date
used in our analysis (March 7, 2019) was inferred from the publi-
cation date of Facebook’s official announcement on these policies.
However, our results were robust to changes in this inferred date
upon sensitivity analysis (see Appendix G). Second, 15 Pages
became unavailable during the process of data collection between
September and November in 2020. For instance, Stop Mandatory
Vaccination, which was one of the largest anti-vaccine Pages on
Facebook was suspended by Facebook because of QAnon during
the data collection and we were not able to include the data after
its removal. Moreover, there were likely some additional Pages
removed either by Facebook or by the Page’s admins due to
increased scrutiny on vaccine misinformation that were not
detected by our methods. Although the data collection was com-
pleted before Facebook started systematically removing COVID-
19 vaccine misinformation in December 2020, it was unclear
exactly how many Pages were removed or suspended by the
admins or due to other policies by Facebook that might have inad-
vertently affected vaccine-related content (such as the October
2020 QAnon ban) [35]. Once a Page was removed or suspended,
we were no longer able to retrieve data on its posts from
CrowdTangle, which may have led to an underestimation of the
engagement of anti-vaccine content on the platform. Thus, our
results apply primarily to Facebook Pages that are still extant.
Third, we used the action of like as the only metric for measuring
the endorsement of vaccine posts on the platform without consid-
ering other available metrics such as share and comment. We
opted to be conservative about the outcome as it is less clear
whether these other actions (e.g. share and comment) reflect
endorsements or disagreements with a post on social media. How-
ever, we acknowledge it is one of our limitations that should be
taken into consideration when interpreting the result.

It is undeniably positive to see that leading social media compa-
nies have started taking action to combat health misinformation.
While platforms may have different features, currently social
media companies have mainly adopted two types of approaches.
The first type of approach is to reduce or block the availability of
anti-vaccine content. For example, Instagram has banned hashtags
associated with false claims such as #vaccinecauseaids [7]. The
other type of approach is to provide alternative authoritative infor-
mation to users when they come across potential misinformation.
Facebook’s initial vaccine misinformation policy in March 2019
was a combination of both approaches and is shown to have effec-
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tively reduced the number of likes of anti-vaccine posts on its plat-
form by changing their recommendation algorithms, rejecting ads,
and connecting users to authoritative sources; however, the effect
size was quite small. Our results emphasize that social media com-
panies are able to take an active role in addressing the spread of
misleading claims by adjusting certain platform features [13].
However, the small effect size also highlights the difficulty for
social media companies in improving the established health misin-
formation ecosystem and points to the need for consideration of
other policies such as removing misinformation.

In summary, this study demonstrates the feasibility of empiri-
cally evaluating the effectiveness of vaccine misinformation poli-
cies on social media platforms and provides a framework for the
analysis of public health related information policies. Future
research efforts may expand to include more platforms and future
policies in order to apply similar approaches to monitoring health-
related misinformation on social media.
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