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An Efficient Method for Cooperative Multi-Target
Localization in Automotive Radar
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Abstract—We consider the problem of locating multiple targets
using automotive radar by exploiting a pair of cooperative vehicles,
which form a mono- and bi-static sensing system to provide spatial
diversity for localization. Each of the two sub-systems can measure
the target echoes. The problem is to determine the locations of
multiple targets in the surrounding area. A conventional approach
is to directly estimate the target locations from the joint distribution
of the mono- and bi-static observations, which is computationally
prohibitive. In this paper, we propose a efficient two-step method
that first uses the delay and angle estimates from each individual
system to determine initial target locations, which are subsequently
refined via an association and fusion step. Specifically, we use a
2-dimensional (2-D) fast Fourier transform (FFT) based approach
to obtain the delay and angle estimates of each target in a sequential
manner. The delay/angle estimates obtained by mono-static and
bi-static systems lead to two sets of initial target location estimates,
which are then sorted and paired via a minimum distance criterion.
Finally, the initial location estimates are fused/weighted accord-
ing to the target strength observed by each system. Simulation
results show that our cooperative approach yields significant im-
proved performance over non-cooperative approaches using only
the mono-static or bi-static sensing system.

Index Terms—Mono-static sensing, bi-static sensing, multiple
targets localization, delay and angle estimation, 2-D FFT.

I. INTRODUCTION

AUTOMOTIVE radar is a rapidly growing civilian radar
technology in recent years [1], [2]. Millimeter wave has

become the preferred band for short-range vehicle-to-vehicle
communication and sensing due to large available bandwidth,
which implies high communication throughput and range res-
olution, as well as the possibility of dense spatial frequency
reuse [3]–[5]. While traditional radar aims to detect a relatively
small number of objects (e.g., aircrafts), automotive radar oper-
ates in complex urban environments and has to simultaneously
detect/locate multiple targets in close proximity, which brings
some unique signal processing challenges [6]–[10].

Target localization using multiple sensors is a classical prob-
lem. A direct method to localize target is the maximum like-
lihood estimator (MLE) using all sensors’ observations [11].
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Fig. 1. A cooperative mono-static and bi-static sensing system formed by
Vehicles 1 and 2 for multi-target localization.

The MLE obtains the target location through a search process
over the parameter space and is computationally intensive.
Therefore, many prior works pursued an indirect approach by
first estimating some location-related parameters, which are
then employed to locate the target via a fitting/optimization
step. Indirect localization techniques include time-of-arrival
(TOA) [12], time-difference-of-arrival (TDOA) [13], direction-
of-arrival (DOA) [14] based methods, or combinations of
them [15], [16]. Many of these works considered locating a
single target in a non-automotive sensing environment.

We consider herein a multi-target localization problem for
automotive sensing. An efficient localization method is proposed
by using a cooperative mono- and bi-static system comprising
a pair of vehicles. In each system, initial target locations are
calculated by using the delay and angle estimates obtained by
a 2-dimensional (2-D) fast Fourier transform (FFT) approach
in a sequential manner. Then, a data association and fusion
method is utlized to refine the location estimates via a minimum
distance and signal strength based criterion. Simulation results
show that the proposed cooperative approach outperforms non-
cooperative approaches using only the mono-static or bi-static
sensing system.

II. SIGNAL MODEL

Consider a cooperative automotive sensing scenario depicted
in Fig. 1, where Vehicle 1 and Vehicle 2 cooperate in locating
multiple targets in the surrounding area. Vehicle 1 acts as a
mono-static radar which transmits a probing signal and receives
echoes from the environment, while Vehicle 2 acts as bi-static
transmitter that sends a probing signal that is known to Vehicle
1 and whose echoes are also received by the latter. In practice,
Vehicle 2 could be in communication with Vehicle 1, and the
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communication signal may serve as the bi-static signal. The
purpose is to jointly to exploit the mono- and bi-static probing
signals, which offer a geometric diversity in locating the targets.

Suppose Vehicle 1 is located atur = [ux
r , u

y
r ]

T , while Vehicle
2 is located at uc = [ux

c , u
y
c ]

T . Due to the cooperative relation,
we assume ur and uc are known, which can be obtained by,
e.g., GPS. There are K targets located at uk = [ux

k, u
y
k]

T , k =
1, . . . ,K, in the surrounding area. For the k-th target, the round-
trip propagation delay τ r

k for the mono-static system is

τ rk = 2‖uk − ur‖/c, (1)

and the bi-static propagation delay for the bi-static system is

τ ck = (‖uk − ur‖+ ‖uk − uc‖ − ‖uc − ur‖)/c, (2)

where c is the light of speed. Moreover, the direction of arrival
(DOA) angle θk ∈ [−π/2, π/2] for the k-th target is the same
for the both systems which can be written as

θk = arctan

(
uy
k − uy

r

ux
k − ux

r

)
. (3)

We next discuss the signals observed in the two sub-systems.

A. Mono-Static System

Suppose the mono-static sensing system transmits a phased-
coded continuous wave (PMCW) sr(t) within a coherent pro-
cessing interval [17]

sr(t) =

Lr−1∑
l=0

s̃r[l]gr(t− lTc,r), (4)

where {s̃r(l)}Lr−1
l=0 denotes the spreading code with length Lr,

gr(t) the bandlimited chip waveform, and Tc,r the chip duration.
The receiver receives echoes by using N antennas. The received
signal is matched-filtered and sampled at the chirp interval
Tc,r. The received signal at p-th (p = 1, . . . , N ) antenna can
be written as [18], [19]

ỹr,p =
K∑

k=1

αke
−jπ(p−1) sin θkFH

r Wr(−τ rkΔfr)Frs̃r + ñr,p,

(5)
where ñr,p is the additive noise vector, αk the amplitude of the
k-th target, and e−jπ(p−1) sin θk represents the phase, assuming
the antennas form a uniform linear array and the k-th target’s
DOA is θk. In (5), Fr denotes the Lr-point discrete Fourier
transform (DFT) matrix with entries

[Fr]l1,l2 = e−j2π(l1−1)Δfr(l2−1)Tc,r/
√
Lr, l1, l2 = 1, . . . , Lr,

where Δfr = 1/(LrTc,r) is the sampling spacing in the fre-
quency domain. Wr(−τ rkΔfr) denotes an Lr × Lr diagonal
matrix with entries

[Wr(a)]l,l = ej2π(l−1)a, l = 1, . . . , Lr. (6)

The signal model (5) is flexible and allows non-integer delay
τ rk with respect to the sampling interval Tc,r. To see this, note
that the waveform s̃r is converted to the frequency domain
by the DFT matrix Fr, where the continuous delay τ rk trans-
lates to a phase shift, as imposed by the phase-shifting matrix

Wr(−τ rkΔfr). The phase-shifted waveform is converted back
to the time domain via the inverse DFT matrix FH

r .
For simplicity, let yr,q = Frỹr,q be the received signal in the

frequency domain, and likewise, sr = Frs̃r and nr = Frñr,q .
Then, the received signal in (5) becomes

yr,p =

K∑
k=1

αke
−jπ(p−1) sin θkWr(−τ rkΔfr)sr + nr,p. (7)

By stacking the received signals form N antennas as yr =
[yT

r,1, . . . ,y
T
r,N ]T , the received signal for the automotive radar

system can be written as [20]

yr = Hrα+ nr, (8)

wherenr ∈ CNLr×1 is the complex Gaussian noise vector,α =
[α1, . . . , αK ], Hr = [hr(θ1, τ

r
1 ), . . . ,hr(θK , τ rK)] with

hr(θk, τ
r
k ) = (aR(θk)⊗Wr(−τ rkΔfr)) sr, (9)

and aR(θk) is the steering vector of the receive phased array for
the k-th target

aR(θk) = [1, e−jπ sin(θk), . . . , e−jπ(N−1) sin(θk)]T . (10)

B. Bi-Static System

For the bi-static sensing system, the transmitted PMCW
within a symbol period at Vehicle 2 can be written as

sc(t) =

Lc−1∑
l=0

s̃c[l]gc(t− lTc,c), (11)

where {s̃c}Lc−1
l=0 denotes the spreading code with length Lc,

gc(t) the bandlimited chip waveform, and Tc,c the chip duration
employed by Vehicle 2. The transmitted signal sc(t) is reflected
by targets and received byN receive antennas at Vehicle 1. Then
the signal is matched-filtered and sampled at the chirp interval
Tc,c. Similar to the mono-static sensing system, the received
signal for p-th antenna in the frequency domain can be written
as [21]

yc,p =

K∑
k=1

βke
−jπ(p−1) sin θkWc(−τ ckΔfc)sc + nc,p, (12)

where βk is the amplitude of the k-th target, nc the noise,
sc = Fcs̃c the DFT of the spreading code s̃c and Fc the Lc-
point DFT matrix. In (12), the Lc × Lc phase-shifting matrix
Wc(−τ ckΔfc) is diagonal, similarly defined as Wr(−τ rkΔfr),
with Δfc as the sampling spacing in the frequency do-
main. Stacking all received signals form N antennas as yc =
[yT

c,1, . . . ,y
T
c,N ]T , we have [20]

yc = Hcβ + nc, , (13)

where nc ∈ CMLc×1 is the noise vector, β = [β1, . . . , βK ],
Hc = [hc(θ1, τ

c
1 ), . . . ,hc(θK , τ cK)] and

hc(θk, τ
c
k) = (aR(θk)⊗Wc(−τ ckΔfc)) sc. (14)

Given observations for both the mono-static sensing system in
(8) and bi-static sensing system in (13), the problem of interest
is to determine the locations for the K targets.
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III. PROPOSED TWO-STEP LOCALIZATION METHOD

One direct approach to the considered problem is to find the
target locations, u1, . . . ,uK , by maximizing the joint distribu-
tion of the mono-static and bi-static observations. The direct
approach is practically infeasible due to its high complexity.
Instead, we propose a more efficient two-step method that first
uses the delay and angle estimates from each individual system
to determine initial target locations, which are subsequently
refined via a data association and fusion step.

A. Mono-Static Location Estimation

For the mono-static system, the log likelihood is

gr,1(τ r,θ,β) ∝ −‖yr −Hrα‖2. (15)

The MLE for α is given by

α̂ = (HH
r Hr)

−1HH
r yr. (16)

Substituting α̂ into the log likelihood, we have

gr,2(τ r,θ) ∝ yH
r Hr(H

H
r Hr)

−1HH
r yr (17)

Thus, the MLE for target delays and DOAs can be obtained by
a nonlinear least-squares fitting

{τ̂ r, θ̂} = arg max
τ ,θ

yH
r H̃r(H̃

H
r H̃r)

−1H̃H
r yr. (18)

Notice that the MLE for the delays and DOAs requires a
2K-dimensional search, which is computationally intensive.
For simplicity, instead of jointly estimating the delays and angles
for K targets, we use a sequential method based on successive
cancellation to estimate the delay and angle for one target at a
time. That is, we start with estimating the strongest target, sub-
tract it from the observation, and then use the residual to estimate
the remaining targets by repeating the above process. Without
loss of generality, we assume that the K targets are ordered
such that |α1| ≥ · · · ≥ |αK |. During the k-th step, we assume
that residual y(k)

r contains the k-th target and contributions from
the remaining K − k targets, which are treated as disturbance.
The delay and angle for the k-th target can be obtained by

{τ̂r,k, θ̂r,k} = arg max
τ,θ

|hH
r (τ, θ)y(k)

r |, (19)

where y
(k)
r = y

(k−1)
r − α̂k−1hr(τ̂r,k−1, θ̂r,k−1), and y

(1)
r =

yr. Once τ̂r,k and θ̂r,k are found, the amplitude can be computed
by least squares

α̂k = (hH
r (τ̂r,k, θ̂r,k)hr(τ̂r,k, θ̂r,k))

−1hH
r (τ̂r,k, θ̂r,k)y

(k)
r .

Next, we discuss how to solve (19) efficiently by using 2-D
FFT. The cost function in (19) can be written as

NR∑
q=1

Lr∑
l=1

ejπ(q−1) sin θkej2π(l−1)τr
kΔfrs∗r(l)yr,q,l, (20)

which can be viewed as a 2-D FFT of a matrix Yr at frequencies
sin θk

2 ∈ (−0.5, 0.5] and−τ rkΔfr ∈ [−1, 0], where matrixYr ∈
CLr×NR is given by

Yr[l, q] = s∗r(l)yr,q,l, l = 1, . . . , Lr, q = 1, . . . , NR.

Hence, τ rk and θk can be found by identifying the peak of the
2-D FFT magnitude. Assuming the peak location is {û, v̂}, we
can calculate the delay and Doppler estimates by

τ̂ rk =
Mτ − û+ 1

MτΔf
, (21)

θ̂r,k = sign(κ) sin−1

(
2(Mθ/2− |κ|)

Mθ

)
, (22)

where “sign” denotes the sign function, κ = (v̂ − 1)−Mθ/2,
Mτ and Mθ the 2-D FFT grid numbers.

Once the target delays and angles estimates are obtained, the
k-th target location can be calculated by

ûx
r,k = 1

2cτ̂
r
k cos(θ̂r,k) + ux

r ,

ûy
r,k = 1

2cτ̂
r
k sin(θ̂r,k) + uy

r .
(23)

B. Bi-Static Location Estimation

For the bi-static system, the delay and angle for each target
can be estimated by using a similar sequential approach. We also
assume that the targets are ordered, |β1| ≥ · · · ≥ |βK |. Note that
targets may have different orders in the two systems. During the
k-th step, the delay and angle for the k-th target can be estimated
from the residual y(k)

c :

{τ̂c,k, θ̂c,k} = arg max
τ,θ

||hc(τ, θ)
Hy(k)

c ||2, (24)

where y(k)
c = y

(k−1)
c − β̂k−1hc(τ̂c,k, θ̂c,k), and y

(1)
c = yc. The

amplitude can be similarly obtained by least squares

β̂k = (hc(τ̂c,k, θ̂c,k)
Hhc(τ̂c,k, θ̂c,k))

−1hc(τ̂c,k, θ̂c,k)
Hy(k)

c .

Thus, the target delay and angle in (24) can also be estimated
by computing the 2-D FFT of Yc followed by the peak finding.
The matrix Yc can be obtained by Yc[l, q] = s∗c(l)yc,q,l, l =
1, . . . , Lr, q = 1, . . . , NR. Assuming the peak location on the
2-D FFT grid of the matrix Yc is {û,′ v̂′}, we can calculate the
delay and angle estimates by

τ̂ ck =
Mτ − û′ + 1

MτΔf
, (25)

θ̂c,k = sign(κ′) sin−1

(
2(Mθ/2− |κ′|)

Mθ

)
, (26)

where κ′ = (v̂′ − 1)−Mθ/2.
After the delay and angle estimates are obtained, the k-th

target locations estimation for bi-static system can be calculated
by using the equation of ellipse whose focal points are at the
receiver location ur and the transmitter location uc of the bi-
static system:

ûx
c,k = ρ(1−ε2)

1−ε cos θ̂c,k
cos θ̂c,k + ux

r ,

ûy
c,k = ρ(1−ε2)

1−ε cos θ̂c,k
sin θ̂c,k + uy

r ,
(27)

where ρ = (cτ̂ ck + ||uc||2)/2 and ε = ||uc||2
cτ̂c

k+||uc||2 denote the
length of the semi-major axis and eccentricity for the ellipse,
respectively.
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C. Data Association and Fusion

Next, we discuss how to fuse the two sets of loca-
tion estimates into the final one. Since the order may dif-
fer in the two initial location estimates, we propose a
data association method based on minimizing the Euclid-
ian distances between the initial location estimates. Denote
the location vectors obtained by the mono-static and bi-
static systems by lr = [(ûx

r,1, û
y
r,1), . . . , (û

x
r,K , ûy

r,K)] and lc =

[(ûx
c,1, û

y
c,1), . . . , (û

x
c,K , ûy

c,K)], respectively. Then, a matrix
Sc ∈ RK×M is formed whose columns are obtained by permut-
ing entries in lc andM = K! is the total number for permutations
of lc. The association problem can be solved by finding the
column of Sc which has the minimum Euclidean distance to lr

min
m=1,...,M

‖lr − Sc(:,m)‖2, (28)

where Sc(:,m) represents the m-th column of the matrix. The
above exhaustive search based method has a complexityO(K!),
which is feasible for smallK. For largerK, we can use a simpler
greedy association method. Specifically, the greedy method
goes through the first set of target estimates (obtained by the
mono-static system) one at a time, starting from the strongest
target, then finds its best match from the second set of estimates
(obtained by the bi-static system), and each time when a match
is identified, it is removed for further comparison. The process is
continued until all targets are matched up. It is clear the greedy
has a complexity O(K2).

Suppose after the association, the location estimates for the
k-th target are denoted by (ûx

r,k, û
y
r,k) and (ûx

c,k̃
, ûy

c,k̃
) for

the mono-static and bi-static system, respectively. Then the
k-th target location can be obtained by a weighted combina-
tion of the two location estimates according to their relative
strength/amplitude estimates:

(ûx
k, û

y
k) =

|α̂k|(ûx
r,k, û

y
r,k) + |β̂k̃|(ûx

c,k̃
, ûy

c,k̃
)

|α̂k|+ |β̂k̃|
. (29)

IV. SIMULATION RESULTS

In this section, we present numerical results to illustrate
the performance of the cooperative mono-static and bi-static
sensing system. Consider a case where the Vehicle 1 is located
at (0m, 0m) and Vehicle 2 is located at (30m, 0m). The band-
width for both systems system is 150 MHz and the maximum
range is 50 m [8], [9], [22]. Pseudo random spreading codes
with length Lr = Lc = L = 50 are employed for both systems.
The number of antennas for both systems are N = 10. The
signal-to-noise ratio (SNR) for the mono-static and bi-static
systems are defined as

SNRr = |α1|2/σ2, SNRc = |β1|2/σ2. (30)

Suppose there are 4 targets with locations
(15.81m, 11.87m), (35.92m, 5.86m), (21.7m,−18.48m),
and (33.8m,−25.3m) in the considered area with the
amplitudes ratio |α1| : |α2| : |α3| : |α4| = |β1| : |β2| : |β3| :
|β4| = 1 : 0.8 : 0.6 : 0.4.

Fig. 2(a) to 2(c) show results for one simulation trial of the
target location estimates obtained by using only the mono-static

Fig. 2. Target location images obtained by (a) mono-static, (b) bi-static, and
(c) cooperative sensing system when SNRr = 25 dB and SNRc = 30 dB.

Fig. 3. MSE versus SNRr with SNRc = 30 dB: (a) target 1; (b) target 2;
(c) target 3; (d) target 4.

system, only the bi-static system, and the cooperative mono-
static and bi-static systems, respectively, when SNRr = 25 dB
and SNRc = 30 dB. The results shows that the target locations
can be determined by using only the mono-static or bi-static
sensing system with the proposed sequential approach discussed
in Sections III-A and III-B. Fig. 2(c) shows that with the help of
the cooperation, the target location estimates are refined with a
higher resolution by finding the intersection of the initial target
location estimates in two systems.

Next, Fig. 3 shows the mean squared error (MSE) of the
target location estimates which are obtained via 200 independent
trials. It is seen that the MSE of the cooperative mono-static
and bi-static system is smaller than the MSE of mono-static
sensing system and the difference between them decrease as
SNRr increase. It is also seen that, compared with the exhaustive
search, the greedy based association results in some degradation
at low SNR.

V. CONCLUSION

We proposed an efficient method to localize multiple targets
by using a cooperative mono-static and bi-static system for the
automotive sensing. The initial target locations are calculated by
using the delay and DOA estimates which are obtained in each
system via peak finding on the 2-D FFT grid of the observations.
Then, a data association and fusion method is used to refine the
target estimates. Simulation results show that the bi-static system
can help the mono-static system to find better target location
estimates in terms of the MSE especially when the bi-static
system has a sufficiently high SNR.
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