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ABSTRACT. This paper is concerned with fully discrete finite element approx-
imations of a stochastic nonlinear Schrodinger (sNLS) equation with linear
multiplicative noise of the Stratonovich type. The goal of studying the sNLS
equation is to understand the role played by the noises for a possible delay
or prevention of the collapsing and/or blow-up of the solution to the sNLS
equation. In the paper we first carry out a detailed analysis of the properties
of the solution which lays down a theoretical foundation and guidance for nu-
merical analysis, we then present a family of three-parameters fully discrete
finite element methods which differ mainly in their time discretizations and
contains many well-known schemes (such as the explicit and implicit Euler
schemes and the Crank-Nicolson scheme) with different combinations of time
discetization strategies. The prototypical #-schemes are analyzed in detail and
various stability properties are established for its numerical solution. An ex-
tensive numerical study and performance comparison are also presented for the
proposed fully discrete finite element schemes.

1. Introduction. This paper is concerned with numerical approximations of the
following initial-boundary value problem for a stochastic nonlinear Schrodinger
(sNLS) equation with linear multiplicative noise of Stratonovich type:

idu + Audt + Nu|?udt =wodW(t)  in Dp:=D x (0,T), (1)

u=0 on 0D x (0,T), (2)

u(0) = ug in D, (3)

where W (t) denotes a standard R-valued Brownian motion (i.e., Wiener process)

on a given filtered probability space (Q,F, {F: : t > 0},[?’). Moreover, D C R4
(d > 1) is a bounded domain, ¢ := y/—1 denotes the imaginary unit. A € R is a
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given parameter. When A = 0, equation (1) is linear, and it is called respectively
the defocusing and focusing case when A > 0 and A < 0. The equation is obviously
nonlinear in both cases. ug : D x 2 — C is a given complex-valued initial function.
Hence u : D x (0,T) x  — C is a complex-valued function. By the Stratonovich
to Itd conversion formula, it is easy to verify that (1) has the following equivalent
1t6 form:

idu + Audt + Nu|*udt + %udt = udW (t). (4)

Equation (1) without the right-hand noise term is known as the (classical) non-
linear (deterministic) Schrédinger (NLS) equation which arises as the governing
equation for light propagation in nonlinear optical fibers and planar waveguides and
for Bose-Einstein condensates confined to highly anisotropic cigar-shaped traps in
the mean-field regime. Moreover, the NLS equation appears in the studies of small-
amplitude gravity waves on the surface of deep inviscid (zero-viscosity) water; the
Langmuir waves in hot plasmas; the propagation of plane-diffracted wave beams in
the focusing regions of the ionosphere; the propagation of Davydov’s alpha-helix
solitons, which are responsible for energy transport along molecular chains; and
many others. Furthermore, the NLS equation appears as one of universal equations
that describe the evolution of slowly varying packets of quasi-monochromatic waves
in weakly nonlinear media that have dispersion. Mathematically, the NLS equa-
tion is a prototypical dispersive wave equation, its solutions exhibit some intriguing
properties such as energy conservation, soliton wave, and possible blow-ups [6, 17].
In particular, we mention the following two conserved quantities (in time):

A (u)(t) = [[u(t)]7- =/D|u(t)|2dw7 (5)

A = [ (FIVu)f - Juto)l*) do. (©)

In other words, .# (u) and #(u) are constant functions in ¢ along the solution u of
the deterministic NLS problem.

One of the primary motivations for considering the stochastic counterpart of the
NLS equation is to examine the possible role and mechanism of noise in preventing
or delaying the collapse phenomenon. The special choice of the multiplicative noise
is to maintain the above conserved quantities along the solution of problem (1)—(3)
either P-a.s. or in mean, see Lemma 2.2. Besides developing accurate numerical
methods, another important goal of numerical approximations is to design efficient
numerical methods which are energy-conserved in the sense that numerical solutions
also satisfy the same energy conservation properties as the PDE solution does. It
turns out that it is quite challenging to construct such desired numerical methods
for both deterministic and stochastic problems. As expected, the situation for the
latter case is more difficult.

Numerical analysis for the deterministic NLS equation has been carried out by
many people, various numerical PDE methods such as finite difference and Galerkin-
type methods (including finite element, discontinuous Galerkin and spectral meth-
ods) have been developed and analyzed in the past twenty years, we refer the reader
to [7, 18, 12, 11] and the references therein for a detailed discussion about the re-
cent developments. Numerical approximations of the stochastic NLS equation has
also garnered some attention, several works have been reported in the literature
[4, 5, 8, 9, 10, 13, 14]. In order to make the energy .#(u}) is constant in n for
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the numerical solution uj}, all these works use the Crank-Nicolson time-stepping
scheme, moreover, the noise term is approximated implicitly by UZHAW”H. Com-
putationally, this is a very expensive and inefficient strategy because the resulting
stiffness matrix changes not only at each time step but also varies for each Monte
Carlo sampling.

To overcome this difficulty, we propose to approximate the noise term explicitly
by u} AW, 41, which becomes a source term in the equation for uzﬂ so it does not
contribute to the stiffness matrix at the time step t,41, we then combine this noise
treatment with the explicit discretization and various implicit discretizations of the
drift term to obtain our overall time-stepping schemes. For the spatial discretiza-
tion, we focus on the finite element discretization although it can be replaced by
other Galerkin-type spatial discretization methodologies. It should be noted that
the price for the advantage gained by the explicit treatment of the noise term is
that the energy .# and JZ may not be constant along our numerical solutions,
instead, they may only conserve both energies approximately. Another goal of this
paper is to examine numerically the impact of this relaxed energy conservation on
the quality of the resulted numerical solutions.

The remainder of the paper is organized as follows. In Section 2 we first introduce
some notation and then present a detailed analysis about the weak solution of
problem (1)—(3) which include the derivations of the conserved quantities, high
order stability estimates and Holder continuity in time in various norms. We note
that most of these results have already been reported in the literature, however, our
derivations and proofs are somewhat different and are easier to follow. Section 3,
which is the main section of this paper, is devoted to the construction and analysis
of our semi-discrete (in time) discretizations for problem (1)—(3). We use the 6-
time schemes to present a detailed stability analysis for their solutions. In Section
4 we briefly describe the finite element spatial discretization for our semi-discrete
(in time) scheme to obtain our fully discrete finite element methods. In Section
5 we present extensive numerical experiment results to illustrate the performance
of the proposed numerical methods and also present a performance comparison
for the proposed fully discrete finite element schemes using different time-stepping
strategies including the explicit and implicit Euler schemes and the Crank-Nicolson
scheme. Finally, we conclude the paper with a short summary given in Section 6.

2. Preliminaries and PDE analysis.

2.1. Notation. The standard function and space notations will be adopted in this
paper, in particular, H*(D) for £ > 0 denotes the complex-valued Sobolev space of
order k and (-, -) := (-, -)p denotes the standard inner product of the complex-valued
L?(D) space, namely,

(u,v) ::/Du(x)ﬁ(a:) dz,

where ¥ denotes the complex conjugate of v. For notation brevity, we also set
Il - lezx == || - | gx (D). Throughout the paper, unless stated otherwise, C, K will be
used to denote generic positive constants independent of the space and time mesh
sizes h and T.

2.2. Weak formulation and properties of weak solutions. In this subsection
we define a variational weak solution concept for problem (1)—(3), and establish
a certain properties of the weak solution u of the stochastic Schrédinger problem,
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such as conserved quantities .# (u) and ¢ (u), a priori estimates of u in various
norms and Holder continuity in time with respect to the L?(D)-norm.

Definition 2.1. For every ¢ € [0, T], there holds P-a.s.
i(u(t),v) _/0 (Vu(s),Vv) ds + )\/O (Ju(s)[Pu(s), v) ds + 5/0 (u(s),v)ds (7)
= 1(ugp,v) +/0 (u(s),v) dW(s), Vv € Hj(D).

We start with establishing the following conservation results for the weak solu-
tion.

Lemma 2.2. Let u be a weak solution to problem (7), then there hold

M (u)(t) = A (ug) vVt €[0,T], P—a.s. (8)
E [ (w)P(s)] = E[H(uo)"] vVt e [0,T],p>1. 9)
Proof. Applying It6’s formula to ®(u(t)) := |lu(t)||2. to get
lu(®)IIZ2 = lluollZ- 223‘3/ (idu(s) + iM|u(s)[*u(s) — %U(S)JL(S)) ds (10)
+§R/ d572§R/ iu(s)dW (), u(s)) = 0,
which immediately implies ||u(t)|22 = |luo|/2.. Hence, (8) holds.
To show (9), by direct calculations we get

D(A (w)P)(v) =p (u)P~H (R(Vu, Vv) — AR(|ul?u, v)), (11)

D*(H (u)?) (v, w) =pH ()P~ (R(Vv, V) — 2AR(Jul*v,w) — AR(v?, vw))  (12)
+ p(p — 1) ()P~ (R(Vu, Vo) — AR(Jul>u, v))
® (R(Vu, Vw) — AR(|ul*u, w)).
Applying It6’s formula to ®(u(-)) := J(u)?(-) we have
H(W)P(t) = A (uo)? + My, (13)
where M; is the martingale given by
M; = / H ()P ()R (Vu, —iudVW(s)) ds. (14)
Taking expectation on (13), it follows from the martingale property E[M;] = 0
that
E[A (u)P(t)] = E[A (uo)"]. (15)
Hence, (9) holds. The proof is complete. O

Corollary 1. Let u be a weak solution to problem (7) and p > 1 be an integer.
Suppose ug satisfies B[ (uo)?] < oo and ugp =0 on OD. Then there hold

S (E[IVu®)73] - AB[lu®IIR]) < Ki = 7B (uo)7), (16)

s B [lu(®lf] < Kai= (@7 + DEA (uo)] + KENELA ()], (17)

where k3, is the constant in Sobolev embedding L? — L*,
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The next lemma establishes an a priori estimate for « in the H?-norm.

Lemma 2.3. Let u be the weak solution to problem (7) with d = 1, assume that
u € L>=(0,T; LY(Q, H*(D)) for any 1 < q < co. Then there holds for any integer
p=1

sup E[u(t)|7,] < K. (18)
t€[0,T)

where
K3 = K, (L(uo)? + 15K , Ko T) K2 52T 4 (K, (KE)P + 1)Ko,
L(uo) := ||AU0H%2 - ER(AUO, |u0|2u0),
Kpyp:=(1+ K+ (Kg))p(p - 1A,

and kL, is the constant in Sobolev embedding H'(D) < L5(D), k2 is the constant in
Sobolev embedding H' — L*°, K, is the constant in inequality (a + b)? < K,(a? +
bP),

Proof. To control the nonlinear term |u|?u in (1), we introduce the Lyapunov func-
tional:

L(v) = ||A/U||ig + AR(Av, [v]?v), Vv € H?(D). (19)
By Young’s inequality and Sobolev embedding H! (D) < L(D), we have
lAvlF < K, (L) + (KEIN[el$h) (20)

where K, is the constant in inequality (2a + b)? < K, (a? 4+ bP). For example, it’s
1
easy to conclude [|Av[[2, < 2L(v) + Z2|A[2[|v]|%,: when p = 1.
We formally apply Ito’s formula to ®(u(-)) := L(u(-))? to get

L(u(t)? = L(uo)p—i—/ot D(I)(u(s))(iAudt+i)\|u|2udt - %u)ds (21)
+ ; /t Tr[D2<I>( (s))(fiu)(fiu)*}ds

/ D®(u — iudW (s))
=: L (ug)” +11()+12()+I3(t)~
The first and second order derivatives in (21) are given by

D®(u)(v) = DL (u(t))” (v) = pL (u)’~" [DL(u)(v)], (22)
D20 (u)(v,w) = p(p — 1) L(w)"* ([PL(w)(v)] & [DL(u)(w)]) (23)

+ pL(u)P! (2%(&;, Aw) + 2R (Au, wRlav]) + 23R (Aw, uR[uv])

+ 2AR (Au, uR[ow]) + 2AR(Au, vR[aw]) + A(Aw, [u[*v)

2R (Av, uRfiw]) + AR(Av, |u|2w)>

for any v,w € C§°, and DL(u) () = 2R(Au, AY)+2AR (Au, uR[wd]) +AR (Au, [ul?9)
+A(AY, [ul?u).
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For notation brevity we use L? to denote L(u(s))?. Substituting the expres-
sions (22) and (23) of D®(u) and D?*®(u) into I;(¢) and I2(t), respectively, and
performing integration by parts, we get the following equality

10 =pp=1) [ 27 A (Au(s). Alfu(s) Pu(s)) (21)
+ A3 (Au(s), u(s)?Aa(s)) — [|Au(s)|2e
+ A3 (Au(s), |u(s)|4u(s)) — AR(Au(s), \u(s)\Qu(s))} ds

=p(p — 1))\/ Lp*14S(Au(s),u(s)|Vu(s)|2)
0
%(Au(s), ﬂ(s)(Vu(s))Q) ds —p(p — 1)/ Lp_1||Au(s)||2L2 ds
0
o [ o

—%(Au( )ds
= I1(t)+ I12( ) + L3(1),

where we use the identities A(|u|?u) = 2|u|?Au + 4u|Vu|? + 2u(Vu)? + u?Au and
the facts that R(Au, A(iAu)) = 0, R(Au, i|u|?Au) = 0, R(A(—i|u|?u), i|ul?u) = 0,
and R[iu|u|?u] = 0.

Taking expectation on both sides of (24) and using the Sobolev embedding H'
L, Gagliardo-Nirenbery inequality || f|?- < 2||fllzz||Vfllzz , Young’s inequality
and equation (20), we get

1 (0) <oplp = DA [ (| 8ul o Ve~ [Vl ) ds (25)
<tolp— W [ 2 (1l - vaRE IVl as
9 t
<o =D [ I Aula ds
+6() wlp— DI [ 2l ds
< <9p (0~ 1)+ (SKb +6(K3) ) - 1>2> ) s
6K (p— 1) |A|/ w97 ds + S Kh(p — 1) w/ %, ds.
E[L: ()] <91+ K+ (K3)!) plp— 1 |>\|/ ds (26)
F6(K2) (p— 1) / Elul[1%7] ds

+5mk - D [ Bl
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By Young’s inequality and equation (20), we can bound I;2(t) as follows:
t

E[L2(t)] <2 (1+K11~;)p2/0 E[L (u(s))"] d8+KEp/O Elllullf:)ds.  (27)

Similar to the estimation of I1;(t), we can control I13(t) by
ha(t) <6op = 1IAT [ L) (1l oo + 1Al e ) ds (25
<(12p(p — 1) + 6K b (p — 1)? |)\|/ (5)) ds
3K — 1IN / ull 297 ds + 9K (p — 1)| / Jull%, ds.
Ells(6)] <12(1+ Kb)p(p — DA / E[L(u(s))"] ds (29)

t
L 3KL(p— DA / el 2%] ds + 9K s (p — DI / E[[jul|,) ds

Now we turn to the term I5(¢) in (21). Using Cauchy-Schwarz inequality we get

n =4 | Lt (2||Au<s>|\%z +BAR(Au(s). u(s)Pu(s)) ) ds (30)
<gh / (Iau(s)z2 + K u(s) ) ds
Pl / ))P ds,
() < (4 Koo - D [ Bz as+ Bk [ Bluigias. 6

On the other hand, by the property of It6 integral, we have E[I3(¢)] = 0. Com-
bining above estimates, we get the following inequality:

E [L(u(t))"] SL(Uo)p+26KE,p/O E[L(u(s))"lds (32)

w58, [ Bllulias + [ Ellg)

t
<L(uo)” + 26K, / E[L(u(s))?|ds + 15K 5., KT,
0

where Kg, = (1+ K + (K2)Y)p(p — 1)|A.
Applying Gronwall’s inequality to (32), we obtain

E[L(u(t))?] < (L(uo)? + 15K g , Ko T) 0K e K2T, (33)
Now recall (20) and Young’s equality, we have
E [llull3%2] =E [I1aull}% ] +E )7 ] (34)
KB [L(u)) + Kp(KE)E [Jull3h] + B [llul 7]
<K, (L(ug)” + 15K p , Ko T) e K2 r 2T 4 (K, (K3)P + 1) K.

Hence, we obtain the desired estimate (18). The proof is complete. O
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Theorem 2.4. Let u be the weak solution to problem (7) with d = 1, then there
exists a constant Ky = K4(Ka, K3, K}, T) such that

E [||u(t) - u(s)nig] <Kit—sP  V0<st<T, (35)

where p > 1 is an integer number. ki, is the constant in Sobolev embedding
HY(D) — LY(D), and more especially, Ky = ((2 + [N?Kp)K2 + 3(K2 + K3 +
ANt — s|)e?T when p = 1.

Proof. For a fix s € (0,T], by the definition of weak solution we obtain

i(ult) — u(s), v) - / (Vu(€), Vo) d + A / ([u(€) Pu(€), v) de (36)
5 [ wo k= [wemare  wem)

Now applying It6’s formula to ®(u(t)) = [lu(t) — u(s)||3. to get

lut) = u(s)ll2 +/ (17> dé (37)

— 93 / (Vul(€) — Vu(s), Vu(€)) de + 223 / (u(€) — u(s), [u(€) Pu(€)) de

—R [ (u(©) = uls),u(®)) dE + 23 / (u(€) — u(s), u(©)dW (€))
= I+ IIT+1III+1V.

We then bound each item on the right-hand side of (37) separately. To bound
I, we use integration by parts and equation (4) to obtain

=23 / t(vu(g) — Vu(s), Vu(s)) dé (38)
=23 [ [ an(s)u(6) - u(s) s
—93 / t /D A(s) / 5(2’Au(r)+i)\|u(r)|2u(r) - %u(r)) dr da dé
i 13
:i é /D A(s) / bu(r) AW (r) der d

We use the stability of solution {u(t);t € [0, T]} and iterates {u;n =0,1,... N}
to obtain

I =23 / t /D A(s) / ‘ (iAu(r)+i)\|u(r)|2u(r) - %u(r)) dr dz d¢ (39)

t 13 1
< JAu(s)|2at - s + / / |Au(IZ: + M lur) G + 5 llur) 3 dr de.
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To estimate I, we use integration by parts and Young’s inequality to get
t 3
AP / / Ai(s) / iu(r) AW (r) da de (40)
s JD s

:—2%/St/pﬂ(s)A(/jiu(r)dW(r)> do de

t 2
2
§||U(5)HL2|15*5\+/
S

3
/ u(r)dW (r) - d¢.

By using Young’s inequality and Sobolev embedding H'(D) — L5(D), term IT
can be bounded as follows:

IT=2)3 / (u(€) — u(s), u(©)Pu(©)) dE < 2|A / (€ ollu€) — u(s)| 2 de
(41)

t t
<P / Kb ||ul€)8: de + / lu(€) — u(s)|12 de.
To bound III , we have
t t
1 =—% / (u(€) — u(s), u(€)) de < / @)l 22 u(€) — u(s) 2 de (42)
t t
< / (€)1 de + / u(€) — u(s)|2 de.
Now combining these items together, we have
t r€
lu(t) — u(s)[22 <[ Au(s)] 2]t — s + / / lAu(r) 22+ AJu()Ss (43)
1 t
4 5 ()32 dr dé -+ Ju(s)[3alt — 5] + / u(€) |22 de

AP / Kb [lu(€)]% de + /

2

3
/ u(r)dW (r) e d&

t
+2 [ ule) ~ u(o)|a de + 1v.

Taking the expectation and noticing that IV is a martingale (hence, E[IV] = 0),
we obtain

E [[lu(t) —u(s)[72] < 2+ APKp)Ky +3(Ky + K+ [A)|t —s|  (44)
+ 28 [ u(e) - o)1 ]
Thus, an application of Gronwall’s inequality infers
E [[lu(t) = u(s)[Z2] < (2 + INPKp)Ks + 3(Ks + K3 + [A)[t — s[)e*T |t — s|. (45)

Hence, (35) holds for p = 1.
The proof for p > 2 can be carried out by the inductive method. To prove the
assertion for p = 2, we multiply (43) by [lu(t) —u(s)||32, use Young’s inequality and
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apply expectation to get
E [Ju(t) — u(s)[:] < K1t — o2 (Bl Au(]£:] + Ellu(r) 113] + E[u(r)[f:] (46)
+Blu(@)I3]) + K | "E[u(€) - u(s) 22 de

+ Kt — s (EllJu(r) [ 4:]) "

In order to verify this inequality, we may restrict ourselves to the stochastic
integral in (43), since other terms can be easily estimated by Young’s inequality.
By the Burkholder-Davis-Gundy inequalities, we obtain

r
[/

[t = S| [Ilu(t) — u(s)lIe] + It = s (B [[lu(r)]3:])°

E

/j u(T)dW(r)H; () — u(s)|22 dg] )

13 4 1
/S u(r)dW(r)HHQ—i—ZHu(t) — ()[4 dg]

%‘/ (u(§) — u(s), u(§)dW (&) [lu(t) — U(S)Iliz} (48)

< [ Bl ~ u)a @] + FEut) - u(s)L:]

< SE[lu®) - u(s)l] +1¢ - sPR[lu(©)]14:]
and the leading term in (47) and (48) can be absorbed by the left-hand side of
(46). Therefore, we obtain the desired conclusion in the case p = 2 via the discrete
Gronwall’s inequality.
By repeating this procedure, we can show that the result holds for each p € N.
Hence, (35) holds. The proof is complete. O

Remark 1. We note that by using the generalized Holder inequality, it is easy to
show that the estimates of Corollary 1, Lemma 2.3 and Theorem 2.4 hold for all
1<p<oo.

3. Semi-discretization in time. In this section we propose a family of three-
parameters f-time discretization schemes for the weak formulation (7) and establish
some stability estimates for the semi-discrete solutions.

Let 7 > 0 be the time step and ¢, = nt,n = 0,1,..., N, where t§y = T and
denote u™ = u(z,t,). Set U° = u(ty) be a given H}(D)-valued random variable,
then our 6-schemes for (7) are defined as seeking {F:, }o<n<n-adapted discrete
process {U" € H}(D);0 < n < N} such that P-a.s.

i(U"T0) — (VO™ Vo) + AT((%\U"“\Q + (1= o) |U™F) U, v) (49)
+ 5707 0) = i(U",0) + (U"AWai1,v) Vo € HY(D),

where U0 = ;U™ + (1 —0;,)U",i =1,2,3 and AW, := W (tpy1) — W(tn) ~
N(0,7), 0 < 6; <1 are given parameters. The commonly used those parameters
are listed in Table 1 below.
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TABLE 1. The comparison between the 6-scheme and other com-
monly used numerical schemes (i = 1,2, 3).

‘ 1 ‘ 0; =0 Explicit Euler scheme ‘ 3 ‘ 0; =1 Implicit Euler scheme ‘

2l0=1

Crank-Nicolson scheme ‘ 4 ‘ Others Some hybrid schemes ‘

It is easy to see that (49) is a weak formulation for the random variable U™ 1.
Below we shall give a detailed analysis for these #-schemes in the remaining of this
section. We begin with following uniform estimate for the expectation of the pth
moment of the discrete Hamiltonian ":

A = §||VU ||%2 - ZHU ||i4~
In order to establish the stability, we need the following assumption on the ranges

of the parameters 0;,7 = 1,2, 3.

Assumption 1. Let 6; € [§ + ¢, 1] with ¢ € [¢*, 1], ¢ > 0. Let 0 € [$,1] with
A <0 orfs€[0,1] with A >0 or 63 € [0,1] with A= 0. Let 05 € [0,1].

Theorem 3.1. Letp > 1 be an integer. Fix T =tx > 0 and let 0;(i = 1,2, 3) satisfy
Assumption 1, Then there exists an Hg(D)-valued {F;, Yo<n<n-adapted solution
{U™0,...,N} of scheme (49) such that

20; —1_ [
 max E[A7] + 141E[§ VUt - vzﬂn;} <o, (50)
n 2?
1?}%}‘NE[(% ) } <Gy p22 (51)
o 20 <, 9, o

where Cp = C’(QC};T+E[%O}>e6(l+p‘|+cflﬂﬂ with C = (1 =31+ [\)7)™!, Cy =

Cs(T,Ch. A, ¢, E[(5°)?"]), C3 = C3(), C2,CL) and C}, is the constant in Sobolev
embedding L*(D) — L?*(D).

Proof. Setting v = U™t — U™ in (49) and taking the real part that yield
Ri(U"T — U, U - UT) — T R(VUTO VU - vUT) (53)
+ATR((0AU 2 + (1= ) |U" ) OO U - o)

= %%(0"*93, U —U™) + R(UAW,pq, U™ —TU™).

By applying identity R(ia,a) = 0, R(a(@ — b)) = 1(|a|* — [b|* + |a — b|?) for
a,b € C and Young’s inequality, the terms on the left-hand side of (53) can be
bounded as follows:

rrn+01 n ny _ T n T n
R(VUH VUt - vUn) = 5||VU 2. — 5||VU 22 (54)

2, — 1
NGt} 12 )T||VU"+1—VU"||%2,
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_ AT%((QQ\U"“P + (1= ) |U™ AU T2 Ut — U") (55)

= 27| U 1a + ST U™ — 7AT/ (U™ = |U™?)dx
4 4 4 .

26, — 1
-4 & )AT/ (O/U™ 12+ (6, — DU )| U™ — U P dae
D

)\ n >\ n
> = 2o U+ ST

Using (54) and (55), equation (53) can be written as follows:

(SIVU™ e = Ui ) = (GIVU™ 3 = A I0™I)  (56)
20, — 1
G St 12 )||VU"+1 — VU2,
1 -
< =5 SO UM = U) = R(UT AW, 4, UM - UT)
= I1I+1Il.

By using S(ab) = —S(ba) for a,b € C and U0 = 1

5 (UnJrl +Un)+29i271 (Un+1_
U™) in (49), the first term on the right-hand side of (56

) can by bounded by

17— %<Un+1 —un, %(Un—i-l + U") + %(Um—l _ Un)) (57)

%(Aﬁn-‘r% yntt —I—Un) _ Z%(Un-',-ég yntl +Un)

) 8 5
EAR((O2]U P + (1= 8) U )T U 4 U
~Ipwraw,, ot o)

2
= IIl +I[2 +113 —|—II4

We now need to bound the right-hand side of (57). For the first term IIy, it
follows from integration by parts, Schwarz inequality, Young’s inequality that

IIl _ %%(V(Un—i-l + Un) =+ (291 _ 1)V(Un+1 _ Un),VUn-H + VU") (58)

20, — 1 n T n
<D ywuni, < TIvur .

For the second term II5, by Young inquality we have

ITy = = LS((U™ +U™) + (2605 - DU = U™ U™ 4 U) (50)
205 —1
<EB =D (9 + IVOa)

T n n
< IVU L + [VUIZ2).
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Similar to (55), it follows from Young’s inequality that

I1; :2A§R((92|U"+1|2 + (1= o)UY T2 Ut 4 U™ (60)
A n A n (202 _ 1) n n
e TI0 s = S0 + e [ (U = )
(202 — 1)

2 )\T/ (GQ‘Un+1‘2+(9271)|Un|2)‘Un+1*Un|2dl’
D

A n
STGT”U 1 7a

By using R(ab) = R(ba) for a,b € C, Young’s inequality and Sobolev embedding
L4(D) < L?(D), 114 can be estimated by

1
I < — §§R(U”AWn+1, urtt —ugn) (61)
- n S 1
§§||U U7 + §T||U 174 + §C}E||Awn+1\\ffoo~

where C}, is constant from |[U™||7. < CL|U™||4.
Again, by using R(ab) = R(ba) for a,b € C and U0 = (U +U™) +
201 (Un+t —Un) in (49), the stochastic integral 11T can be estimated by

1
I = — =R(U™ — U™ U AW, 41) (62)
T

- 1 -
=3 (AU U AW, 41) + 53%(U”+"3, U"AW,11)

FAS((O2] U2 + (1 — o) | U2 U2 UM AW,11)
=:IIT; + 11, + I11;.

We now estimate the three terms in (62) separately. For the first term I11, by
integration by parts and Young’s inequality we have

11 = — 6, (VU™ — VU™, VU"AW,4,) (63)
20, — 1 . n 07 n
SMHVU +_ U ||%2 + 1_ ||VU H%zHAWn+1H%°°
4 20, — 1
201 — 1 1
A L T A

It follows from Young’s inequality and Sobolev embedding L*(D) < L?(D) that

03 1—103)
2

[Ty = RO = U™ U AW,4) + ( RU™U"AWn 1) (64)

1. . " 1 n 1
<SIU™ = UM + U + Ch o AW + M},

where M is the martingale given by

(1—065)

M} =
t 2

R(U™, U AWps1). (65)
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For term I113, by Young inequality we have

ITI5 =053 (o[ U™ PU™ + (1= 02)|U™ PU, U AW,y (66)
_02(1+205) 05(3 — 265)
= 4 At

3 n+14 2 n (|4
<7710 e + U [Tl AW 1| T -

TIU™ s + U™ 124l AW 1l T

Combining (53)-(66) we get

260, — 1
st gpn g @ =) ) v - VU”||i2 (67)
T n n n
< TGO+ S IVUM s + S IVU" | AW 3
>\ n n n
+ (55 + DTN+ G0+ 21U AW g e

1 1
+ Cpl| AW |1 + 210" = UM 72 + M.

Next, we need to bound [|[U™** —U"|2,, which appears in the two estimates (61)
and (67). For this purpose, we set v = U"*! — U™ in (49) and take the imaginary
part, it follows from Young’s inequality that

|U™H = U™ = rS(VU™ 0, vUrT - VU™ (68)
1 -
— SR U = Um) AT ((BaUTH
+ (1= ) [U" )T+, ot — )
+ S(U"AWpyr, U™ = U™)
= IV + Vo + V3 + 1V,

By using equality U0 = LUt +U™) + 2821 (Ut — U™, Young's inequality
and Sobolev embedding L*(D) < L?(D) and the estimates that

20, — 1

IV =7$ ( vttt + o) + v(urtt—un),vurtt - vun)

=r3(VU", vU") < HVU”+1|\L2+ ||VU"H%2,

1 n+1 n 293
Ve =—35 ((U +U") + —5—

(Un+1 _ Un),Un+1 _ Un)
<gIU"iite + Ok,

IVs =Mt (0:|U T PUT + (1 - 60) U PU™ T, U™)
ST s + AT U™ 12

1. . n T m 1
Vi <50 = U3 + TIUP s + - CHI AW, e,
we have
U™ = U7 < (VU™ 72 + (IVU(|Z2) + 27U |74 (69)

N 1 1
+ @+ D70 10 + 3CBT + - Cpl AW 7.
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Combining estimates (67) and (69), we obtain

1THVU H_vUn|2, (70)

5T n 7T n 1 n
< VU + VU + S VU B AW

9 3 n N 20
+ (g A+ WU L + 107 20) + =~ 10" 24 [AW |2

AT — "

1 9
+ 1—6ch + g0}5||A14/n+1||‘im + M}
Summing over the index from [ = 0 to n and applying expectations on both sides,
and using the fact that E[M}] = 0, we get

n+11 0 20, —1
E[s" ] — E[2°] + 1

E[|VU" - VU"|3.] (71)
B(1+[A)T Y E[AH] +3(1+ A+ )r > E[#'] +2CET.
=0 =0

The discrete Gronwall’s inequality then leads to
201 — 1 & - -
B[] + LTS E[IVU - VU] < Gt AT (7g)
1=0

where C' = (1 — 3(1 + [A\)7) "1 (20LT + E[#7°]). Hence, assertion (50) holds.

To show (51), we employ an inductive argument. Multiply (70) by "1 and
take expectations, using the identity (a —b)a = %(a2 —b*+(a— b)2), where a,b € R,
Young’s inequality and the embedding L*(D) < L?(D), we get

SE[" )]~ SE[] + (B[ — Y] (73)

< B+ 3ADTE[( )] + (11 + 3|\ + ¢ HTE[(£™)?] + (CE)(1 + CE)T.

In order to verify this inequality, we may restrict ourselves to the martingale term
M} defined in (65), since other terms can be easily estimated by Young’s inequality.
By the independency property of increments of the Wiener process, we obtain

E[ M} ] :@E[(%W —%”)%/ U2 A, Wds] (74)
D

1 1 1
LB =) ]+ EIUM )7 + Chr

and the leading term may be absorbed by the left-hand side of (73). Therefore, we
prove (51) for the case p = 2 via discrete Gronwall’s inequality. By repeating this
procedure, we can show (51) holds for each p € N.

To show (52), taking expectation on (69) yields
E[|U"+ - U %] <r (E[|VU" 2] + E[IV0™[3.]) (75)
+ @A+ Dr (B0 38] +E[JU"2]) + Chr
<((@+ANC1 + Cg) 7.
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Again, we employ the inductive argument for p > 2. Multiplying (69) by ||[U™*! —
U”H%Z, we get

1

[Tt = U7 < 872(IVU™ 72 + VU [12) + 5 (CE)*IAWaia Iz~ (76)

n n 1
+ 8+ D2 ([U" s + [U"17) + 5 (C)? 7%

Then taking expectation yields

E[||U™ —U™|32] < (44N + 1)2Cs + 2(CF)?) 2. (77)
Hence, (52) holds for p = 2. By repeating this procedure, we can show (52) holds
for each p € N. The proof is complete. O

Next, we establish some stability estimates for the expectation of H'-norm of
iterates {U™;0 < n < N}.

Theorem 3.2. Let p > 1 be an integer. Fizx T =ty > 0 and let 0;(i = 1,2,3)
satisfy Assumption 1. Then there exists an H{}(D)-valued {F:, Yo<n<n-adapted
solution {U™;0,...,N} of scheme (49) such that

maxNE[nUnni‘;] < Cy, (78)

1<n<

where Cy = (T, A, E[||U°]|3.]).

Proof. Setting v = U™ in (49) and taking the imaginary part, using identity
R(a(a—1b)) = 1(ja|* —|b]* + |a —b]?) for a,b € C, S(UMAW,,41,U") = 0, Schwarz
and Young’s inequality, we obtain

SO = SO s + S0 - 02 (79)
_ T%(Vﬁnﬁ-&?VUﬂ-ﬁ-l) _ )\T%((92|Un+1|2 + (1 o 92)‘Un‘2)0n+92’ Un+1)
1 -
= GTR(O", UM + QU AW, U™ = U7)

= Il+I2+.[3+I4.
Taking expectation on (79) and using the fact that

I =7(1 = 0:)3(VU", VU™) < ZVU" 3 + 2 VU3,
Iy = = 7A(1 = 02)S (G| U™ THPU™ + (1 = 62) U™ PVU™ T, U™,
<TAT™ ML+ AT (124,
T T
Iy =— 593”U”+1H%2 -5 05)R(U", U,
T T
<oz + 21Uz,
1
Iy <ZIU™ = UM + U2 1AW |7
we get
1 T
o™ Ze = 0172 + ST = U7 (80)
< TIVUHLe + I VU + 27 AT e+ 27 AU 1
T n T n n
+ 51U L + ST Te + 20U 2 AW [
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After summing over the index from [ = 0 to n and applying expectations on both
sides of (80), we obtain

E[JU™2:] —E[U°)7:] < 8(1+ ANCIT + 37 > E[|U']3:]. (81)
=0

The discrete Gronwall’s inequality then leads to
(U™ 72] < 8L+ A)CIT +E[U°)3:])e (82)

We again employ the inductive argument for p > 2. To obtain the result for p = 2,
we multiply (80) by |[U™!||2., using the identity (a — b)a = % (a® — b* + (a — b)?),
where a,b € R, and Young’s inequality, we get the desired estimate for p = 2. By
repeating this procedure, we can show (78) holds for each p € N. The proof is
complete. O

Corollary 2. Let p > 1 be an integer and d = 1. Fiz T =tny > 0 and let 0,(i =
1,2,3) satisfy Assumption 1. Then there exists an H}(D)-valued {F;, Yo<n<n-
adapted solution {U™;0,...,N} of scheme (49) such that

n2?
12%XNE {HU HH1:| < Cs, (83)
where Cs = (1 + C1)Cy + 2PC1.

Remark 2. We note that by using the generalized Holder inequality, it is easy to
show that the estimates of Theorem 3.1 and 3.2, and Corollary 2 also hold when
the power 2P is replaced by any real number 1 < ¢ < oo.

4. Fully discrete finite element methods. In order to obtain fully discrete
numerical methods for problem (1), we need to discretize scheme (49) in the spatial
variables. Here we briefly describe finite element methods for this purpose although
other Galerkin-type methods can also be used.

Let 7;, be a quasi-uniform triangulation of D. We define the finite element space

V;: = {Uh S Hl('D) : Uh‘K S 'PT(K) VK € 'ﬁb},

where P,.(K) denotes the space of all polynomials of degree not exceeding a given
positive integer 7 on K € Tp. Then our fully discrete finite element methods for
problem (1) are defined by seeking an F; -adapted V;'-valued process {U}'}(n =
0,1,...,N) such that P-almost surely

(U on) = (VO Vo) 4 0 (00U + (U= 0)|UR2) T2, )
(84)

+ %T(U,?Jre‘g,vh) = i(U,?,vh) + (UﬁAWnH,vh) Yoy, €V,

where U7 = ;U™ + (1—0,)Up (i = 1,2,3) and AW,,1q := W(n+1)—W(n)
N(0,7). We choose Up = P,u’ to complement (84), where P, : L*(D) — V,
denotes the L? projection operator defined by

(Phw,vh) = (w,vh) Yy, € V.

=32

In the next section we shall provide numerical tests for all combinations of 6; (i =
1,2,3) given in Table 1.
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5. Numerical experiments. In this section, we present several one-dimensional
numerical experiments to test the performance of the proposed fully discrete finite
element methods with r» = 1, i.e., V)" is the linear finite element space. For the
nonlinear solver, Newton’s method is used in all our numerical tests.

By introducing a parameter o > 0 which measures the size of the noise, we first
consider the following stochastic cubic nonlinear Schrédinger equation:

idu + Audt + \u|?udt = ou o dW (t) in (-L,L) x (0,77,

, : (85)

Ult=0 = up in (-L,L), with L =20.
We choose A and ug = sech(z) exp(2iz) so that the exact solution of the determin-
istic nonlinear Schrodinger problem (o = 0) is given by

u(z,t) = sech(x — 4t) exp(i(2z — 3t)). (86)

This example contains a soliton wave and is often used as a benchmark for meansur-
ing the effectiveness of numerical methods for the deterministic NLS equation; see
[16, 19, 15].

5.1. Mass and energy conservations. We first demonstrate the differences of
these numerical schemes by their performances on preserving the mass- and energy-
conservation. When o = 0, (85) reduces to a deterministic nonlinear Schrédinger
equation. It is well known that the deterministic problem admits the following
invariant quantities:

() = /D ()2 d, (87)
A () = /D (31Vu@)? ~ 3 ()P ) de. (35)

In our multiplicative stochastic case, if W () is real-valued, .#)(u) is again con-
served. The special form of the discretization of the nonlinear term ensures that in
the deterministic case, the discrete mass

0= [ 00, (39)

and the discrete energy

Ailt) = /Q VU0~ /Q U (8)]da. (90)

are exactly conserved. These are important physical properties for “good” numer-
ical methods to preserve and are used as a criteria for developing such numerical
methods.

The evolution of mass and energy of the numerical solutions with ¢ = 0 is
presented in Figure 1 with 7 = 0.05 and h = 0.2. The evolution of the expectation
of the mass E[.#},] and energy E[54,] of the numerical solutions with ¢ = 0.05 is
presented in Figure 2 with 7 = 0.05, h = 0.2. The classical Monte Carlo method
with M = 500 realizations is used to compute the expectation. It is shown the
effectiveness of the proposed the Crank-Nicolson scheme (0; = %72’ = 1,2,3) in
preserving mass and energy.
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FIGURE 1. Evolution of mass .#},(t) — .#}(0) and energy %, (t) —
4,(0), with 0 =0 and 7 = 0.05,h = 0.2.
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FIGURE 2. Evolution of mass E[.#},(t)] — E[.#,(0)] and energy
E[#(t)] — E[#,(0)], with o = 0.05, 7 = 0.05,h = 0.2 and M =
500.

5.2. Preserving the shape of a soliton. In order to verify the validity of different
0 schemes, the differences of these numerical schemes are then analyzed by their
performances on preserving preserving the shape of a soliton. In the deterministic
case (o = 0), the graph of |u(z,t)| is a soliton propagating towards right. Its shape
remains unchanged for all ¢ > 0 as shown in Figure 3. The graphs of numerical
solutions given by several different numerical methods with ¢ = 0 using the same
mesh sizes are presented in Figures 4.

The numerical results show the effectiveness of the Crank-Nicolson scheme (0; =
%72’ =1,2,3) in preserving the shape of the soliton. We do not include the explicit
method which explodes for large time, while the implicit method is heavily damped
and eventually drops to zero. For other hybrid schemes, they either decay or in-
crease, but the speed is much slower than Euler methods. It should be noted that
the Crank-Nicolson scheme (6; = %,i = 1,2,3) performs best in preserving mass
and energy conservations. Then, we choose this scheme to analyze the effects of
stochastic noises on the numerical results.

After having confirmed the validity of the Crank-Nicolson scheme (6; = %,i =
1,2,3), we like to understand the effects of noise on the PDE solution. Figure 5
displays the trajectories for different values of o > 0. The evolution of the amplitude
|U] is also presented. For small noise, in Figure 5(a) and (b), we see that the wave
is not strongly perturbed and the noise does not prevent the propagation. On the
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Exact Solution Method
Direction
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0.2

0.0
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X

FIGURE 3. Soliton propagation when ¢ € [0,2]: graph of the exact
solution |u(-,t)| with o = 0.
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FIGURE 4. Soliton propagation when ¢ € [0, 2]: numerical solutions
with ¢ = 0, h = 0.2 and At = 0.025.

other hand, when the noise level is high, Figure 5(c) shows that the wave profile
is destroyed by noise. To have a better understanding of what happens, we use
another representation of the solution and plot different level curves of the wave
amplitude. The result is shown in Figure 5(d). We observe that the propagation
is not stopped although the amplitude is very high. This simulation suggests that
the noise has a large influence on the speed of the wave.

5.3. Convergence rates. We solve problem (85) by the proposed ¢ method and
compare the numerical solutions with the reference solution.

We first consider the case ¢ = 0. The time discretization errors are presented
in Figure 6, where we use a sufficiently small spatial mesh h = 2L/2000 so that
the error from spatial discretization is negligibly small in observing the temporal
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< Dvalue =[0.3,0.5,0.7]

-15 -10 -5

FIGURE 5. Plots in (z,t) plane of |U| for one trajectory: (a) o=
0.001, (b) o= 0.1, (c) o= 0.5, (d) contour plot of |U| for o = 0.5
(multiplicative noise).
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FIGURE 6. Rates of convergence with 7 € {2741 < i < 5}. left:
oc=0,T=0.1, right: ¢ =0.05, T =0.5.

convergence rates. Figure 6 shows convergence rate 2 for the L?-error of the Crank-
Nicolson scheme (6; = %,i = 1,2,3); the order drops to 1 for the implicit Euler
scheme (6; = 1,4 = 1,2, 3) and the Hybrid scheme 2 with 6; = 1,0, = %,93 = % .



708 XIAOBING FENG AND SHU MA

The situation is different in the stochastic case when ¢ = 0.05 as shown in 6, the

order of strong convergence for the above three 6 schemes drops from approximately
1 to 0.5.

5.4. Sensitivity to the time step. This test is to analyze the sensitivity of dif-
ferent schemes to the time step 7. For this purpose, we choose A = —1 and o = 0.05
with the initial condition ug as

ug = sin(mx). (91)

We take h = 27°%, 7 =27%(i = 6,7,8), T = 2 and the computational domain is [0, 1].
We note that the initial data results in conservation of L2-norm of the numerical
solutions in the deterministic case. Hence, it can be used as an index to measure
the differences between different numerical schemes. Since the explicit Euler scheme
is unstable. Here we only consider the other four numerical schemes, and plot the
variation of the solution E[.#"] in Figure 7 and E[.74;"] in Figure 8 under different
time step sizes. As expected, we use the classical Monte Carlo method with M = 500
realizations to compute the expectation.

(a) (b)
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FIGURE 7. The sensitivity of E[.Z]}] in different subdomains
using different time step sizes. (a) Crank-Nicolson scheme : 6; =
3.1 = 1,2,3; (b) Implicit Euler scheme : 6; = 1,i = 1,2,3 ; (c)
Hybrid scheme 1: 6, = %,92 =1,03 = %; (d) Hybrid scheme 2:

01=1,0, = 3,05 =3.
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FIGURE 8. The sensitivity of E[74"] in different subdomains using
different time step sizes. (a) Crank-Nicolson scheme : 6; = 1 i =
1,2,3; (b) Implicit Euler scheme : 6; = 1,i = 1,2,3 ; (c) Hybrid
scheme 1: 6 %,02 = 1,03 = %; (d) Hybrid scheme 2: 6, =

1,00 =103 =1.

It should be noted that because of the particularity of the chosen exact solutions,
most of the numerical schemes are always decaying, except for the explicit Euler
scheme (0; = 0,45 = 1,2,3) and the Crank-Nicolson scheme (6; = %,i =1,2,3).
On the other hand, if A or initial data changes, the hybrid schemes will either be
decaying or just exploding, except for the implicit Euler scheme , which is always
decaying. For example, let A = 1 in this test, the scheme with 6; = %, 0, =1 and
05 = % presents a rapid increase, but its increase speed is far less than that of the
explicit Euler scheme (6; = 0,7 = 1,2,3), as shown in Figure 9.

Based on the properties of the stable solitons, we conclude that the Crank-
Nicolson scheme (6; = %,i = 1,2,3) is the only accurate numerical scheme in the
family, and other numerical schemes are always decaying or unstable. For those
unstable schemes, the only way to control their deterioration is to control the time
step size 7. However, the deterioration cannot be avoided even if the time step
is very small, because the solution will blow up when the total simulation time T
becomes sufficiently large.

6. Conclusion. In this paper we propose a family of fully discrete finite element
methods for a stochastic nonlinear Schrédinger (sNLS) equation with multiplicative
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FIGURE 9. The different increasing speeds between the Euler Ex-
plicit scheme (6; = 0,4 = 1,2,3) and the Hybrid scheme 1 with
(01 = %792 = 1;03 = %)

noises of the Stratonovich type. We prove various properties of the solution to the
sNLS problem such as conserved quantities and Holder continuity in time with
respect to the spatial L?-norm. A highlight of this paper is to establish various
stability properties for the proposed numerical schemes. Better understanding and
more insights about several prototypical schemes (such as the explicit and implicit
Euler schemes and the Crank-Nicolson scheme and other hybrid schemes) are also
obtained through the stability analysis and numerical simulations. An efficient
Monte Carlo Newton nonlinear solver is also designed to solve the resulting finite
element systems. Numerical results are provided to present performance comparison
between different schemes and to numerically study the influence of noise on the
dynamics of the numerical solutions.

It should be noted that not every commonly used scheme is useful for the sto-
chastic nonlinear Schrodinger equation, and the Crank-Nicolson scheme is the only
accurate numerical scheme in the family. The explicit Euler scheme is unstable, the
implicit Euler scheme is always decaying and most of the other hybrid schemes will
either be decaying or exploding, but the speed is far less than that of the explicit
Euler scheme. For those unstable schemes (such as the implicit Euler scheme and
other hybrid schemes with different 6;), the only way to control their deterioration
is to control the time step size 7. Also, the total simulation time 7" should be limited
before the blow-up occurs because the deterioration cannot be avoided.

Finally, our analysis and simulations show that the multiplicative noise has dif-
ferent levels of influence on the solution dynamics. For small noise (i.e., when
o < 1), the expectation of the stochastic solution behaves the same as its deter-
ministic counterpart, which is expected. On the other hand, for large noise (i.e.,
when o > 1), this is no longer the case. Our numerical simulations suggest that the
expectation of the stochastic solution could experience some fluctuation, shifting,
and rotation for large noise. Also, our simulations show that the noise has a large
influence on the speed of the solution wave.
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