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ABSTRACT

Resistive memories (ReRAM) organized in the form of crossbars are

promising for main memory integration. While offering high cell

density, crossbar-based ReRAMs suffer from variable write latency

requirement for RESET operations due to the varying impact of IR

drop, which jointly depends on the data pattern of the crossbar and

the location of target cells being RESET. The exacerbated worst-case

RESET latencies can significantly limit system performance.

In this paper, we propose LADDER, an effective and low-cost

processor-side framework that performs writes with variable la-

tency by exploiting both content and location dependencies. To

enable content awareness, LADDER incorporates a novel scheme

that maintains metadata for per-row data pattern (i.e., number of

1’s) in memory, and performs efficient metadata management and

caching through the memory controller. LADDER does not require

hardware changes to the ReRAM chip. We design several optimiza-

tions that further boost the performance of LADDER, including

LRS-metadata estimation that eliminates stale memory block reads,

intra-line bit-level shifting that reduces the worst-case LRS-counter

values and multi-granularity LRS-metadata design that optimizes

the number of counters to maintain. We evaluate the efficacy of

LADDER using 16 single- and multi-programmed workloads. Our

results show that LADDER exhibits on average 46% performance

improvement as compared to a baseline scheme and up to 33% over

state-of-the-art designs. Furthermore, LADDER achieves 28.8% av-

erage dynamic memory energy saving compared to the existing

architecture schemes and has less than 3% impact on device lifetime.
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1 INTRODUCTION

The increasing trend for data intensive and high performance com-

puting applications has significantly pushed the demand for effi-

cient and scalable memory systems [16]. Due to the poor scalability

and energy inefficiency of DRAMs, there has been a continuous

effort to search for alternative memory technologies [4, 5, 29, 42,

45, 47]. Emerging non-volatile memories (NVMs) are promising

contenders to augment or replace DRAM as they offer high den-

sity, energy efficiency, and non-volatility [27, 41]. Resistive random

access memory (ReRAM) is particularly attractive for main mem-

ory integration due to its advantageous characteristics, including

higher cell density and better data retention ([35, 53]) compared

to other NVM devices such as phase-change memory (PCM) and

spin-transfer torque MRAM (STT-MRAM) [30]. When arranged in

a crossbar architecture [52], ReRAM can obtain the theoretically

smallest cell size, which yields superior density and scalability.

Unfortunately, there are still outstanding challenges to be ad-

dressed for the adoption of NVMs. Particularly, NVM devices typi-

cally exhibit poor write performance [9, 26, 38]. This is especially

the case for crossbar ReRAM memories for RESET operations, i.e.,

switching cells from high-resistive state (HRS) to low-resistive state

(LRS). When accessing cells in the crossbars, the access latency can

be elongated by the IR-drop over the array parasitics. In fact, the

effective voltage drop across a ReRAM cell and thereby the access

latency are heavily influenced by both the data pattern stored in the

crossbar and the location of the selected cells. This leads to highly

variable RESET latency requirements for ReRAM writes [10]. Em-

ploying the worst-case RESET latency could tremendously degrade

the write performance since the RESET operation can be prolonged

up to 10× [18] under a slight reduction in effective voltage drop

(i.e., 0.4V). Although writes are generally not in the critical path
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of program execution, long ongoing writes could block memory

reads, which adversely impacts system performance [38].

To mitigate the write performance issue, circuit-level techniques

such as applying ground bias and inserting non-linear selector de-

vices are proposed to limit the sneak current in crossbars [48, 52, 61,

66]. Recent work in [68] employs dynamic reset voltage to compen-

sate the IR-drop based on the location of target cells. Meanwhile,

architectural techniques are designed to enable scheduling of writes

with different RESET latencies [50, 52, 62]. Note that these tech-

niques either do not jointly exploit the data-location dependencies

(therefore not harnessing the full potential) or require additional

circuitry supports (e.g., profiling functionality) in ReRAM devices

that could increase the memory design complexity. As area and cost

are the top design constraints for memories, it is desirable to come

up with solutions that enhance ReRAM write performance without

posing unnecessary hardware burden to the memory subsystem.

In this paper, we propose a novel frameworkśLADDERśthat har-

nesses both data and location dependencies to enable multi-tiered

write latency for ReRAM devices. To realize content-awareness,

LADDER integrates a lightweight architectural scheme that main-

tains per-wordline LRS-metadata to record the number of ‘1’s in

each row. We build an accurate latency model for the ReRAM RE-

SET operations by jointly modeling content (i.e., LRS cells along the

wordlines) and the target locations (i.e., in terms of both wordline

and bitline) for writes. With such knowledge, LADDER dynamically

determines the varying but sufficient timings as writes are persisted.

In LADDER, the memory controller stores LRS-metadata in a small

reserved region of the main memory and manages them via regu-

lar read/write interfaces, thus it does not require any change to the

ReRAM chip or memory commands. We further design a novel LRS-

metadata caching mechanism to minimize the runtime overhead

due to metadata accesses. Finally, we develop several optimizations

to significantly improve system performance and efficiency of LAD-

DER: (i) We propose an effective metadata approximation technique

that gets rid of stale memory block reads for metadata updates; (ii)

We deploy an intra-line bit-level shifting technique to balance the

data pattern in the worst-case bytes among the wordlines in which

the data line is mapped to, which further optimizes the required

write latency; and (iii) We utilize a multi-granularity LRS-metadata

design using different counter precision to reduce the metadata

maintenance cost. We implement LADDER and evaluate it with

full-system simulations using workloads from SPEC2006 and PAR-

SEC benchmarks [7, 19]. Results show that LADDER achieves 46%

performance gain over the baseline scheme using a pessimistic fixed

RESET latency, and up to 33% speedup compared to prior works

in [50] and [52]. Furthermore, LADDER achieves 53% and 28.8%

dynamic energy savings in memory over the baseline and state-of-

the-art designs exploiting bitline data patterns [50], respectively.

Lastly, LADDER introduces only 3% additional writes on average

to maintain LRS-metadata and has less than 1% memory storage

overhead after applying the optimizations. By integrating LAD-

DER with existing wear-leveling techniques [39, 59, 67], LADDER

achieves almost the same lifetime as the baseline (i.e., only 2.9%

reduction). In summary, the contributions of our work are:

• We propose LADDER, an efficient processor-side architec-

ture support that enables ReRAM writes using varying la-

tencies by modeling content and location dependencies.
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Figure 1: Illustration of the write operation in ReRAMbased

crossbar array where b1, b3, b5, b7 are under RESET.

• Wedesign an LRS-metadatamanagement and caching scheme

that maintains the per-row data patterns in the memory

controller and propose several enhancement techniques to

significantly boost system performance of LADDER.

• We implement a prototype of LADDER and evaluate its ef-

ficacy with representative single- and multi-programmed

workloads. Evaluations show LADDER achieves promising

improvements in performance and energy savings with in-

significant hardware cost.

• We present the ways existing wear-leveling techniques can

be integrated with LADDER and their impacts on system

performance and lifetime. We also offer several discussions

about our LADDER design, including the crash consistency

issue for LRS-metadata and the potential solutions.

2 BACKGROUND AND MOTIVATION

2.1 ReRAM Basics

ReRAM cells. While many types of resistive memory exist, a

ReRAM cell is typically built using metal and oxide layers that

enable variable resistance [64]. Each cell can either be in low-

resistance state (LRS, logical bit ‘1’) or high-resistance state (HRS,

logical bit ‘0’). To read a ReRAM cell, a small voltage is applied

across the device and the output current is measured. The write

operation is performed by applying a write voltage under certain

polarity, magnitude and duration. Typically, switching a ReRAM

cell from LRS state to HRS state is called RESET operation, and

switching from HRS to LRS state is called SET operation.

ReRAM crossbar array and memory organization. The cells

in ReRAM are typically organized in dense array structures. Such

structure allows sharing of many peripheral circuitry that offers

high area efficiency. Each memory cell can be constructed us-

ing either a combination of access transistor and ReRAM cell (i.e.,

1T1R), a selector-accessed ReRAM cell (i.e., 1S1R) or an access-

free ReRAM cell (i.e., 0T1R) [35, 50, 52]. Typically, access-free and

selector-accessed crossbar arrays have the highest area efficiency

where the memory cell can achieve the theoretical minimum area

of 4F2. The ReRAM cells then form mats (e.g., 512 × 512) to support

read and write operations. One ReRAM memory module is orga-

nized as a hierarchy of ranks, chips and banks. Each bank is built

using rows and columns of the ReRAM-based mats.

Variable latency requirement for ReRAM write. A ReRAM

write operation is typically split into a RESET followed by a SET

118









MICRO ’21, October 18ś22, 2021, Virtual Event, Greece Chowdhuryy, et al.

{ { { {

… … … … … … … …

(a) Estimated partial counter generation

…

(b) LRS-metadata line

Figure 7: Counter estimation and organization. (a) An exam-

ple of partial counters for a data line from the astar bench-

mark. Each hex number is one byte from a memory block

mapping to a chip and one mat. Partial counters stored in

the main memory are shown in the shaded block; (b) An il-

lustration of partial counters in one LRS-metadata line. The

circled value represents theCw
lrs

and the shaded block shows

partial counters from the data line in (a).

…

Figure 8: Storage of the partial counters in each LRS-

metadata line (top); The LRS-metadata cache structure (bot-

tom).

that this method may considerably overestimate the Cw
lrs

value as

the worst byte in each memory block may have a large number of

‘1’s. We improve the estimation accuracy by dividing the mat group

to N subgroups, correspondingly splitting each of the mapped

memory blocks to multiple sub-blocks. We then keep the per-byte

maximum number of ‘1’s for block i in each subgroup, i.e., S
Mj

i

for jth subgroup. Hence, under subgrouping, each memory block

corresponds to N partial counters instead of one. Accordingly, the

estimation based on Equation 1 is performed for each subgroup

(i.e., C
w j

lr s
for jth subgroup). The final Cw

lrs
can be derived based

on the maximum of the counters among all subgroups using the

inequalities:

C
w j

lr s
≤
∑

S
Mj

i
and C

w

lrs
≤ max{C

w j

lr s
} (2)

Figure 7a demonstrates how LADDER generates the partial coun-

ters using memory blocks from astar as an example. We empirically

set N to 4. Each WLG is divided into four subgroups. Thus, each

memory block in the WLG has 16B mapped to the subgroup. The

number of ‘1’s in worst case byte is computed among these 16B.

For the data line shown in Figure 7a, its partial counter values are

⟨4, 0, 5, 0⟩. In practice, we use 2 bits to encode each partial counter

for the range in ⟨0..8⟩. Specifically, ‘00’, ‘01’, ‘10’ and ‘11’ represent

partial counter values of 1 (range 0∼1), 3 (range 2∼3), 5 (range 4∼5)

and 8 (range 6∼8), respectively. In this way, one byte can store all

① ②
③ ⑤
④

(a)

③ [

④

① ②

(b)

Figure 9: LRS-metadata estimation scheme. (a) Partial

counter generation and LRS-metadata line update; (b) LRS-

counter generation and the corresponding RESET latency

determination.

four partial counters for one data line, and the partial counters in all

data blocks in one WLG take 64B. Figure 7b shows the LRS-counter

generation for the LRS-metadata line containing partial counters.

The number (16) denotes the estimated worst-case number of ‘1’s

that would be used to determine write latency. Notably, there are

two major advantages associated with this estimation technique:

(i) When a dirty block is to be written, LADDER can update its

metadata (i.e., partial counters) based on the worst-case byte in

each sub-block of the data line. Therefore the stale memory block

reads in the basic LADDER scheme could be completely avoided;

and (ii) The encoding of partial counters enables LADDER to pack

the counters for 4KB data (i.e., a physical page) to one memory

block, as opposed to two blocks in the basic LADDER design (Sec-

tion 3.2). This not only reduces the memory storage overhead for

LRS-metadata but also improves the spatial locality of the metadata

when writes are persisted. The top figure in Figure 8 shows the

LRS-metadata line storage with partial counters. The LRS-metadata

cache structure is shown at the bottom of Figure 8.

Figure 9 shows the optimized control logic in LADDER with

LRS-metadata estimation. It contains two major components: an

LRS-metadata Update Module and a Latency Query Module. As illus-

trated in Figure 9a, when a data write request arrives at the memory

controller, LADDER checks the corresponding LRS-metadata line

in the LRS-metadata cache ( 1 ) and issues an LRS-metadata line

read in case of a cache miss ( 2 ). The LRS-metadata Update Mod-

ule derives the partial counters for this data line following Equa-

tion 2 ( 3 ). It stores the 8-bit partial counters in the write queue

along with the memory line ( 4 ), this will be used to update the

LRS-metadata line when the data write is serviced by the memory

controller ( 5 ). Figure 9b shows the RESET latency determination

mechanism for a memory line write operation. When the write is

being dispatched from the write queue, the Latency Query Module

first generates the address of the LRS-metadata line corresponding

to the current to-be-written data line ( 1 ). The Latency Query

Module then retrieves the LRS-metadata line from the cache ( 2 )

and computes the LRS-counter based on the partial counters (as

shown in Figure 7b). It then uses the generated LRS-counter to
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(a) Wear-leveling in LADDER

❶
❷

❸

(b) Segment-based wear-leveling

Figure 18: LADDER with wear-leveling mechanisms. (a)

Control flow of the combined logic; (b) Procedure of LRS-

metadata block remapping when Seдment1 is swapped with

Seдment2.

works have proposed leveraging such storage to expose certain

memory device information to the processor-side to enhance the

performance of memory subsystems [28]. We use a 16-entry spill

buffer, each entry storing the address of an LRS-metadata line.

For LADDER-Est and LADDER-Hybrid, we need 8 bits for partial

counters, 1 bit for the Present flag per write queue entry, and 1

bit for determining read operation type per read queue entry. In

LADDER-Basic, we need additional 256 bits to store data line bit

modification information instead of the partial counter. In summary,

the on-chip storage ismodest. Note that LADDER is a processor-side

framework that does not require changes of ReRAM chip and the

memory interfaces, retaining the memory area and cost efficiency

for ReRAM technologies.

6.4 LADDER with Wear Leveling Techniques

Wear-leveling has been widely adopted to enhance the lifetime of

NVM devices through distributing writes evenly across the entire

memory region [39, 70]. Typically, vertical wear-leveling (VWL) [39,

43] manifests at a line or segment (e.g., 1MB) granularity while

horizontal wear-leveling (HWL) [59, 67] distributes writes within a

line. Note that LADDER can be easilymade compatible with existing

wear-leveling techniques by putting the wear-leveling operations

before LADDER. As shown in Figure 18a, LADDER can obtain the

LRS-metadata line based on the remapped physical location of the

data block (for VWL) and update the LRS-metadata based on the

data written back to memory (for HWL). It is worth noting that

different implementations of VWL can have distinctive impacts on

the performance of LADDER. Specifically, line-based wear-leveling

can potentially distribute the data blocks within a page to different

logical rows, leading to deteriorated LRS-metadata locality. On the

other hand, segment-based VWL typically remaps memory in large

chunks containing one or multiple pages (e.g., 16MB [67]). Under

this mechanism, when a data page is relocated from one logical row

to another, the metadata locality is maintained (mapping from one

metadata line to another). Since content in the original location

(before wear-leveling) remains unmodified, LADDER only needs to

update the metadata line corresponding to the new location (shown

in Figure 18b). Note that when the metadata pages are relocated,

there is no impact on normal data writes as the memory controller

can locate the remapped metadata lines. Finally, HWL generally

shifts one byte at a time [67] in a memory block that does not

change the address of the corresponding metadata line, thus no

special handling is needed.

We analyze the endurance of a crossbar based on the cell with

worst-case endurance [39, 63, 68]. Due to the variable IR-drop across

crossbars, different cells have different endurance. Note that LAD-

DER does not change the endurance of ReRAM memories from

baseline as it maintains the same RESET voltage. According to Fig-

ure 14b, LADDER-Hybrid increases write traffic by 3% compared to

the baseline. By applyingwear-leveling schemes, the impact of these

additional writes in our LADDER framework can be distributed

over the entire crossbar. With the adoption of such techniques,

LADDER-Hybrid maintains 97.1% of the baseline system lifetime.

In such a system, LADDER-Hybrid has only about 1% performance

reduction (compared to that of a system without wear-leveling),

still achieving 44% improvement over baseline. LADDER-Basic and

LADDER-Est exhibit about 2% overhead for the same.

7 DISCUSSION

Crash consistency of LRS-metadata. Regular data writes are

typically guaranteed to persist to the non-volatile main memory.

However, as dirty LRS-metadata blocks can be temporarily stored

in the LRS-metadata cache, it is possible that they are not properly

flushed upon abrupt power failure. Under such circumstances, the

LRS-metadata loaded from memory after power restoration can be

obsolete, leading to inconsistency. The use of stale LRS-counters

to derive RESET latency may result in write failures for ReRAM

devices. Recent commercial processors offer eADR mechanisms that

encompass on-chip caches into the persistence domain [21], which

could provide crash consistency if extended to the LRS-metadata

cache. In systems where such mechanism is absent, one plausible

solution is to perform Lazy LRS-metadata correction. Specifically,

when restoring from a crash, the system can conservatively over-

write the LRS-metadata with maximum values in the metadata

region (less than 1% of the memory space). This ensures that later

data writes will use safe RESET timings if the corresponding LRS-

metadata were not persisted. As memory blocks that share the

same LRS-metadata are written, their LRS-counters will be gradu-

ally adjusted to the expected estimations. Note that since crashes

are infrequent and the correction happens only at the initial stage

of the system, we do not expect a noticeable long-term perfor-

mance impact with this scheme. Additionally, we note that prior

works [58, 69] have proposed techniques to identify inconsistent

metadata in secure NVMs by detecting/bookkeeping non-persistent

metadata blocks. LADDER can integrate such approaches to locate

only stale LRS-metadata blocks for conservative correction, which

could further reduce the overhead of system restoration.

Write reliability of LADDERand its optimizations. LADDER’s

latency model is built using comprehensive circuit-level analysis

using ReRAM parameters that match the prototype ReRAM devices

(Table 1). We note that the reliability of writes is maintained in

LADDER for two reasons: i) the timing model specifies varying

but sufficient RESET latency to switch the resistive states of the
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ReRAM cells based on the location and data pattern; and ii) LAD-

DER implements a conservative timing model (8 × 8 × 8) and a set

of LRS-metadata maintenance techniques that offer higher but effi-

cient estimation of the LRS-counters (Section 4.1). Hence, LADDER

is always abiding by a safety margin that ensures write reliability.

Impact of process and runtime variability. ReRAM devices

from various manufacturers may have varying latency require-

ments (e.g., due to process technology differences). The perfor-

mance benefits of LADDER typically increase for ReRAM devices

with higher variations in the required RESET latency. To investigate

the effectiveness of LADDER on different dynamic ranges of RESET

timing, we run LADDER with a shrink of dynamic latency range

in the timing table (in Section 5) by 2 ×. Notably, our results show

that LADDER is able to retain 85% of the original performance ad-

vantage on average. In addition to process variations, the memory

access performance can also be impacted by fluctuations in oper-

ating conditions. Particularly, prior characterization studies have

shown that the threshold voltage for the resistive state of ReRAM

cells can vary based on temperature [33]. To account for such run-

time factors, one possible way is to provide certain latency margin

in the timing table to accommodate all scenarios (JEDEC supports

up to +85°C [23]). Note that such provisioning is also necessary for

conventional ReRAM systems and is not unique to LADDER. To

limit the performance impact due to worst-case latency settings,

LADDER can utilize a few sets of timing tables, each corresponds

to a certain temperature range, similar to the use of adaptive access

latency in DRAM [28].

Security implications of LADDER design. LADDER utilizes in-

memory content-dependent latency for writes, which can poten-

tially raise concerns of side channels [12ś15, 22, 31, 36, 54ś57]

where adversaries may attempt to harness the write timing to exfil-

trate data stored in memory. While theoretically possible, observing

exact write service latency is difficult since writes are not in the

critical path. Moreover, write latency used in LADDER is only

loosely dependent on the estimated worst-case data pattern at the

page level. Differential latency observed at application user-space

(if any) is bound to be too coarse-grained and non-deterministic to

be leveraged for inferring useful information illegitimately. Finally,

for security-wary users, lightweight system-level confinement poli-

cies can be set so that mutually-distrusting application domains do

not share the same wordline group. This can prevent a malicious

party from trying to exfiltrate information about the victim’s data

pattern in memory. Note that a complete side channel analysis in

the ReRAM main memory is out of the scope of this paper.

8 RELATED WORK

There are several prior works on optimizing the write performance

of crossbar-based ReRAM memories. DSWD [65] augments write

drivers in both sides of the bitline to reduce the IR drop along bit-

lines. Transpose Memory [46] adds additional decoder circuitry and

sense amplifiers in both edges of the bitlines for voltage isolation.

DAWS [48] utilizes a path-dependent voltage biasing scheme to

reduce the effective path length of sneak current. Recently, Zokaee

et al. [68] propose a dynamic power regulation mechanism that

applies higher voltage to cells suffering from greater sneak current

leakage. Although such circuit-level enhancements alleviate the

sneak current, these techniques do not completely eliminate IR

drop and thus the RESET latency variation still exists. Leader [62]

remaps frequently accessed pages to wordlines closer to the write

driver to optimize the write performance. However, this approach

only considers the location dependency and it is also not compatible

with existing wear-leveling techniques. Bitline profiling (BLP) [50]

utilizes a bitline content dependent write mechanism and uses ad-

ditional circuitry in the memory to profile data patterns in the

bitlines. Such approaches require non-trivial circuit-level support

in the memory system, undermining the area and cost efficiency of

ReRAM main memory. Xu et al. [52] propose the Split-reset write

scheduling mechanism that offers two RESET speed grades where

compressible data lines can benefit from shorter write latency. This

technique does not take advantage of ReRAM data patterns that

can lead to considerable write latency variations. Different from

prior studies, we note that LADDER is the first work to enable the

processor-side write optimization framework that leverages both

content and location dependencies in ReRAM write operations.

Our proposed LRS-metadata management scheme involves modest

changes to the memory controller with minimal hardware cost and

offers considerable performance advantages over state-of-the-art

works.

Several works focus on enhancing the lifetime of NVM devices

by reducing the effective number of bits written to the main mem-

ory (e.g., [32] and [11]). Mellow-write [63] extends the lifetime of

ReRAM cells by selectively performing slower writes under reduced

RESET voltage to ReRAM cells. Additionally, by exploiting the bank-

idle times, PreSET [38] preemptively initializes bits prior to the

writing of a dirty cache line to the PCM memory. Several previous

studies have investigated the use of adaptive address remapping of

write-intensive pages to locations that have lower RESET latency

requirement [48, 51, 62]. LADDER can potentially incorporate these

techniques to further improve its performance and efficacy.

9 CONCLUSION

ReRAM memories are subject to variable write latency due to the

varying impact of IR drop to RESET operations. In this paper, we

propose LADDER, a processor-side mechanism in the memory con-

troller that improves the overall performance of ReRAM based

system by enabling content and location-aware writes. LADDER in-

tegrates an LRS-metadata based design that keeps track of per-row

data patterns completely within the memory controller. We demon-

strate a basic LADDER design and propose several optimizations

to further improve the performance while reducing the run-time

overhead. We implement LADDER on a cycle-level simulator and

evaluate its performance using 16 workloads from SPEC2006 and

PARSEC. Evaluation results show that LADDER is able to achieve

on average 46% performance gain compared to a baseline and 13.2%

over a state-of-the-art technique. Finally, LADDER achieves 28.8%

dynamicmemory energy savings compared to existing architectural

schemes and has less than 3% impact on device lifetime.
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