WELL-POSEDNESS OF THE RIEMANN PROBLEM WITH TWO
SHOCKS FOR THE ISENTROPIC EULER SYSTEM IN A CLASS OF
VANISHING PHYSICAL VISCOSITY LIMITS
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ABSTRACT. We consider the Riemann problem composed of two shocks for the 1D Euler
system. We show that the Riemann solution with two shocks is stable and unique in the
class of weak inviscid limits of solutions to the Navier-Stokes equations with initial data
with bounded energy. This work extends to the case of two shocks a previous result of
the authors in the case of a single shock. It is based on the method of weighted relative
entropy with shifts known as a-contraction theory. A major difficulty due to the method
is that very little control is available on the shifts. A modification of the construction of
the shifts is needed to ensure that the two shock waves are well separated, at the level of
the Navier-Stokes system, even when subjected to large perturbations. This work put the
foundations needed to consider a large family of interacting waves. It is a key result in the
program to solve the Bianchini-Bressan conjecture, that is the inviscid limit of solutions
to the Navier-Stokes equation to the unique BV solution of the Euler equation, in the case
of small BV initial values.
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1. INTRODUCTION

Consider the one-dimensional barotropic Navier-Stokes system in the Lagrangian coor-
dinates:
UVt — Uy = 0’

(1.1)
ut+p(v)$zu<ugjv)ux) , t>0, z€R,

where v denotes the specific volume, u is the fluid velocity, and p(v) is the pressure law.
We consider the case of a polytropic perfect gas where the pressure is given by

(1.2) pv) = v, > 1,
with ~+ the adiabatic constant. Here, i denotes the viscosity coefficient given by

(1.3) u(v) =bv™?, b> 0.

We assume the following relating between « and ~:

(1.4) 0<a<y<a+l

This includes, for instance, the case of the viscous shallow water equation v =2, a = 1 (see

[16]).

We are interested in studying on the well-posedness of the inviscid limits v — 0. At least
formally, the limit system of (1.1) is given by the isentropic Euler system:

v — Uy = 0,
(1.5) {

ut + p(v)z = 0.

For small BV initial values, global weak solutions for conservation laws as (1.5) have been
constructed in 1965 by Glimm [17]. The uniqueness of these weak entropy solutions in the
class of small BV functions has been proved later by Bressan, Crasta, and Piccoli in 2000 [6]
(see also Liu and Yang [32], Bressan Lui and Yang [7], and Bressan [5]). In 2005, Bianchini
and Bressan considered the inviscid limit of a fully parabolic model (with viscosity, and
artificial diffusion in the v equation), and showed that the solutions converge to the unique
BV solution in the case of small BV initial values [1]. In this work, they mention the



3

problem of the inviscid limit of Navier-Stokes as an open problem. As today, the problem
is still unsolved.

This paper is a key step in our program to solve this problem. One key difficulty for the
problem is that obtaining a uniform BV estimate on the solutions of Navier-Stokes seems
unattainable. Our general philosophy is to avoid completely this step, by working only with
the natural energy estimates via our method of a-contraction with shifts. In [24], we used
the method to show the stability, uniformly in v, of a single shock wave. In [26], we apply
the result to show that shock waves of (1.5) are unique in the class of weak limits of (1.1)
whose initial values converges to the shock wave. The basic idea is now to combine several
such waves. Because the limit equation (1.5) has a finite speed of propagation, it is expected
to be possible to estimate such evolution, and pass into the limits in the number of waves.
However, many difficulties stem from features of the method itself. First, at the level of the
Navier-Stokes equation, the waves do interact at long distance, and are not independent
anymore. More importantly, we can obtain only rough a priori control on the artificial shifts
induced by the method. Since we do not have a priori control on the solutions, uniform
in L with respect to v, these shifts can be very oscillatory at the limit. For the limit
problems (1.5), due to the separation of shock speeds, a 1-shock can never collide from the
left with a 2-shock. This allows, in particular, to solve the Riemann problem. Due to the
artificial shifts, and the lack of uniform bounds in v on the solutions of (1.1), the separation
of waves is far more complicated at the level of Navier-Stokes. A key point is to show that
shifts associated to two different families of shocks cannot produce artificial collisions. We
need to ensure that a 1-shock cannot be pushed through the artificial shift, so much that it
would collide with a 2-shock from the left. This is crucial to recover the Riemann problem
at the limit, and this is the problem solved in this paper.

Consider the Riemann problem for (1.5) with the Riemann initial data:

(16 e = { (ou) E0

Here, the two end states (v_,u_) and (vy,u4) are given constants such that the following
holds: there exists an intermediate (constant) state (vy,, u,,) such that (v_,u_) connects
with (vm,tm) by the 1-Hugoniot curve, and (v, u,,) connects with (vy,uy) by the 2-
Hugoniot curve, that is, those satisfy the two Rankine-Hugoniot conditions and Lax entropy
conditions, respectively:

{ —01(Vm — =) — (U, — u—) =0,
=01 (tm —u-) + p(vm) — pv-) =0,

{ —o2(v4 — ) — (U — up) =0,
=02ty = um) +p(v4) = p(om) = 0,

where o9 = \/_p(wr)—p(vm)7 U < Vg, Up > Uy,
Vy — Um
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The Riemann solution (v,u)(t, z), corresponding to the above data, is the self-similar en-
tropy solution for (1.5) consisting of the 1-shock wave and the 2-shock wave as follows:

(v_,u_) ifx/t <oy,
(1.8) (v, a)(t,x) =< (Vm,um) if o1 <z/t < o9,
(vp,ug) if z/t > o9.

In this paper, we show the stability and uniqueness of the Riemann solution (1.8) in the
class of inviscid limits of Navier-Stokes. To achieve our goal, the main step is to get the
uniform (in v) stability for large perturbations of a composite viscous wave related to the
Riemann solution. More precisely, we first recall the fact (see Matsumura-Wang [36]) that
the system (1.1) admits the 1-viscous shock wave (07,4} )(x — o1t) and the 2-viscous shock
wave (0§, U5)(z — oat) as traveling wave solutions:

—ou(#) — (@) =0,
o1 (@)a + p(F)a = v (G @)a )
x
1im33—>—00(611/7 ﬂl{)(x - Ult) = (U—a u—)a hmx—)—l-oo (ﬁllla alll)(x - Jlt) = (’Um, um)7
—02(03)z — (U5)z =0,

o @)+ () = V(u(as) (agh)

4
Vg

(1.9)

x
limg oo (085, 05)(z — o2t) = (U, ),  limgyyoo (08, 05)(z — o2t) = (v4, uy).

Then, as the viscous version of (1.8), we consider the composite wave consisting of the two
viscous shock waves:

(1.10) (%, @) (t,z) := (@;(x — o1t) + B (x — oot) — v, @ (& — o1t) + @Y (2 — oat) — um)
For the global-in-time existence of solutions to (1.1), we introduce the function space:
Xr = {(v,u) | v—v, u—uecC0,T; H (R)),
u—u € L*0,T; H(R)), 0 < v~ ! € L*®((0,T) x R)},
where v and u are smooth monotone functions such that
(1.11) v(x) =vy and u(r)=us for £tz>1.
Define the relative potential energy as
Qvlv) = Q(v) — Q(v) — Q'(v)(v — v),

where @' = p. Thanks to [25], for any initial value (vo,uo) with finite relative energy

(1.12) (2 Qo) <,

and such that

Uo—g,Uo—QGHk(R), for some k > 4,
(1.13) 0 < kov < vo(x) < Fo/v, Vr € R, for some constants kg, Ro,
vy
890“0(1') < 0 s Vx € R,
v

there exists a unique global solution to (1.1). Moreover, for any time 7" > 0, this solution
lies in Xp.



5

1.1. Main results. To estimate the stability and uniqueness of the Riemann solution, we
use the relative entropy associated to the entropy of (1.5) as follows: For any functions
U1, U1, V2, U2,

2
U — U2
(1.14) (o, ), ) = 20 4 o),
where Q(v1]vg) is the relative functional associated with the strictly convex function
U*'erl
= , > 0.

However, in the inviscid limit, the first components v; are limit of Navier-Stokes equations,
which can be a measure in ¢, z. So, we should extend the definition of the relative entropy
to the case of measures defined on R™ x R as in [26]. We will restrict the definition in the
case where we compare a measure dv with a simple function v only taking three values
v_,vq and vy, satisfying vy > v, (as the values of (1.7)). Let v, denote the Radon-
Nikodym derivative of dv with respect to the Lebesgue measure and dvs its singular part,
i.e., dv = v, dt dx + dvs. The relative potential energy is then itself a measure defined as

(1.15) dQ(v[v)(t,x) := Q (va|V) dtdz + |Q'(V (t, z))|dvs(t, z),
where V is defined everywhere on RT x R by
v_ for (t,z) € {v=wv_} (= the closure of {v=v_}),
V(t,z) =4 vy for (t,z) €{v=0y},
vy for (t,z) € ({\7 =v_tU{v= v+})
Note that |@Q'(vy)| < |Q'(vy)|- Also, note that if v € L®(R*T; L®°(R) + M(R)), then
dQ(v|v) is defined in L>®°(R*T; L®°(R) + M(R)), where M denotes the space of bounded

Radon measures.
The main result of this paper is the following.

C
i

Theorem 1.1. For each v > 0, consider the system (1.1)-(1.3) with the assumption (1.4).
For a given constant U, := (vi, ux) € R* x R, there exists a constant eg > 0 such that the
following holds.

Let U_ := (v_,u_), Uy := (Um, um), Uy := (v4,us) € RT X R be any constant states such
that (1.7) holds true, and U_,Up,, Uy € Bg,(Uy).

Then for a given initial datum (v°,u®) of (1.5) satisfying

(1.16) & = /00 n((vo,u0)|(’z_),ﬁ))drx < 00,

—0oQ
as a perturbation of the Riemann initial datum (1.6), the following is true.

(1) (Well-prepared initial data) There exists a sequence of smooth functions {(vf,u§)}v>0
such that

(1.17)
limv¥ =%, limuX =4’ ae., v¢>0
v—0 0 ’ v—0 0 ’ 0 ’

[

lim | [; (ut +v (p0t)7) —a(0,2) —v (p(@%o,x))%)j + QE3(0,2)) | da = &,

where (0¥, u") is the composite wave (1.10) of the two viscous shocks (1.9).
(i1) For a given T >0, let {(v¥,u”)},>0 be a sequence of solutions in Xr to (1.1) with the
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initial datum (v, ug) as above. Then there exist limits Voo and U such that as v — 0 (up
to a subsequence),
(1.18)

VY = Voo, U Use 0 Mioc((0,T) X R) (space of locally bounded Radon measures),

where Voo lies in L=(0, T, L°(R) + M(R)), and us lies in L>(0,T, L°(R) + L%(R)).
In addition, there exist shifts X{°, X5° € BV((0,T)) and constant C > 0 such that for a.e.
t e (0,77,

(1.19) o1t + XO(t) < %t <0< %t < oot + X5°(1),
and
boa) — G XX ()2 I
(1.20) / oot 2) w0 (o) ) (/ dQ (0o [575°X3 )(t,;p)> (t) < C&,
R 2 v€R
where (017X qX17X2") denotes the shifted Riemann solution, that is,

o (v_yu_)  if <ot + X{O(t),
(XX @X T (4 2) = 0 (Umyum)  if ot + XO() < @ < oot + X§O(t),
(vp,ug) if &> oot + X5°(2).

Moreover, for a.e. ty > 0, there exists a positive constant C(to) such that
(1.21) X8| + |XS°(H)] < Cto + C(t0)<<€’0 +(1+1)VE ) for a.e. t € (0, 7).

Therefore, the Riemann solution (1.8) is stable (up to shifts) and unique in the class of
weak inviscid limits of solutions to the Navier-Stokes systems (1.1)-(1.4).

Remark 1.1. 1. Since the shifts X{°, X3° are of BV on (0,T), we have

{oX7X° =0} = {& < ort + X°(1)},
{5055 =0} = {2 > oot + XSO(1)},

({aXi"%Xé” — v U = v+})c = {01t + X°(t) < 2 < oot + X()}.

Thus it follows from (1.15) that the measure dQ(voo |0XT X2 in the stability estimate (1.20)
1s written as follows: for the decomposition dvs, = vq dt dx + dvg,

dQ(veo| 0T ) (t,2) 1= Q (va [0 2 dtda + | Q' (V (¢, ) |dvs(t, x),
where

B ve for z <ot + X{O(t),
(1.22) V(t,z) = vy for z > oot + X35°(1),
Uy for o1t + X{°(t) < x < oot + X3°(1).

2. Theorem 1.1 provides the stability and uniqueness of the Riemann solution (1.8) in the
wide class of weak inviscid limits of solutions to the Navier-Stokes system.
Indeed, for the uniqueness, if & = 0, then (1.21) implies that for a.e. ty > 0,

XP(0)] + X (1) < Cto,  for ace. tE€ (0,T),

and so,
X&) =0, X35°(t) =0, for a.e. t € (0,T).



This together with (1.20) implies that for a.e. t € (0,7,

oo (t, ) — T(t, x)[? i B
/R . do + /R Q(va(t, 2)|0(t, 2))da = 0,

where the singular part vs of vse vanishes. Therefore, we have
Uso(t, ) = u(t, x), Voo(t,x) = 0(t,x), a.e. (t,z)€ (0,T] x R.

3. By (1.20), the limits voo, Uso Salisfy Voo € U + L(0,T; L*°(R) + M(R)) and ux €
u+ L>®(0,T; L3(R)). The control in measure of v is due to the fact that Q(v[v) > c2|v —71|
for v > 3v_ (see (A.1) in Lemma A.1). Especially, v may have some measure concen-
trated at infinity. This corresponds physically to cavitation and appearance of vacuum.
Note that we do not need to know whether the weak inviscid limits (u,v) are solutions
to the system (1.5), nor any a priory requalrity. The stability of the Riemann’s problem
needs only that the perturbations are generated through inviscid limits of the Navier-Stokes
equation (1.1). This is very different in spirit from results obtained via compensated com-
pactness, see for instance Chen and Perepelitsa [10]. The compensated compactness method
shows that a certain limit verifies the equation. But it does not provide any information on
the stability of these functions.

4. In fact, the smallness of amplitude of shocks is not needed for the proof of Theorem 1.1.
The constraint is due to Theorem 1.2.

The starting point for the proof of Theorem 1.1 is to derive the uniform (in v) stability
of any large perturbations of the composite wave for (1.1). It is equivalent to obtaining the
contraction property of any large perturbations of the composite wave to (1.1) with a fixed
v=1:

vy — Uy = 0,
1.23 v
(1.23) us +p(v)y = (#uw)x

As in [26], we consider the following relative functional E(:|-) to measure the stability:

for any functions vy, uy, ve, u,

[e3

1 a a 2
B((vr,w) vz u2)) = 5 (w+ (p(01) ) —uz = (p(e2)7) )+ QUuafoo),
where the constants v, « are in (1.2) and (1.3). Since Q(v1|v2) is positive definite, so is the
functional E(:|-), that is, for any functions (v1,u;) and (ve, u2) we have E((v1,u1)|(ve, uz)) >
0, and

(1.24)

E((vi,u1)|(va,u2)) =0 ae. < (vi,u1) = (v, uz) a.e.
The functional E is associated to the BD entropy (see (4.1)). The following main result

provides the uniform stability of any large perturbations of the composite wave (1.10) with
v=1.

Theorem 1.2. Assume v > 1 and o > 0 satisfying « < v < a+ 1. For a given constant
U, = (vi,us) € RT X R, there exists constant &y € (0,1/2) such that the following holds.
Let U_ := (v—,u_),Up = (Um,um), Ut := (vy,us) € RT x R be any constant states such
that (1.7) and U_,Up,, Uy € Bs,(Uy). Let €1 := |p(v=) — p(vm)| and 2 := |p(vm) — p(v4)].
For any X > 0 with e1/\,ea/\ < dg and X < dy, there exist a constant C > 0 and smooth
monotone functions ay, az with ai(x),az(x) € [1 — A, 1] for all x € R such that the following
holds.
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Let U(t,z) := (0,a)(t,x) be the composite wave (1.10) with v = 1.

Let

(1.25) a(t,z) = ai(x — o1t) + az(x — o9t) — 1.

For a given T > 0, let U := (v,h) be a solution in Xp to (1.23) with a initial datum
Uy = (Zg) satisfying [7° E(Uo(2)|U(0,z))dz < oo. Then, there exist shift functions
X1, Xy € WHL((0,T)) with X1(0) = X2(0) = 0 such that for the shifted composite wave

~ X1 .Xo (XXt x)\  (Oi(w — ont — X1 (1)) + Da(x — oot — Xo(t)) — v,
URe(t ) = <ﬂX17X2(t,x)> o (ﬁi(m—ait—Xi(t)) +a§<x_£t_xi<t>> —um> ’

and the shifted weight
a2 (t,2) = ar(x — ont — X (1)) + as(a — ot — Xo(1)) — 1,

we have the uniform stability:

/ X% () B(U (8, 2) [0 (1, 2) ) da
R

T 00
+/ / \(%@X“XQ(t,x)\Q (v(t,x)|17X1’X2(t,m)) dxdt

(1.26) )
/ / 07t 2) [0 (pl(t, 2))) — p(@¥2(1,2))) [ dwd
< / a(0, 2)E(U()|0(0, 2))dz + C,
R
and
(1.27) Xi(t) < —%t, Xo(t) > —%t, vt >0,

in addition, for eachi=1,2,

Xi(t) < C [f(t) + / n(Uo(x)|U (0, z))dx + 1} for a.e. t €0,T],
(1.28) R

for some positive function f satisfying || f|l10,1) < C’/ n(Ug(x)\U(O,x))dx.

Remark 1.2. 1. The stability of the viscous shock waves for the Navier-Stokes system is a
very important issue in both mathematical and physical viewpoints. Theorem 1.2 provides
the first result on stability, independent of the size of the perturbation, for composite wave of
two viscous shocks of the compressible Navier-Stokes system. To the best of our knowledge,
all the previous results on stability of composite wave of viscous shocks (even a single shock)
for the Navier-Stokes require smallness conditon of initial perturbations (see for instance
[19, 20, 33, 34, 35, 42]).

2. Notice that the uniform stability (1.26) is not a contraction estimate, contrary to the
case of a single shock in [26]. This is natural because the composite wave (1.10) is not a
solution to (1.23) (due to the nonlinearity of (1.23)).

The rest of the paper is as follows. We first explain the background of our problem in
Section 2. Section 3 provides scenario of proofs of the mains results. In Section 4, we
present a transformation of the system (1.23), and the statement of Theorem 4.1 as an
equivalent version of Theorem 1.2. In Section 5, we show that proving Theorem 4.1 boils
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down to showing Proposition 5.1. The proof of the main Proposition 5.1 is presented in
Section 7. In Section 6, as a special section, we provide useful propositions written in an
abstract manner. Finally, Section 8 is dedicated to the proof of Theorem 1.1.

2. BACKGROUND AND PREVIOUS RESULTS

The method of proof is based on the relative entropy. Consider U the state variable
for conservation laws, and 1 an associated strictly convex entropy functional. In the case
of the Euler system (1.5) (or Navier-Stokes (1.1)), it corresponds to U = (v,u), n(U) =

u?/2 + Q(v). The relative entropy of a state U compared to another state U is defined as
n(U|0) = n(U) = n(U) = dy(U) - (U - U).

Note that the formula is not symmetric in U and U. Because of convexity of 7, this
quantity provides a pseudo-distance between the state U and U (if U and U stay bounded
in a compact set, then it is actually equivalent to |U — U|?). This quantity was used by
Dafermos [13] to show the weak/strong uniqueness principle, a stability result for smooth
solutions among the large class of merely weak solutions. Especially, it shows that smooth
solutions U are unique among any weak solutions U. Our main idea is to extend this
principle to the situation where the solution U has some discontinuities, and U is an inviscid
limit of (1.1) (possibly not solution to (1.5)).

This idea is similar to a program developed in parallel, and initiated in [40], to show the
stability (and so uniqueness) of small BV solutions of (1.5) in the large class of bounded
weak solutions of (1.5) verifying a strong trace property. This program is inspired by the
early work of DiPerna [14] who showed the uniqueness of shocks among this family of weak
solutions (see also Chen-Frid-Li [9] for the extension to the Riemann problem).

Let us first describe a bit the history of this second program which deals directly with
the hyperbolic equation as (1.5) (without considering any approximation as (1.1)). When
U is a a fixed constant, the relative entropy is an affine perturbation of the entropy 7,
and so is an entropy on its own right. Therefore, the relative entropy 17(|U ) is a large
family of entropies in the spirit of the Kruzkov entropies for the scalar case | - —a| (see
[30]). The Kruzkov theory generates contraction properties of the weak solutions in L.
Such contraction property cannot be obtained in general from the relative entropy. This is
because the L? norm is incompatible with the Rankine-Huguoniot condition which dictates
the displacement of singularities, and is based on the conservation of linear combinations
of the conserved quantities. To understand this obstruction, we first considered the case
where U is a single shock. In [31], Leger showed that, in the scalar case, the relative
entropy generates a contraction in L? up to a shift. This artificial shift is very sensitive
to the weak perturbation U, and is not uniquely defined. Typically, it can be obtained by
solving a generalized ODE (Fillippov [15]) depending on the left and right values of the weak
solution at a single point. This is why, in the purely hyperbolic case, the theory needs the
notion of strong traces. Unfortunately, this property is known to holds only for the scalar
case [39], or the isentropic system with v = 3 [38]. In [37], it has been showed that L2-type
contraction for shocks, even up to a shift, is not true for most of the systems, including (1.5).
However, we showed in [22, 41] that this contraction property can be recovered by weighting
the relative entropy, leading to the theory of a-contraction with shifts. More precisely, it
has been shown that for any shocks U= (U, Uy, 0), there exist weights aj,as > 0 such that
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for any weak solution U we can build a shift ¢ — X (¢) such that

X (t) +00
ap / n(U(t, z)|U;) dx + az / n(U(t,z)|U,) dz is non increasing in time.
X(t)

In [29], it was showed how to generalize this statement to obtain a stability result for any
solution U in the scalar case. To extend the result to the system case where U is of BV,
two subtle properties are needed. When considering several waves, we need to associate an
artificial shift for each of the shock curves. Note that we have very little control on the
artificial shifts X;(¢). A crucial needed property is that, even with these artificial shifts,
waves which are not supposed to collide (like a 1-shock on the left of a 2-shock) will never
do collide. This has been achieved by Krupa in [28]. Note that the large family of waves
will generate a large family of weights a;. It is then important to control the strength of
variations of a; — a;_1. It can be shown that these variations can be chosen proportionally
to the strength of the associated shock wave. Surprisingly, this problem was first solved in
the context of Navier-Stokes in [24]. The proof for the hyperbolic case is very different, and
will be available in [18]. The final result of stability of BV solutions in the class of weak
bounded solutions with strong trace can then been proved [8].

—00

The program to solve the Bianchini-Bressan conjecture consists of following the same
strategy, but aiming for a function U which is an inviscid limit of (1.1) instead of being a
solution of (1.5). Note that the results in this context, as Theorem 1.1, are stronger than
the one obtain directly on the hyperbolic system. Indeed no a priori assumption is needed
on the inviscid limit (not even L bounds or strong trace property). This is because the
relative entropy calculus is done at the level of the Navier-Stokes with v > 0 where enough
regularity on the solutions ensures that all the computations hold true. But the price is a
far higher level of sophistication in the proofs.

Even in the case of a single shock, the contraction involves a subtle balance between
the hyperbolic structure (forcing toward the singularity), and the parabolic one (fighting
against it). An important point is to ensure that estimates are uniform with respect to
v. However, we will show that it is enough to consider the case ¥ = 1 (in this paper it
corresponds to Theorems 1.2, 4.1), at the price of considering general large perturbations.
For this reason, Theorem 1.2 (and Theorem 4.1) is a far stronger result than a standard
stability result, since it does not assume any smallness on the initial perturbation. This
shows the strength of replacing the notion of stability, by the notion of contraction (without
smallness on the initial value). The scaling argument is as follows. Consider U” a traveling
wave (viscous shock) of (1.1). Assume that we want to show that for any solution U" of
(1.1), we have a contraction up to a weight function a, and a shift X,:

/ ay(x — X, () n(U” (t,2)|U" (z — X, (t))) dz is non increasing in time.
R

Then, the function U(t,z) = U¥(vt,vz) is a solution to (1.1) with v = 1, and U(z) =
U”(vz) is a corresponding traveling wave. Therefore, using the change of variable in z, it
is equivalent to showing that up to a weight function (a(z) = a,(vz)) and a shift (X (t) =
X, (vt)/v), we have

/Ra(x — X)) n(U(t,2)|U(z — X (t))) d is nonincreasing in time.
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However, even if the initial perturbation for the v problem is small, let say

/ (U0, 2)| 07 (2)) dax = 5,
R

The associated initial perturbation for the rescaled problem is very big as

/n(U(o,x)m(g;)) e =2,
R

v

Especially, every method based on linearization will fail.

In the context of viscous models, the method was first introduced for the viscous scalar
case (without weight) in [23] (improved in [21]), and for the multi-dimensional scalar case in
[27]. In the case of Navier-Stokes, the a-contraction with shift for large initial perturbation
was proved in [24]. The method was also applied in [11] to the Keller-Segel-type model. It
provided the key tool to show the global-in-time existence of solutions for non-homogenous
boundary data [12]. To obtain the stability of shocks of (1.5) in the family of inviscid limits
of (1.1), we need to pass into the limit v goes to 0. This step, performed in [26] is also
delicate due to the lack of uniform bound both on the solutions U, and on the shifts X,,.
Especially, nothing prevents cavitations, which corresponds to concentration in measure
of v. It is remarkable that the stability result can handle even this effect. This paper is
dedicated to the last crucial property needed before considering a large family of waves.
We show the a-contraction property with shifts for the Riemann problem consisting of two
shocks. The important point is to show that we can construct two shifts (one for each
shock) which will never collide. This result is the counter part of [28] for Navier-Stokes. As
always in this program, the philosophy is similar to the hyperbolic case, but the techniques
and the results are very different and far more technical.

3. AN OVERVIEW OF THE PROOF

We here describe the main steps of the proof.

The Stability for v = 1: Theorem 1.2. As explained in the previous section, the main
results of this paper boil down to the proof of stability of a composite wave, consisting of
the superposition of two viscous shocks waves, to the Navier-Stokes equation UNIFORMLY
with respect to the strength of the viscosity. A mentioned, this is equivalent to the stability
for the case v = 1, if we consider LARGE perturbations (Theorem 1.2). One difficulty due
to considering a composite wave, is that at the level of Navier-Stokes, superpositions of
exact shock waves are not exact solutions to Navier-Stokes (because of the viscosity term,
the waves should interact). This explains the extra constant term on the right-hand side of
(1.26). However, after rescaling to obtain the result of small viscosity v, this term becomes
Cv and so converges to 0 in the inviscid limit. This is consistent with the fact that there
are no interactions of far away waves vanish for the inviscid equation. The proof of the
theorem can be split into several steps.

Step one: Introducing a new velocity variable: Section 4. The growth of the perturbation
is partly due to hyperbolic terms (flux functionals). Thanks to the relative entropy method,
the linear fluxes are easier to handle (the relative functional of linear quantity vanishes).
Therefore, the main hyperbolic quantities to control are the pressure terms depending only
on the specific volume v. At the core of the method, we are using a generalized Poincaré
inequality Proposition B.1, first proved in [24]. The Navier-Stokes system can be seen as a
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degenerate parabolic system. But the diffusion is in the other variable, the velocity variable
u. Bresch and Desjardins (see [4, 3]) showed that compressible Navier-Stokes systems have
a natural perturbed velocity quantity associated to the viscosity:

hY =u" +v (p(v”ﬁ) .
xX
Remarkably, the system in the variables (v, h") exhibits a diffusion in the v variable (the
Smoluchowski equation), rather than in the velocity variable. For this reason, we are

working with the natural relative entropy of this system, which corresponds to the usual
relative entropy of the associated p-system in the U} = (v”, h") variable:

(U |UF) = E,(U”|U").

To simplify the notation, we denote now U = (v,h), since we work on the new system,
and only with » = 1. The associated shifted composite wave is then denoted by UX1X2.
It is the superposition, in the (v, h) variables, of the two shocks U;, each subjected to an
artificial shift X;(¢) to be determined.

Step 2: FEwvolution of the relative entropy: Lemma 5.2. The evolution of the relative en-
tropy, modulated by a weight @ which has also to be determined, can be roughly represented
as

d [~ 7X1,X
— a(z)n(U(t,z)|U**2(z))dx
dt J_

2
= XiO)Yi(U ) + T U () — TUU ().
i=1

The functional J9°°4(U) is non-negative (good term) and can be split into three terms:

JIUU) = PN U) + Go(U) + D(U),

where only J79°°*(U) depends on h (and actually does not depend on v). The term D(U)

corresponds to the diffusive term (which depends on v only, thanks to the transformation
of the system).

Step 3: Construction of the shifts and the weight function a. The shifts X;(t) together
with choice of weight function a produce the terms X;(t)Y;(U). The key idea of the
technique is to take advantage of these terms, when the Y;(U(t)) are not too small, by
compensating all the other terms via the choice of the velocity of the shift (see (5.29)).
Specifically, we algebraically ensure that the contraction holds as long as one of the condi-
tions (—1)"1Y;(U(t)) > €2 holds, while ensuring that the two shifts keep the two shocks
waves apart. This last property is crucial to avoid unnatural collisions between the two
waves, and is due to Proposition 6.2. The rest of the analysis is to ensure that when both
(—=1)1Y;(U(t)) < €2 hold, the uniform stability still holds.

The conditions (—1)"1Y;(U(t)) < &? ensure smallness conditions that we want to fully
exploit. This is where the non-homogeneity of the semi-norm is crucial. In the case where
the function a is constant, Y;(U) are linear functional in U. The smallness of linear part
of Y;(U) gives only that a certain weighted mean value of U is almost null. However, when
a has the right monotonicity, Y;(U) becomes convex. The condition (—1)""1Y;(U(t)) < &2
implies, for this fixed time ¢, a control in L? for moderate values of v, and in L' for big
values of v, in the two layer regions (| — X;(¢)| < 1/e;).
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The problem now looks, at first glance, as a typical problem of stability with a small-
ness condition. There are, however, three major difficulties: The bad term J%¢(U) has
some terms depending on the variable h for which we do not have diffusion, we have some
smallness in v, only for a very weak norm, and only localized in the layer regions. More
importantly, the smallness is measured with respect to the smallness of the shocks. It ba-
sically says that, considering only the moderate values of v: the perturbation is not bigger
than /A (which is still very big with respect to the size of the biggest shock ). Actually,
as we will see later, it is not possible to consider only the linearized problem: Third order
terms appear in the expansion using the smallness condition (the energy method involving
the linearization would have only second order term in ).

In the argument, for the values of ¢ satisfying both (—1)"1Y;(U(t)) < €2, we construct
the shifts as solutions to the ODEs:

ViU, -+ Xi(1))) /e, if 0 < (=1)71Y;(U) <&,
X,(t) = CUmY U+ X(1), i —e2 < (~1)7Y(U) <0,
%al, if (—1)"Y;(U) < —¢2,

From this point, we forget that U = U(t, &) is a solution to the equation and that X;(¢) are
the shifts. That is, we leave out the X;(t) and the t-variable of U. Then we show that for
any function U satlsfymg both (—1)"71Y;(U(t)) < &2 for i = 1,2, we have

2
1 (1) o
> ( a g\Yi(U)\21{0§(_1)i,%([])§€%} + T‘Yi(U)‘21{—6?S<—1>1‘*%<U>S0}

i=1 t

(oF} a 00
- 2E(U)1{(1)i—1mw)s€?}> +J"NU) - T

<c [91@) [ w1y + ga<t>} Lty + Clic,,
R

where g1, g2 are some integrable functions. This is the main Proposition 5.1 (actually, the
proposition is slightly stronger to ensure the control of the shift). This implies clearly the
uniform estimate as desired. From now on, we are focusing on the proof of this statement.

Step 4: Maximization in h for v fired. We recall that the new system is parabolic
only in the variable v. Therefore, we need to get rid of the dependence on the h variable
from the bad parts J%4(U). It is done in two different ways depending of the value of
p(v) —p(0) with respect to a threshold d; to be determined (and depending on the Poincaré
inequality). When p(v) — p(9) > d1, the bad terms involving h can be controlled using
additional information from the unconditional estimates (—1)"'Y;(U(t)) < 2. However,
when p(v) — p(0) < 61, the idea is to maximize the bad term with respect to h for v fixed:

B(v) = sup (7"(v, 1) — T**(h)).

We then have an inequality depending only on v and d,v (through D(U)) for which we can
apply the generalized Poincaré inequality.

Step 5: Expansion in €;. Although we have no control on the supremum of |p(v) — p(?)|,
we can control independently the contribution of the values |p(v) —p(?)| > 6; in Proposition
7.1 (for the same d; related to the maximization process above. The coefficient d; can be
chosen very small, but independent of ¢; and of ¢;/\). The last step is to perform an
expansion in the size of the shocks €;, uniformly in v (but for a fixed small value of ).
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The expansion is done for each shock wave separately. The generalized nonlinear Poincaré
inequality, Proposition B.1 concludes the proof.

The inviscid limit: Theorem 1.1.

We have now a stability result uniform with respect to the viscosity. It is natural to
expect a stability result on the corresponding inviscid limit. The result, however, is not
immediate. Several difficulties have to be overcome. First, due to the BD representation as
above, the stability result for v fixed is on the quantities:

Uy =", h"), h"=u"+v (p(v”)%>x.

This is the reason we need a compatibility condition on the family of initial values Uj. This
also leads to a very weak convergence (in measure in (¢,x) only). The next difficulty is
that for small values of v, the relative entropy controls only the L! norm of Q(v) = 1/v7~1.
Therefore the pressure p(v) = 1/v7 cannot be controlled at all. Therefore, we do not
control the time derivative of u in any distributional sense in . We need to show that the
shifts vanish when the perturbation converges to 0. This can be obtained, thanks to the
convergence of v in CO(R™, W,_*(R)). It is interesting to note that the continuity (in time)

loc
of v is enough. We do not obtain any such control on u (nor h).

4. REFORMULATION FOR THEOREM 1.2

Following [24], the first step consists of making a change of variables to work on an
equivalent system where the diffusion is in the v equation (instead of w). This is important,
since the nonlinearity of the hyperbolic term of (1.23) are in v only (through the pressure).
First of all, since the strength of the coefficient b in pu(v) does not affect our analysis, as in
[24], we set b = v (for simplicity). Then, any solution (v, u) to (1.1), we consider

(4.1) hi=ut (p(v)%)x.

This quantity is the modulated velocity associated to the BD entropy (see Bresch and
Desjardins [2]). Let 5 := 7 — . The new unknown (v, h) is then a solution to the system:

42) { v —he == (vPp(v).)
ht + p(v), = 0.

Then, the two viscous traveling waves in the variables (v, h) associated to (1.9) are as
follows:

(43) { _O-iaw?i($ B Uit) - axﬁl(x - Uit) = —0; ('El(x - O-it)ﬁaxp(’[)i(l' — O‘ﬂf)))
_O'iaxhi(l‘ - O'it) + 8xp(1~)l(:c — Uit)) =0,

together with

xgrzloo(ﬁla ﬁl)(a7 - Ult) = (’va u*)a xEIJrnoo(f}l’ Bl)(x - Jlt) = (Umv Um),
lim (O, ho)(x — 02t) = (U, U ), lim (0, ho)(x — o2t) = (v, uy).

T——00 T—+400
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Note from the space Xp that the global solutions to (4.2) are in the following function
space: (see Remark 4.1)

Hr :={(v,h) | v—v € C(0,T; H(R)),

(4‘4) h T2 -1 00
—w e C0,T; L3(R)), 0 < vt € L¥((0,T) x R)},

where v and u are as in (1.11).
Theorem 1.2 is an immediate consequence of the following theorem.

Theorem 4.1. Assume v > 1 and o > 0 satisfying « < v < a+ 1. For a given constant
U, = (vi,us) € RT X R, there exists constant &y € (0,1/2) such that the following holds.

Let U_ = (v_,u_),Up := (U, um), Uy := (v4,uy) € RT x R be any constant states such
that (1.7) and U_,Up,, Uy € Bs,(Uy). Let €1 := |p(v=) — p(vm)| and €1 := |p(vm) — p(v4)].
For any X > 0 with e1/\, ea/\ < 6y and X < dy, there exist a constant C > 0 and smooth

monotone functions ay, az with ai(x),az(x) € [1 — A, 1] for all x € R such that the following
holds.
Let U be the composite wave connecting U_ and Uy as:

(4.5) Ult,x) := (?(t’x)> — <371(~’E —o1t) + ’l:)z(w — o9t) — vm> .

h(t, z) hi(z — o1t) + ha(x — oat) — up,
Let
(4.6) a(t,z) == ai(x — o1t) + az(z — o9t) — 1.
For a given T > 0, let U := (v,h) be a solution in Hr to (4.2) with a initial datum
Uy = <Z(())> satisfying [70 1 Up(2)|U(0,z))dx < oo. Then, there exist shift functions
X1, Xo € WHL((0,T)) with X1(0) = X2(0) = 0 such that for the shifted composite wave

7X1,X2 . ?Xl’X2(tax) _ [0z — o1t = Xa (1)) + V2(x — 02t — Xao(t)) — vm
UX ) (t’$) o (hXI’XQ (t,:c)) ' (hl(w — o1t — Xl(t)) + hg(x — oot — Xg(t)) — um> ’

and the shifted weight

~~ o~

aX 2 (t,2) == ay(z — o1t — X1(1) + az(z — oot — Xs(t)) — 1,

we have the uniform stability:

/]R a XXz (t, x)n(U(t, x)\UXl’XQ (t, x))da:

+ / ' / - 10,012 (t, 2)|Q (v(t, 2)|[5X X2 (¢, 2)) dadt

// Tt )

< /R a(0, 2)n(Uo(@)|T(0, 2))dz + C,

Oz (p(v(t, @))) — p(F*72 (¢, 2))) ’2da:dt

and

(4.8) Xi(t) < —%t, Xs(t) > —%t, vt >0,
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in addition, for each i =1,2,

| Xi(t)| < C [f(t) + / n(Uo(x)|U (0, z))dx + 1] for a.e. t €10,T],
(4.9) : =
for some positive function f satisfying | f|lz10,1) < C’/ n(Uo(x)|U(0,:c))dx.

Remark 4.1. 1. Theorem 4.1 provides the uniform stability for composite waves with
suitably small amplitude parametrized by |p(v_) — p(vm)| = €1 and |p(vm) — p(vy)| = ea.
This smallness together with (1.7) implies that

(4.10) |v— —vm| = O(e1), |u——um| =0(e1), |v4—vm|=0(e2), |us—um| = O(e2).

2. If we consider the solution (v,u) € Xr to (1.23). Then, (4.2) admits the solution (v, h)
in Hy. Indeed, since vy = u, € L2(0,T; HY(R)) by (1.23),, we have v—v € C(0,T; H(R)).
To show h —u € C(0,T; L3(R)), we first find that for (v,u) € Xr,

h—u=u—u+ gp(v)%_lvm € L>(0,T; L*(R)).
Y

Moreover, together with the fact that v € L>((0,T) x R) by Sobolev embedding, we find that

u = —p'(v)ve + d{j(“g}m)vzuz + ngv)um € LQ(O, T, LQ(R)),
(p(”)%_1“f>t - (% — 1)p(v) 7 ooy + p(v) 7 Mvae € L2(0,T; LA(R)),

which implies hy € L*(0,T; L*(R)), and therefore h —u € C(0,T; L*(R)).

e Notation: In what follows, C' denotes a positive constant which may change from line
to line, but which is independent of €1,e5 (the sizes of shocks) and A (the total variation of
the weights a;).

5. PROOF OF THEOREM 4.1

5.1. Properties of small shock waves. In this subsection, we present useful properties of

the i-shock waves (9;, h;) with small amplitude €;. In the sequel, we assume that the 1-shock
(vesp. 2-shock) satisfy ©1(0) = =5 (resp. 2(0) = Ymi+)

the translation invarience).

without loss of generality (by

Lemma 5.1. For a given constant U, := (vi,uy) € Rt x R, there exist positive constants
€o, C, C1, Cy such that the following holds.

Let U_ = (v_,u_),Up := (Vm,Unm),Us := (v4,us) € RT X R be any constant such that
(1.7) and U-,Up,, Uy € Be,(Us), and |p(v-) — p(vm)| =: €1 < o and |p(vm) — p(v4)] =
g9 < gg. Let (01,h1) and (D2, ha) be the 1- and 2-shocks respectively connecting from U_ to
U, and from Uy, to Uy such that 91(0) = =5 and 92(0) = "% Then, the following
estimates hold.

(5.1) C~lee Cretle—atl < 5 (x — o1t) — vy, < CepeCostlo—atl 0 > 5t

(5.2) — e Crmlemntl < 9 §y (2 — o1t) < —Cele” o=l e R >0,
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and
(5.3) C_le —Crezfe—oat| < Ug(x — o9t) — vy, < Cage_CQEQ‘I_UQH, x < o9t
(5.4) C1e2eCre2le=o2tl < g o (x — oat) < CedeC2%2le=2tl 2 c R ¢ > 0.

As a consequence, for each i =1,2,

(5.5) inf . 0,7 > Ce2.

& &

In addition, for eachi=1,2,
(56) ](f)z)m(a; — O'Z't)| < CEZ|(’Z~)Z)J;(:L' — O'Z‘t)’, x € R, t > 0.

Proof. Since v, /2 < ¥; < 2v, with choosing ¢ small enough, the proofs of (5.1)-(5.5) use
the same computations as in the proof of [24, Lemma 2.1]. Therefore, we omit the details.
To show (5.6), we first observe from (4.3) that

2 /(~. ~ 5
= B0, @)l (8:)a | + 070" (@) (8)a | + 070 (5:) (B4

where note that the above waves are evaluated at x — o;t.
Then, using (5.2), (5.4) and v, /2 < ¥; < 2v,, we find

2

Using Taylor theorem together with (4.10) and (1.7), we have

—/—P'(v_) + O(ey), 03 = —/=p'(vm) + O(e2),

()| < 052‘(%) | +

and
P =p (v )+ 0(1),  P(02)7" =P (vm) " + Ole2).
In addition, since |v_ — vy| < eg and |vy, — vs| < €9, we have
o}
P (vi)

+ 1’ < (Cg¢; foreachi=1,2.

Therefore we have (5.6). O
Remark 5.1. Notice that Lemma 5.1 also holds for h;, since

(5.7) C7 0,0 < |0phi| < C|0,04],

which comes from the fact that Oyh; = (UZ)(‘? 0; and 1pg*) <?r ( i) < 2”(”*) by (1.7) and
(4.10) with e1,e2 < g9 < 1. Especially, notzce that ©; and h; are monotone by (5.2), (5.4)
and Oyh; = %8{1.
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5.2. Relative entropy method. A starting point of our analysis is to use the relative
entropy method. The method is purely nonlinear, and allows to handle rough and large
perturbations.

To use the relative entropy method, we rewrite (4.2) into the viscous hyperbolic system
of conservation laws:

(5.8) OU + 0, A(U) = <—5£ (vﬁoé’gp(w)) |

=) w0 ()

where

The system (5.8) has a convex entropy n(U) := %2 + Q(v), where Q(v) = %, ie.,
Q'(v) = —p(v).

Using the derivative of the entropy as

(5.9 wiw) = (7).

the above system (5.8) can be rewritten as
(5.10) BU + 0, A(U) = 8, (M(U)@an(U)>,

where M(U) = (”(f 00).

Also, for each wave

Uy(z — oit) = <ZE‘§ B Zi;) 7

the system (4.3) can be rewritten as:

(5.11) —0:0,U; + 9, A(T;) = 0, (M( i)axvn(ﬁi)).

Thus, the composite wave

U(t,x) = Ui (z — o1t) + Us(z — oat) — <Zm>

m

satisfies
(5.12) 8,0 = 22: (—(%A(Ui) + 0, (M(Ui)(?xvn(f]i))) :
i=1

We define the relative entropy function by
n(UV) =nU) =n(V) = Vn(V)(U = V),
and the relative flux by
AUV)=AU) - A(V)—-VAWV)U -V).
Let G(-;-) be the flux of the relative entropy defined by
GU;V)=GU) - G(V) = Vn(V)(AU) = A(V)),
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where G is the entropy flux of 7, i.e., hG(U) = Yr_, (V)9 Ap(U), 1<i<2.
Then, for our system (5.8), we have

2
201y = 2= L G,
(5.13) [ 0
AUY) <p<v|@>>’

G(U;U) = (p(v) — p(0))(h — h),

where the relative pressure is defined as

(5.14) p(vw) = p(v) = p(w) = p'(w)(v — w).

We will consider a weighted relative entropy between the solution U of (5.10) and the
shifted composite wave UX1:%X2 as follows: for shifts X1, X5 (to be determined),

a2t ) (U (t, 2)|[UX*2 (L, 7)),

where the wave UX1X2 and the weight a2 have the form of
(5.15)
FX1 X (g ) = Rt 2) (i = ort = Xi(1) + Ba(w — oot — Xo(t)) — v
’ XXz (¢ ) hi(z — o1t — X1(t)) + ho(x — oot — Xo(t)) — tm )’

and
(5.16) aXl’X2(t, I’) = al(:v — o1t — Xl(t)) + CLQ(iL‘ — o9t — Xg(t)) —1.

In Lemma 5.2, we will derive a quadratic structure on

d

4 / X2, g (U (2, 2)| 752 (1, ) da
R

For notational simplicity, we will use the following notations: for the waves Ui, U, and the
functions a1, as, and any shifts Xy, X,

UZXZ = Us(x — o5t — X4(t)), aZXi = ai(x — ot — X;(t))

Lemma 5.2. Let a1 and as be any positive smooth bounded functions whose derivative is
bounded and integrable. Let U € ’HT~ be a solution to (5.10), and X1, Xo be any absolutely
continuous functions on [0,T]. Let UX1X2 and a*+*2 as in (5.15) and (5.16). Then,

(5.17)

d

2
el X1,X2 X1,X2 bad (17 good
& [ U ) 0 ) =32 (KOWD) + T0) - ),
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where
(5.18)
Yi(U) = — / (a) (U T%2) i + / XX (0 Ko 2 (X052 (U — 5052 d,
R R
2
7o) i= 3 | [ @ (o0) = pa ) (0 )t 0y [ (el
R R

=1

— /R(ai)ff"vﬁ (p(v) — p(@X1X2)) 0, (p(v) — p(TX1%2)) dx
— [ @ (o) = ) = @]
_ /RaXLXan (p(v) —p(ﬁXl’X2))(U'B _ (6B)X17X2)awp(f}X17X2)dm

+/aXhX2(p(v)—p(ﬁXl’X2))Eldw—/aXl’Xz(h—BX“XQ)Eﬂ%
R R

) =3 (5 [

i=1
+ / aXl’XQUﬂWm (p(v) —p(f)Xl’XQ))Fdx,
R

h — XX

2
di + o: / (ai)fiQ(v]ﬁX“XQ)dx)
R

where

By = 0, (5750 X20,p(%1 %)) — 0, (500 0,p(550)) — 0, ((2) 2 0,p(52)),
By i= 8,p(0X%2) — 0,p(571) — 0,p(552).

Remark 5.2. In what follows, we will define the weight function a such that o.a’ > 0.
Therefore, —J9°°% consists of three good terms, while J%** consists of bad terms.

Proof. By the definition of the relative entropy, we first have

& [ om0 s = [ ooy (U]0e s
R R

+ /R X1 [(Vn(U) = V(X)) QU — VAT (U - X)X d
Since

2
a2 (t,2) = =3 (o3 + X)),
i=1

and it follows from (5.12) that

QX% (¢, 7) = 22: (— X0 = 0 AT) + 0n (M0 V0(T7)) )

=1



we have

da
dt Ja

2 2
= YY) - 3o [ (@) Xn@ig ) da
i=1 i=1 R

a0 X2 (¢ 2)n(U (¢, 2)|UX X2 (8, 7)) do

+ /RaleX? [(VU(U) - Vn(UXI’XQ))(— D, A(U) + 8, (M(U)@xvn(U)))

TN TS (= 0,4 + o (MO 0 )

=1
=:J
where
Y= - / (a) XU T2 d + / XX () X2 (TR (U — T2 d

R R

Since .
. ~ - E
J = =0, AN 4 0, (MO0 X2)0,V(0¥2) ) + <El>
2

where

(@) _ <am((ﬁﬂ)XhXQamp@XhX?)) = 0u (@)1 0up(5")) — 0 ((5) mpwé“)))
Ey) Oup (05142 — axp(ﬁfﬁ) - 3xp(17§2) '

Using the same computation in [24, Lemma 2.3] (see also [40, Lemma 4]), we have

2 6
d X1, X X0, X ;
dt/Ra 22X (4 (U (¢, 2)| 0% 2(t,x))da::;(XiY,-)+iz;Ii,
where
2
== o / (a;)Xin(U|U*12)dx — / a9, G(U; UX1%2)da,
=1 IR R

I=— /R a1 %20, V(T X2) AU |TX X2 da,

I = /R @ %2 (V(U) = IO X)) 0, (M(U), (Tn(U) = Tn(0¥2)) ) da,

I = /R @ (Tn(U) = V(0¥ ¥2) )0, ((M(U) = M(O%2)) 9, 9n(0+2) ) da,
I = /R X () (U000, (M (0520, T (0¥32) )

2

Using 0,a~1X2 = (a1)X! + (a2)X? and (5.13) with (5.9), we have
2

L= Z <—Uz‘ /R(ai)x‘xin(U|ﬁX1,X2)d{L' + /(ai)f" (p(v) — p(*%2)) (h — ;Lxl,xg)dx> ’

i=1 R

- . E

21
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and

2
I, = —Z/ a1 X2 () Xip(v|oX0X2) d.
i=1 7R

By integration by parts, we have
Iy = / a2 (p(v) — p(0712)) 8, (v"@z (p(v) = p(ﬁXl’X2)))dﬂf
R

_ / X1%20819, (p(v) — p(¥1°2)) Pda
R

2
=3 [ @0 () =)0, (p(0) = (X)),

and

I = /]R a2 (p(v) = p(TX2)) 0, (07 — (57) X201 X2) ) d
2

=3 [@F (plo) o) = () 0,p(55
i=1 /R
— / aX1X29, (p(v) —p(@Xl’XQ))(vB — (7)1 %2) 9, p (712 di.
R
It follows from (5.11) and (5.9) that

2
Iy = /]R a2 (V) (U|TX12) [Z ( — (Ui + 0. AU

=1

— 8, (M(Ufi)axvn(ﬁfi))) + 0, (M((?Xth)aIvn(ﬁleXz)ﬂ dz

:Z [cri/aXl’X2(ﬁi)fip(vwxl’&)d:n+/
. R

) (ol |

i=1 R
+/CLX1’X2p(U]77X1’X2)E’1dx.

Since ’

(5.19) G5y (—p’(@§1’X2) (1)>

we have

Is = / aX0Xeg! (X0 X2) (p — XX By da — / a1 X2 (h — pX0X2) By,
R R

Thus we have some cancellation
2

IQ + I5 + Iﬁ = Z |:O‘z/ aXl’X2 (’LN)i)i(ip(U|’L~)X1’X2)dl‘:|
R

=1

+ /R a2 (p(v) — p(&*%2)) Eydr — /

a0 X2 (h — pX1X2) By,
R

Therefore, we have the desired representation.
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5.3. Construction of the weight function. We define the weight function a by

a(t,z) = ai(x — o1t) + az(x — o9t) — 1,
LB = ait) —pl)

(5.20) ay(x — o1t) := - 7
ag(x — oot) :=1— )\p(@g(m —o2t)) = p(v+)'
€2

That is,

at,z) =1 - \PO1 —01t)) = p(v-) | p(Oa(z — 02t)) — p(v4)
€1 €9

We briefly present some useful properties on the weight a.

First of all, a; decreases from 1 to 1 — A on R, but as increases from 1 — X to 1 on R. Thus,
the weight function a satisfies 1 — A < a <1, and

(5.21) / |(aj)g|ldx = A, fori=1,2.
R

Note that for e1,e9 < g < 1, p/(vs/2) < p'(0;) < p'(2v4) < 0 for all 4 = 1,2. Thus, for each
i=1,2, oi(a;), > 0, and

(5.22) (@2 = =21/ (3) (00
we have

A A
(5.23) C la (0i)z] < [(ai)z| < C;i\(vi)mh

5.4. Maximization in terms of h— h. In order to estimate the right-hand side of (5.17),
we will use Proposition 6.1, i.e., a sharp estimate with respect to p(v) — p(0) near p(0). For
that, we need to rewrite J%* on the right-hand side of (5.17) only in terms of p(v) near
p(v), by separating h — h from the first term of 7%, Therefore, we will rewrite 7% into
the maximized representation in terms of & — h in the following lemma. However, we will
keep all terms of J%* in a region {p(v) — p(?) > d} for small values of v.

Lemma 5.3. Let U2 and aX0X2 as in (5.15) and (5.16). Let § be any positive constant.
Then, for any U € Hr,

(5.24) T — J9°UU) = Bs(U) — G5(U),
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where
2
Bs(U) = ; [ai /R QX% () Xip (o] 5 X2 d

+ 2; /R(ai)ffi p(v) = P2 P10 pixr X2y <5y 4

+ /R (a:)3 (p(v) = p(@ 7)) (b= A X2) 1) i x)s gy
(5.25) -—jé<a»§%vﬂ@mv>—4x@XhX2»6&@xv>—4xﬁXhXé»dx

= [ @ ) = ) (0 — (570,

= [ a0, () = 5 (0 — (5710,

+ /RCLXI’XQ (p(v) — p(f}Xl’XQ))Eldx — /Raxl’xg(h — X0 X2) Eoda,
and
(5.26)

Gs(U) = Z; (2 /R(al-)fi h_ XX _ P) = z;(iﬁX“Xz) : 1o (o)p(%1 2y <507
+ % R(ai);ﬁ h— BN (p(v)—p(X1-%2)56) 0T + 0 /R (ai);fo(v\@lexz)dx>

+ / aXl’XQUﬁ|8w(p(v) —p(f)Xl’XQ))\?d:):,
R

Remark 5.3. Since oi(a;), > 0 and a > 0, —Gy consists of good terms.

Proof. For a given § > 0, we split the first terms of J bad and — 79904 a5 follows:

2
7 (@) (pw) — p(*1*2)) (h — hY1¥2) d
R
=1
2

= [/R(az‘)fi (P(U) - p(ﬁxl’xz)) (h - }NLXI’Xz) Ly (o) —p(iX1:X2) <51 AT

=1 -

=:J;

* /R(az')f" (p(v) = p(@*%2)) (h = RXX2) 100 % xay gy da
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and
2 .. } 9
— Z;/(ai)fi h— X0 X2 g
i=1 R
2 2 . 3 9
== [Z 0] /R(a")fi e I T L
=1 -i=1

=K;

~ 2
L

2 .
_Zl/(ai)fi
i=1 2 Jr

Applying the quadratic identity az? + Bz = a(x +
integrands of J; + K;, we find

%)2 — % with z := h — hX0X2 to the

. - 2 -
_ % b — XXz + (p(v) _p(@Xl,X2)) (h _ hX1,X2)
~ X1, X 2
— _ﬂ h_iLXl,Xg _p(U) —p(’U ! 2) +L|p(v)—p(5X1’X2)’2.
o 20;
Therefore, we have the desired representation. ]

5.5. Construction of shifts. For a given € > 0, we consider a continuous function ®.
defined by

0, if y <0,
(5.27) . (y) =< —Zy, f0<y<e
—8%, if 4 > 2.

1, if y < —€2,
(5.28) Uo(y) =< —Fy, if —e2<y<0,
0, ify > 0.

For any fixed €1,e2 > 0, and U € Hr, we define a pair of shift functions (§;) as a solution
to the system of nonlinear ODEs:

Xi(t) = @, (1(U) (274U + 1) = 30, (Vi(0)),
(5.29) Xa(t) = —@e, (—Y2(U) (AT"WV)| +1) = G e, (Y (U)),
X1(0) = X2(0) =0,
where Y7, Y and J%%? are as in (5.18).

Then, it is shown in Appendix C that the system (5.29) has a unique absolutely continuous
solution (§;) on [0, 7).

Since it follows from (5.29) that for each i = 1,2,

(—1)55;2(2|jb“d(U)| +1), if (-1)Y(U) > €2,
oo ) = YU) (27 U)| + 1), if 0 < (=1)LY(U) < €2
(5.30) Xi(t) = (—El)iléaz-z(-:fY'i(U), ) if —e?< (_1)1‘71%((])63 0,

~30i, if (~1)71Y;(U) < —&?
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the shifts satisfy the bounds:

X < -5, Xe(®) 2 -, vE>0.
Thus,
Xi() € =Tt Xalt) > =Tt V>0,
which gives (4.8).
Especially, we have
o1 g2
(5.31) Xl(t) + o1t < ?t <0, Xg(t) + oot > Et >0, Vt>O0.

5.6. Main proposition. The main proposition for the proof of Theorem 4.1 is the follow-
ing.

Proposition 5.1. For the given constant U, := (vs,us) € RT X R, there ewist positive
constants 8,6, € (0,1/2) such that the following holds. Let UX'X2 be the composite wave
for the given constant states U_, Uy, Uy € Bs,(Uy), where €1 = |p(v—) — p(vm)| and g2 =
|p(vm) — p(vy)|. Then, for any X > 0 with 1/X,e2/X < §g and XA < do, there exist positive
constants C, 5, and to such that the following holds.

For any U € Hrp, let (§;) be the solution to (5.29). Then, for all U € Hr satisfying
Y1(U) < €2 and Ya(U) > —&3,

(5.32)
R(U) = —— Vi (V)1 + A m)P - Dy
= aMOF ez + 52N vz — 5 1)y )<
1 02 op)
- %|Y2(U)|21{_5ggy2(mgo} - TE%|YQ(U)‘21{O§YQ(U)§5§} = 5 V2(U) )23
min(ey, € _ _
+ By, () + 821 (1)) 67, (0) - GH(U) ~ G W) - GH)
I3 3
- (1 - 50%) Go1(U) — (1 - 50%) G22(U) — (1 = 60)D(U)
1 ~ 1
< Ceso [tg/ n(U|U)dz + (exp (—Ct) + t4>] 1>, + Cli<y,,
R

where Y; and Bs, are as in (5.18) and (5.25), and Gy, G711, Gy, Gy, Ga1,Ga, D denote
the good terms of G, in (5.26) as follows: for each i =1,2,

6= [ (@)

2

h — hX1X2 L) —p(a¥1:X2)>5, 1925

- 2
h— XXz _ p(v) _p(UXl’XQ)

o

6= [ (@)

@Mﬂ:mé@g@mﬂMWm

1{P(U)*p(ﬁxl!x2)§61}d$7
(5.33)

D) := /RaXl’X%B\ax (p(v) —p(@Xl’XZ))]2dx.
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5.7. Proof of Theorem 4.1 from the main Proposition. We here show how Proposi-
tion 5.1 implies Theorem 4.1.

To prove the contraction estimate (4.7), following (5.17), we may estimate
2
(5.34) =Y (X ) +T"UU) =TI,
=1

First, it follows from (5.30) that for each i = 1,2,

—2|Zb“d(U)|, if (=1)7'Yi(U) > €7,
. v, if0< (-1)"7IY(U) <<,
Xi()Yi(U) < (=1)i- Woe2[Vi(U)]?, if —e? < (-1)'Y;(U) <0,
~Lo:Yi(U), if (1)) < =2

Then we first find that for all U € Hr satisfying Y1(U) > €3 or Yo(U) < —&3,
F(U) < =|7"U)] = 7*(U) < 0.
Since (5.24) with § = d; yields that for all U € Hry satisfying Y1 (U) < €} and Yo(U) > —¢3,

1 o1 o1
FU) < _g‘yl(U)Pl{Ong(U)gaf} + E|Y1(U)|21{—E§SY1(U)§0} — 5 U)y)<-e2y

g2

1 o

o Q‘YQ(U)P]*{—%SYQ(U)@} - T;’H(U)Fl{ogyzw)gag} - ?YQ(U)l{Yz(U)Zag}
2 2

+ B51 (U) - G51 (U)7

Proposition 5.1 implies that for all U € Hy satisfying Y1 (U) < €2 and Y2(U) > —¢32,

min(al,ag)
A A A

1 ~ 1
< 05750 |:t2 /R’U(U|U)d$ + <exp ( — Cgt) + t4>:| ltZto + C]-tgto-

F(U) + do | Bs, (U )’—1-50 Ggl(U)+5o GQQ(U)—doD(U)

Thus, using the above estimates together with £;/\ < §y < 1 and the definition of J9°°¢,
we find that for all U € Hrp,

]:(U)+5o G21(U)+50 2Goa(U) + 8 D(U)

A A

" min(eq, £2)
+|J" d(U)ll{yl(U)zef}um(U)g—af} + 50f|B51(U)‘1{Y1(U)§a§}m{Y2(U)2—af}

1 ~ 1
< Cep [tg/ nU|U)dz + (eXP (—C:t) + t4>] Lo + Cli<y,.
R
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This together with (5.17), (5.34) and 1/2 < aX1X2 < 1 implies that for a.e. t > 0,

4 / 00X (U155 %2) g 1 60 EL Gy (U) + 60 22 Gaa(U) + 0 D(U)
it Js A A
min(€1,82)

+1T O Ly wyze0m @)=y + 00— |Bs (D)L 0)<e2ynva(yz—e3)

g g
= F(U) + 50X1G21(U) + 50X2G22(U) + 60D(U)

" min(eq, £2)
+ Ub d(U)’1{Y1(U)ze§}u{Y2(U)§—a§} + 50f|B51(U)‘1{Y1(U)§a%}ﬁ{Y2(U)2—ef}

1 ~ 1
< C&go |:t2/R7’](U’U)dI' + (exp ( — Cet) + t4>:| 1t2t0 + Cltgto-

Since t~2 and exp (— C'gt) +t~* are integrable on [tg, 00), Gronwall’s inequality implies that
there exists a positive constant C'(e1, 2, A, dg) such that

(5.35)
¢ t t
/aXl’XQn(UX]UXl’XQ)d:r—I—/ G21(U)ds+/ G22(U)d$+50/ D(U)ds
R 0 0 0

t t
+ /O TP ) Ly 0)22y0vaw) <2y ds + /0 B (U) 14y, 0)<e2ynrawyz—e2y 45

< Cler, 25,1, bo) [ [ a0 @000 + 1} ,

which completes (4.7).

To estimate | X;|, we first observe that (5.30) implies that for each i = 1,2,

. 1 o;
(5.36) |X;(t)] < max (g(zyjbad(w + 1), | 5 |

7

), for a.e. t € (0,7).

Notice that it follows from (5.35) that

T
(5.37) /0 f(t)dtg0(51,52,)\,50)/]RU(U0U(O,x))dm,

where

F(@&) = [T L )= 0pva@y<—ey + 1Bs (U1 v 0y <e2p0iyva ()52}
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To estimate | 7%*(U)| globally in time, using (5.24) with the definitions of J9°°¢ and G,
we find that

7))

<IN vy oy 2300m @) <23 T 1T O iy <23 nive )= —<2)

= [T Ly, )52 )0v ) <—e2y + [ TUU) + Bs, (U) = Gs,(U) 14y, (1)< va(v)>—<2}
< | TN Ly 230y <—e2y + 1Bsy (D Loy <e2pnprvays—e2)

5 2
|07”/!az Xi| (h— hX1,X2 <h PXLXs (U)—P(UXI’X2))

L) —p(a¥1-X2) <5,y 42

i
, 2 - 2
< ft)+C /R @)X (= B502) 4 (p(0) = p(09)) L)ooy
Since for any v satisfying p(v) — p(v) < 61, there exists a positive constant ¢, such that
v>c; ! and [p(v) — p(D)| < cx, we use (A.4) and (A.1) to have

/R ()X (p(v) — p(F152)) 2 ) eriay sy da

< ¢ / ‘p(v)—p( H 2 ‘1{v>3v }dx+/ 1 ’(az)xl
v>c*

v>cCy

~ 2
p(”) _p(UX1’X2)‘ 1{v§3v_}dx
< C/ 1~}X1,X2‘1{v23v_} + ”U _ 1~)X1’X2’21{v§3v_}>d$

<c / r<ai>xi|cz<v|aXhX2>dm

Therefore, using |(a;)2'| < Cdp and & < 3 < a*1¥2, we have

|jbad ‘ < f / 1’X277(U’UX1’X2)dJ},
which together with (5.35) and (8.4) implies that

|X1(t)| < 0(51,62, A, 50) |:f(t) + /R’r](Uo(:E)|U(0,$))d$ +1].
This and (5.37) give (4.9).

6. ABSTRACT PROPOSITIONS FOR A GENERAL SETTING

This section provides some useful propositions that will be all used in Section 7 for the
proof of Proposition 5.1. The propositions are generalizations of [26, Propositions 4.2 and
4.3 and Lemmas 4.4-4.8]. Those are stated below in an abstract setting for future application
in a general context, for example, for studies on various composite waves.

6.1. Sharp estimate near a shock wave. The following proposition is a generalization
of [26, Proposition 4.2].

Proposition 6.1. For any constant Cy > 0 and any constant Uy = (v, us) € RT x R,
there exists 01 > 0 such that for any € > 0 and any \,0 € (0,01] satisfying e/\ < 61, the
following holds.

Let Uy == (v,w) and U, := (vp,u,) be any constants satisfying U;, U, € Bys, (Us) and
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e = |p(v1)—p(v,)|, and one of the two conditions (1.7) with the velocity og. Let Uy := (T, ho)
be the viscous shock as a solution to the equation (5.11) connecting the left end state Uy and
the right end state U,.

Let ag be a function such that

Let a be any positive function such that ||a — 1| o) < 2.
Let ¢ be any Lipschitz function, and let

Y9(0) = — /R (a0)» 6%(2) p(v) — (i) Pz — / (a0)o? () Q(v]T0)

e R
- / aBsp(0)(x) (0 — To)di + — / a(ho)e () (p(v) — p(50)) d,
R 00 JR

Ty (v) == Uo/Ra(ﬁo)quQ(x)p(v]ﬁo)dx,
1

61) D) = g [ (@) (@)p(w) - plio) P
(o)) R
G0) 1= o0 [ <ao>z(217p<60>i1¢2<x><p<v> ~ ()’
= i) @) (o) — plin)* )

D) = /R 00?10, (6(2) (p(v) — p(E0))) Pda,

For any function v : R — R such that D(v) + Ga(v) is finite, if

2
13 ~
(6.2) V()] = Co [p(v) — p(t0) || oo (r) < 201,
then

Ri(0) 1= == V9() + Ti(e) + /T (0)

(6.3) +To(v) 46 (%) IZ5(0)] — (1 —5 (%)) Go(v) — (1 — 6)D(v)

<0.

Proof. The proof is essentially the same as that of [26, Proposition 4.2 and Appendix A]
through a generalization. Notice that the functionals V9,7, 7Z,, D, by putting ¢ = 1 in their
integrands, are respectively the same as Yy, Z;,Z>, D in [26, Proposition 4.2]. On the other
hand, the integrand of the functional G is the same as the approximation for Q(v|v) of Gy
in [26, Proposition 4.2] by (A.8) of Lemma A.3 together with ¢ = 1.

For completeness, the main parts of the proof are given in Appendix B. O

6.2. Smallness of the weighted relative entropy. The following proposition is a gen-
eralization of [26, Lemma 4.4].

Proposition 6.2. For a given constant U, := (vi,ux) € RT x R, there exist positive
constants &y, C, Cy such that for any e, A > 0 satisfying €/ < dg and A < &g, the following
holds.
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Let Uy := (T, ho) : R = RT xR, w: R >R, v:=(v,v3) : R >R anda: R — R be any
functions such that

(6.4) Up(z) — U < Coy, o) >C7L,  |v(z)| < C§|w(x)], Ve € R,
(6.5) w is either positive or negative globally on R,
(6.6) vi, vy € LY(R), / lwldz = X, [|a|pem) < 1.

R

Let U := (v,h) : R — RT x R be any function such that sgn(w)Y (U) < &2, where

Y(U) ::/an(U|Uo)da:+/RavTVQH(UO)(U—Uo)dx.

Then,
~ 62
(6.7) / \w||h — ho|? dz —|—/ |w|Q(v|tg) de < C—,
R R A
and
52
(6.8) Y(U)] < Co-.

Proof. e Proof of (6.7) : We first use (A.1) to have

. h — hol? N -
©00) [ it > [ w0 e [ wlo—a e [ wlo-al.
R R <3V

V>3V

Using (6.5) and

/an(U\ﬁo)dx =Y(U) - /RavTVQU(U'O)(U — Uy)dz,
we have

| WU o)de = sgn(se) [ w00
=sgn(w)Y (U) — sgn(w) /RavTV2n((70)(U — Up)dz.
Thus, for all U satisfying sgn(w)Y (U) < €2,

/R \wln(U|Up)da < £* + /R |a|[vIV2n(Uo) (U — Up)|da.

Note that the assumptions (6.4) and (6.6) with (5.19) implies

- B 5 ~
/ |W|77(U\U0)dx§€2—l—0)\/ |w|(Jv — Do| + |h — ho|)dx.
R R
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Then using (6.6) and Young’s inequality, we have

(6.10)
/ \win(U|Us)dx < * + c§ \wl|v — o|da
R v>30x
- 1/2 1/2
+ CE(/ \w||v — Bo|*dw +/ |w||h — h0|2dx) (/ ’w’dJ;)
A v<3v4 R R
<e?yCS w||v — Go|da
A V>34
1 ~ 2
N \va—%Pdw/ wi|h — ho|2dz + C5.
2 v<3vx 4 R A

Now, choosing 0y small enough such that Ce/\ < ¢3/2, and then combining the two esti-
mates (6.9) and (6.10), we have

2
~ . . €

(6.11) /|w|h—h0|2+/ |W||’U—210’2+/ |wl|v — ] < C—.
R v<3vx V>3V A

Applying (6.11) to (6.10), we have (6.7).
e Proof of (6.8) : We first use (5.19) and the definition of 7(:|-) to rewrite Y (U) as

Y(U) = /Rw<|h_2/%‘2 + Q(v\f;@)dm—i—/}Ra( —v1p (%) (v — o) + va(h — il(]))dl’.

=:J1 =:Js
It follows from (6.7) that
2

As done before, we have
8 - ~
2 <C5 [ wille =30l + 1~ Fol)do
R

<oS lwl|v — foldz
A v>3vUx
2

e o g\ / 1/2
+C>\(/y<3u* |wl|v — | dx—i—/ |w||h — hol dx) ( R\W]dx)
S

1/2
<t /ywa yvoda;+c /ywy (vlio) + 10— Fo?)az) " < O

0

6.3. Estimates outside truncation. The following proposition is a generalization of [26,
Lemmas 4.5-4.8].

Proposition 6.3. For a given constant U, := (vi,ux) € RT x R, there exist positive
constants 6o, 91 and C (depending on 01) such that for any e, A > 0 satisfying e/\ < dp and
A < &, the following holds.



Let Uy := (Do, BO) R —=R" xR and w: R — R be any functions such that

(6.12) |Up(x) — Uy| < Coy, To(z)>C7L, VzeR,
(6.13) [(B0)2] <03, |w(z)| < Ceexp (- C_1€]m|), Vo € R,
(6.14) inf |w(z)| > Cel, / |wldz = A.

*E_IS:ESE_I R

Let U := (v,h) : R — R x R be any function such that

~ 2
(6.15) / \w||h — ho|? dz +/ |w|Q(v|0y) dx < oS
R R A
Let v be a 01-truncation of v defined by (well-defined since the function p is one to one)

(6.16) p(¥) = p(to) = ¥ (p(v) = p(%0)),  where <(y) = inf (&1, s5up(—01,y)).
Let Q :={z | p(v) — p(vg) < 01}, and

G (U) = /Q w| ’h—BO‘Qda:,
G (U) ::/R|W|Q(v|z70)d:1:
- [ @)@l

D(U) = /R 010, (p(v) — plon)) Pdz.

Then, the following estimates hold, where U := (v, h).

(6.17) /Q|w|\p(v) )| dx+/ [wl|p(v) — p(¥)|dz < \ED(U),
(6.18) [ i) = @)l = ()~ 30} e < /D)

(6.19) /R w(208|p(v) — p(¥)|2da + / w208 p(v) — p(¥)| de
< ON2 (D ) + G0Ca(U )+Cs>\G2(U),

(6.20) / w22 Ip(w) — p(50) P~ ¥7Ip(¥) — p(z0)?|
< ON2 (D ) + 80Ga(U >+CEAG2(U),

(6.21) /R Iw| [p(vlo) — p(¥10)| de

<0\ f3 (DW) +8Ga0) +0 (G2(0) - Ga(0),

(6.22) / |w||Q(v|t9) — Q(v]Tg)| dx —l—/ (w||v — v|de < C (G2(U) — Go(U)),
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g2—4 ~ q
©629) [ fwlpto) ~p9)f'dr < 057 (D) +80Ga®) ai= 2

(6.24) /Qc \w||p(v) — p(0) ||k — holdz < & (D(U) + 50(}2((])) + (61 + Cp)G1 (U),

629 [ wl(@(loo) + Iv — ol < c\/f (D) + &GV

(6.26) / w \2’”5 Cdr < CA( U) + 50G2(U)) +ON (Ga(U) — Go(D))

|v” —UOP “75—50|2
2 ‘ _ ’d
(6.27) /R\w\ 3 " T

< C)\(D(U) + 50@2((])) + CA (GQ(U) — GQ(U)) .

Proof. First, let v; and v, be one-sided truncations of v defined by

(6.28) p(vs) = p(to) = 1s(p(v) — p(P0)),  where ts(y) =inf(d1,y),

and

(6.29) p(¥s) = p(t0) == ¥y (p(v) = p(T0)),  where p(y) = sup(=d1,y).

Notice that the function v (resp. vp) represents the truncation of small (resp. big) values
of v corresponding to [p(v) — p(0o)| > 6.
By comparing the definitions of (6.16), (6.28) and (6.29), we see

(6.30) v { v

and

(P(Vs) — p(0)) ipw)—p(i0)>—a3 = (P(V) = P(00)) L{p(w)—p(ii0)>—:}5
(p(V6) = P(V0)) Lip(o)—p(io)<s1} = (P(V) = P(0)) Lip(o)—p(i0)<s1}-

We also note that

(6.31) = (Yo — 1) (p(v) — p(t0)
1
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Therefore, using (6.16), (6.29), (6.28) and (6.31), we have
(6.32)
D) = [ o"10:(o(0) = pli) o

N /R”ﬁ 102 (p(v) = () (L{jp(0)—p(io)|<br} + Lip()—po)>61} + Lip(o)—p(io) <61} )4
— D) + /R o810 (p(v) — p(v))*dz + /R o]0, (p(v) — p(¥)) e
> /R 10u(p(v) — p(vs))Pde + /R 210, (p(v) — p(¥))2dz,

which also yields

(6.33) D(U) > D(U).

On the other hand, since Q(v|ty) > Q(v|0y), we have
Ga(U) = Ga(0) = [ [wl (Qleliv) — Q(eliv)) d >0,

which together with (6.7) yields

(6.34) 0 < Go(U) — Go(T) < Ga(U) < C’/R w|Q(v]fo) dz < c‘f.

To get the desired estimates, we use the same computations as in the proofs of [26,
Lemmas 4.5, 4.6, 4.7, 4.8] by considering w the spatial derivative of each weight. Indeed,
the main ideas for the proofs of [26, Lemmas 4.5, 4.6, 4.7, 4.8] are based on the smallness
of the weighted relative entropy (6.15), and the following point-wise estimates (6.35) and
(6.36):

Since (6.15) and (6.14) imply

1/e

2e
2e Q|tg)dr < - /WQU’D dx
[ Qulw el AVCCLCLD

< oy -

there exists zg € [—e~!,e7!] such that Q(v|tp)(zo) < C(g/\)%. For §y small enough, and
using (A.10), we have
(p(v) = p(30) (@0)] < C.
Thus, if &g is small enough such that Ce/A < §1/2, then we find from (6.16) that
|(p(v) — p(¥))(z0)| =0,

which together with (6.31) implies

l(p(v) = p(Vp))(z0)| =0,  [(p(v) = p(Vs))(w0)| = 0.
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Therefore, using (6.32), we find

VreR, |(p(v) \</ |0y (p(v) = P(V3)) | Lip(o) —p(io)<—:} Y
(6.35) <C/ 5/2!5 P(V)) | Lip(o)—p(io)<—o1} 4y

To get a point-wise estimate for [v/2(p(v) — p(¥,))(x)|, we use

[072(p(v) = p(¥s)) ()| =

/ (072 (p(v) — p(v.))) dy]

To control the right-hand side by the good terms, we observe that since v%/2 = p(v)*(V*a)/ 2,
we have

8y (V"2 (p(v) — p(¥s))) = 3y (p(v) "~/ # (p(v) — p(¥s)))
= p(v) " 07279, (p(v) — p(vs))

7;,yap(v)‘”‘O‘)/2”p(v)].iv];(‘_""ﬁ)3@: [(p(v) — p(%0)) + p(i0)]

= 0728, (p(v) — p(¥s)) — 72_7%5/2 p(v)p_(;;@) 0y (p(v) = p(%0))

=K

Using the fact that

(%) = plio) + 61 and PO =PI o on o) — p(ii) > o),

p(v)
we have
K= p(v)p(v) v Lip()—p(50)>8:19y (P(v) — p(00)) = p(v)p(vi;(VS)ay(p(”) = p(¥5))
and so

|K| < Cl9y(p(v) = p(vs))]-

In addition, using |0yp(0o)| = |p'(00)||(00)y| < C|(T0)y|, we have

10y (V72 (p(v) = p(¥5)))| < COP2(10y(p(v) — p(¥:))| + | (To)y))-
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Therefore, using (6.32), we have that for any = € R,
2p(o) e (@) = | [ 0,200 - pie.)

S/ 10y (072 (p(v) = P(¥))) |1 p(0)—p(a0) >8I
)

SC/Ivﬁ/Q(ay((P(U)—P(Vs))!+!(170) DL {p0)—p(50) >0} Y

1 ]
<Cy/lal + - (\/W + \//IR |(vo)y\%’31{p(v>p(ﬁo>>61}dy> '

Using the condition 8 = v — a > 0, we have

/\vo )20 L (o) —p(g) o1} T = /\vo ﬁhﬂ 00/ 1 {p(v) —p(i0)>51 } 4

< C/ ‘ 00)z ’U_UO| 1{p (vo)>61}dx

In addition, since {p(v) — p(tg) > 61} = {v < C} for some constant C, (6.13) and (A.1)
yield

/R\(%MZ\U — B0 * L p(0) —p(s0)>6, 1 A€ < CSY /]R |(80)2|Q(v]t0)dz = C&3 G2 (V).

Therefore we obtain that

(6.36) Vi=1,2, Ve e R, [v*2(p(v) — p(¥,))(x)| < Cy/|z| + = (\/ ) 4 601/ Go(U >

The remaining parts use the same computations as in the proofs of [26, Lemmas 4.5, 4.6,
4.7, 4.8]. Especially, for the estimate (6.23), note from (6.30) that

| wllpto) =p@) e = [ pwllp(o) =5

and so, its proof follows from the proof of [26, Lemmas 4.7]. We omit those details. U

The following proposition is a generalization of [26, Proposition 4.3].

Proposition 6.4. For a given constant U, := (v, ux) € RT x R, there exist positive
constants g, 1,0,C* and C (in particular, C' depends on the constant 61, but C and C*
are independent of o) such that for any e, A > 0 satisfying €/\ < dp and A < &y, the same
hypotheses as in Proposition 6.3 hold. In addition, let vi,vo : R = R be any functions such
that

(6.37) Ivi] < C§|w(x)|7 VzeR, i=1,2,

and assume

(6.38) G,(U) < 32
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Consider the following functionals:

B,(U) := o/vap(vf)o)dx

B; (U) = /ﬂ w(p(v) — p(i0) (h — ho)de, B (V) = wip(v) — p(i0)[2de,

YI(U) := —% /pr(v) — p(9o)|2dx — /ﬂwQ(vwo)dx

_ / vip! (8) (v — o) d + / va(p(v) — pli0))da,
Q Q

g

— hal? -
Y*(U) := —/Qc WQ(v|ﬁo)dx—/ﬂc vlp'(ﬁo)(v—ﬁo)dx—/m W‘h}m’daﬂ—l—/ﬂch(h—hg)dx,

YO (U) = ! /QW(h — ho — M)de 1 /Qw(p(v) — p(o)) (h — ho — M)dx,

2 o o o

YU(U) = /Qw(h —ho — M)dm,

g

dz.

g

- 5 p(v) —p(vo)
G (U) ._/Q|w\’h ho

Then, the following estimates hold:

[B1(U) = Bi(0)] < € (D(U) + Ga(U) + (Ga(U) — Ga(D)) ),
(6.39) IB; (U)] < & ( )+ GQ(U)) (61 + )G (U),

IBS (U) - BF (U)] < V6D(U),

2
(6.40) BA(O)|+[B5 (0)| < C [ [wl(vlin) do < €5

(6.41)

[Ba(U)| + [Bo(U)| + [Bs(U)| < Cdo (D(U) + Ga(U) + (Ga(U) = Ga(0) + S Ga(D))
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) o 4C* 2
If, in addition, D(U) < ﬁ%7

[Y(U) = YO + YO + Y (U) + [Y*(U)

then

g2 _ - en1/4 _
(6.42) 30A< 8D(U) + (Ga(U) — Ga(0) +00Ga(U) + (5) * Ga(0)

A
+ G (U) + (Z‘) v G1+(U)>.

Proof. e Proof of (6.39) : First, using (6.21) with (6.37), and (6.24), we have
Bi(U) -~ Bi(0)] < €5 (DW) + Ga(U) + (Ga(U) — Ga(D)) )
< b (DW) + G2(U)) + (81 + Co0) Gy (U).

Using (6.18), we have
g - _ - €
B5W) ~ B3 )] = [ wlllne) —p@)? = 1pv) ~ p30)| e < /D).
Thus, for any ¢, \ satisfying /A < &g, we have the desired estimates.

e Proof of (6.40): Using (A.7), (A.10) and (6.15), we have

(6.43) IB1(U)| + |B3 (0)] < C/ |W|Q(v]0g) dz < C’/ |w|Q(v|tg) dx < CX'

e Proof of (6.41): For Bs, Young’s inequality implies

B4 (U)| < 5uD(U) + (?; /R w208 |p(v) — p(i0)|? da .

=:J1(U)

Note from (6.20) that
JL(U) — Ji(T)] < CON? (D(U) + 60G2(U)> + CenGo(U).

For B4 and Bj, we first have

B _ 582
IB4(U)| SCJl(U)+C'/ |v1’2|vvﬁ%|d§v
R

=:J2(U)

IB5(U)| < dD(U) + 5COJ2(U).

Note that (6.37) and (6.27) yield

L VL
(U (5)" [ ] o ar

< C)\ < (U) +50G2(U) (GQ(U) — GQ(U)) )
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Therefore, using A\ < dp and €/ < dy, we have
[Bs(U)| + [B4(U)| + [B5(U)|

< 500 (| ()] + | J2(T)]) + Céo (D(U) + Gao(U) + (G2(U) - GQ(U)D '

For the remaining terms, we first use the assumptions (6.13) and (6.37) to have
C _ _ C &3 |‘—,5 _ 176”2
i el FBIn(v) — plin)]2 z 7 ot
1RO+ @) < £ |3 [ wieloo) = plande+ 5 [ i
B _ B2
£ By N vP -9
< C(SOX [/ \w|v?|p(¥) — p(0)|? dz +/ ]w]‘_iﬁoy dx].
R R v

Using C~! < v < C and Q(\7|17 ) > C|v — 5|2 > C|v# — 5|2, we have

/ |W| dz < C/ |w|Q(v|t) dr < CGo(U),
Using (A.10) with |p(v) — p(v0)| < 61, we have
(641 [ 19 16(0) = sl do < € [ [wlQ(lin) de < CGa(D).
R R

Hence we have
IB3(U)| + [B4(U)| + [B5(U))|

< 08y (D(U) + Go(U) + (Go(U) — Go(D)) + %GQ(U)) .
e Proof of (6.42): We split the proof into three steps.

Step 1: First of all, we will use notations Y, Y5, Yy and Y}’ for the terms of Y* as follows
sset YO =Y + Y5 + Y5 4+ Y where

V= [ wQGlmds, Y= [ i) .

Qc

h — ho|? -
Y= —/cw|20|d:1:, 7 ::/CVQ(h—ho)da;.

Using (6.17), (6.22) with (6.12) and (6.37), and (6.18), we find that
YI(U) = YU)| +[Y7(U) = Y£(U)] + Y5 (U) = Y5'(U)]

<c /Q w[[p(v) — p(0) 2 — [p(¥) — p(a0)|dz + C /Q wlp(v) — p(¥)|dz

(6.45) N C/R Iw] (‘Q(UWO) — Q(v]0)| + v — vl) da

< C\ED(U) +C (Ga(U) — Go(D)) .

Note that (6.25) with (6.12) and (6.37) yields
(6.46)

VPO + 3 (0) < C /Q W (QUF[50) + ¥ = 5]} da < c\/f (D) +6Gs(1))
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Next, since
YO+ YW <C [ fwelib= o o+ [ ] (1h=hol? + lp(o) = p(iu) ) do
< C/R iwilh — hol? dz + B (U)
it follows from (6.39) and (6.40) that

N 2
YO+ YY) <C [ [wllh - hol* do + CVEHDO) + O
R

Therefore, using (6.15), (6.34) and the assumptions (6.38) and D(U) < 2\(/1i S, together
with combining (6.45), (6.46) and the above estimates, we have

62
[YO(U) = YU + Y7 (U)] + Y5 (U)] + [Y5(U)] + [YP(U)] < O

Step 2: First of all, using Young’s inequality, (6.39) and (6.43), we have
. - plv) —p(oo
[ wlote) = o) (b = o - ””)dx‘

< (A)/G w0 (5)" [ wlloto) - pien) o
g(j)me vo (5 @)+ Biw) - BLO)
<(2) et e () (e viow)

which yields
YU) < c 2)1/4G+(U) C(i>1/4< G2(0) + VaD(U) ) .

Thus, this and (6.45)-(6.46) together with |Y3(U)
Y9(U) = Y(U)] + [Y¥(U)] + Y5 (U)

| < CGy (U) imply
|+ Y5 (U)] + [Y*(U)]
g

§C< 3oD(U) + (Ga(U) — Go(T)) + 60 Ga(U) + (X) G2 (0)

+ G (U) + <2)1/4 Gf(U)).

Step 3: For the remaining terms, using Holder’s inequality together with (6.37) and (6.14),
we have

v (3) ([ lar) [ iwlln—hof? e < 0565 @)
Y (U )|2<C f\ (/ |w|d:c>/ |w| <h—ﬁo_w>2dxgcngf(U).
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Therefore, this together with Stepl and Step2 yields
Y/(U) = Y/(O)? + Y (U)]P + Y (U)) + Y (U)]

<2 (\Yg(U) = YO+ Y7 (U)] + Y5 (U)] + Y5 (U)] + \Yb(U)I)2 +2AVE(O)P + Y ()

o5 (VD) + (@) - G2<U>)+6oé2<U>+(5)”4G2<U>

A
carws ()i

7. PROOF OF PROPOSITION 5.1

This section is dedicated to the proof of Proposition 5.1.

7.1. Smallness of the localized relative entropy. In order to use Proposition 6.1 in
the proof of Proposition 5.1, we need to show that all bad terms on the region {|p(v) —
p(9X1:X2)| > §1} are absorbed by a very small portion of the good terms. For that, we
will crucially use the following lemma on smallness of the relative entropy localized by the
space-derivative of each weight a;, under an assumption that the functionals Y; of (5.18)
are bounded below or above. The following lemma is analogous to [24, Lemma 3.2]. Notice
that the below assumption (—1)*"1Y;(U) < 7 is weaker than the condition |Y;(U)| < &2 of
[24, Lemma 3.2].

Lemma 7.1. For the given constant U, := (s, uy) € RT x R, there exist positive constants
80, C, Cy such that the following holds. Let UXvX2 be the composite wave for the given
constant states U_, Uy, Uy € Bs,(Uy), where 1 = |p(v=) —p(vm)| and e1 = |p(vm) —p(v4)].
Then, for any A > 0 with e1/\,e2/A < §p and \ < &y, the followz'ng estimates hold.

For each i = 1,2, and for all U € Hr satisfying (—1)"1Y;(U) < &2

= <4

N 2
) [Pl - R Rl [ )R Qer ) de < 0, ves o
R R
and
g2
(72 YO <G W

Proof. We will apply Proposition 6.2 to the two cases where for each : = 1,2, w =
—(a)) X, vi = (0)%, vy = (h)Xi, a = a®1X2 ¢ = ¢, and Uy = UXl’X2 for the com-

posite wave UX1:X

First, since U_, Uy, Uy € By, (Uy), and 95, h; are monotone (see Remark 5.1), we find that

for each i =1, 2,

155 = vallpoe(m) < G0, 175" — sl poo(ry < o,

which implies

X1,X2

|o — Ul poo®) < 1070 = Umllzoe(m) + 11552 — vil| poo(ry < C1 + 60 < Céo,

and similarly,
Hile’XQ — u*HLoo(R) < 050
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Moreover, note that

750 X2 () > %, Vo € R.

Thus, the assumptions of (6.4) hold by the above facts and the first inequality of (5.23).
By the properties of the weights (see Section ??7) and of the waves (see Lemma 5.1 and
Remark 5.1), the remaining assumptions (6.5)-(6.6) also hold.

For any fixed ¢ = 1,2, notice that

Y(U) = —/R(ai)fin(U|UX1’X2)dx+/Raxl’x2((~]) V12U X2 (U — UX0X2)de = Yi(U),

and sgn(w) = —sgn((a;)2') = (—1)""!, and thus,
sgn(w)Y (U) = (1) 1y;(U).
Hence, Proposition 6.2 implies the desired estimates. (]

7.2. Estimates for fixing the size of truncation. We will apply Proposition 6.1 to each
of the waves 0 and 09 later on. More precisely, for the weights a,aj,as as in (5.20), and
for the Lipschitz functions ¢ and ¢o; as in (7.26) and (7.27), we consider the following
functionals: for each i =1, 2,

YI0) 1= =505 [ @)ehi @) —p(@) i — [ (0):6m)Qul)

/ adp(31)61() (0 — D)+ - / hi)aia () (0(v) — p(50))dz,
R

(73)  Tulv) = o / 0:)262,(2)|p(v) — p(5:) [Pd,

D) 1= [ av’o(ua(o) (o) — (@) P
where the functions a, (a;)e, 0i, (3)e, (hi)s are evaluated at @ — ot — X;(¢).

However, since the value of §; is itself conditioned to the constant Cs of Proposition 6.1,
we should find the bound of Y on the unconditional level (for the assumption (6.2)).

For that, we will first define a truncation on [p(v) — p(9%1X2)| with any k£ > 0, and then
the special case k = d; as in Proposition 6.1. But for now, we consider a general case k to
estimate the constant Cy. For that, let ¢, be a continuous function on R defined by

(7.4) Yr(y) = inf (k,sup(—k,y)), k>0.

We then define the function o5 uniquely (since the function p is one to one) by

(75) p(fl—)k) _ p(ﬁXl’XQ) — wk (p(’l)) _p(,l"}Xl,XQ))'
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Notice that ||p(ty) — p(0X1%2) || < k.

We have the following lemma from Lemma 7.1.

Lemma 7.2. For the given constant U, := (s, us) € Rt xR, there exists positive constants
00, Ca, ko such that the following holds. For any €1,e2, A > 0 satisfying €1/, e2/\ < 6o and
A < 8o, there exists tg > 0 such that the following estimates hold.

2
(7.6) V9 (5p)] < (JQ%‘, Vk < ko, Wt > to.

Proof. For simplicity, we omit the dependence of the wave and weight on shifts, that is,
7= 050X 5= 55 and (a4), := (a;)X, ete.

= s Ui . — Uy i) = )

To get the desired estimate, we will use (7.1). For that, we need to replace each wave ;
by the composite wave v as follows.
First, using (5.23), (5.7) and |¢;+| < 1, we have

_ 1
V()] = ] - 502 [[@)
—/ a0z p(V;) Gt (Vg — U;)dx + l / a(hi)aiz (p(vr) — p(¥;))da
R 0i JR
SC(11+IQ+"'+I5),

p(ox) — p(5) 2de — /R (a:)e 2, Qo ]5)de

where

h = [ l@)dllp() - p(@) d

= [ Z1@:l1p5) = p(30)? o

B [ @) da

= [ Sl >\(\vk—v\+1p<vk> p(@)])da,
o= [ 1@0:1 (1o = 5+ () = p(50)] ) o

Choose ko < 4, /2 for 8, of Lemma A.3.

Then, for any k < kg, we have |p(vg) — p(0)| < k < %*.
Thus, using (A.10) with g small enough, we have

I < C/Ry@)xycg(vk@) dx

o

,?'

For I3, we use Lemma A.5 to have
Iy = / (a2)o] (Q(ox[8) — Q) + (Q'(31) — Q(3)) (3 — ) )
Using (A.9) and |v| < C, we have

I3 < /R |(a;)|Q(0g|0)dx + C'/]R |(ai)z| (|p(D) —p() ] + |0 — o|)dx =: I3 + Is.
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Using (A.1) and (A.10), we have

I < \// ) (@) |dxwam (1= 012 + () — p(0)12) i
sc\/§¢ | lt@)lQ(l dr

Notice that since the definition of vy implies either v < v < v or v < v < 9, it follows
from (A.2) that

Q(v|v) > Q(vy[0).
This and (7.1) imply

2 2
L+In+ 1 < C’/]R |(a;)z|Q(v|v) dx 4+ C\/§\//R |(a;)2|Q(v|0) dz < C’%i

For the remaining terms, we use 0,0; € (v—/2,2v_) to have

A S\~
Iy+ I3+ 15 < C/ |(03)a]|0 — 0i|da.
€ JR
Then, using (7.7) of the following lemma together with taking dy < ¢, we have
I+ Iso + Is < Chexp ( — C'min(er, sQ)t).

We now choose tg big enough such that

(min(sl, 62))2 .

Aexp ( — C'min(eq, 82)75()) <C 3

Then, for all t > tg,

N

Iy + I3 + I5 < =N

>

Hence, for some Cy > 0,

SN

Ex

V! (0)| < Co, Vk < ko, Vi=>to.

>|

n

The following lemma provides inequalities on the interaction of waves, which are useful
in the proofs of Lemma 7.2, the estimate (7.21) and Lemma 7.5.

Lemma 7.3. For given v— > 0 and u_ € R, there exist positive constants g, C such that
for any e1,e9 € (0,eq), the following estimates hold.
For each i =1,2,
(7.7) / (6% [5%0%2 — 55| dw < Ceyeqexp ( - C’min(el,z—:g)t), >0,
R

and

(7.8) / 1(50) X ||(52)X2|dz < Ceres exp ( - Cmin(51,52)t>, t>0.
R
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Proof. Proof of (7.7) We first consider ¢ = 1. By (5.2), there exists C' > 0 such that
(7.9) |(51)X1| = |0, 01(x—01t—X1(t))] < Ce? exp (=Cei|lz—01t—X1(t)]), Vo eR, ¢t>0.

Since #¥0X2 = X1 4 552 — vy, (by (5.15)), it follows from Lemma 5.1 that

(7.10)

’ﬁXl’XQ B 17X1| _ |2~}X2 | < Ceyexp ( — Ceglx — oot — Xz(t)D, if © < oot + Xo(t),
1 2 ™= Ce,, if x > oot + Xo(t).

Thus, using the above estimates together with the fact that oot + Xo(t) > 0 by (5.31), we
find

- Xl 1/2 ~X1,X2 _ ~X1 < 081826Xp(—052|I—02t—X2(t)|), 1f:1"§07
@)z 70 o= { Cerezexp (— Cerlz — o1t — X1 (t)]), if z > 0.

Since (5.31) implies that

2<0 = m—(agt+X2(t))gx—%tg—ﬁmo,

(7.11) 2 2
we have

|(’F)1)§1|1/2]17X1’X2 — 175(1\ < Ceregexp ( — Cmin(al,sg)t), Ve eR, t>0.

Therefore, using
(7.12) / |(51) X1 2de < C'/ erexp (— Ceilz — o1t — X1(t)])da < C,
R R

we have (7.7) for i = 1.
Likewise, for i = 2, we use Lemma 5.1 to have

(7.13) (2)22| < Ceexp (— Cealr — oot — Xo(t)|), Vz R, t >0,
and

~X1,X2 _ ~ Xo < 0617 lf xr S Ult + Xl(t),
(714) |U Y2 ‘ - { C’elexp(—Cel|x—01t—X1(t)|), if$201t+X1(t),
which imply

~ \X211/21~X1,X2 __ ~Xo < CElégeXp(—C€2|I’—02t—X2(t)|), if.CIZ‘SO,
’(UQ)m | ‘U Y2 |_{ C€1€2€Xp(—C€1|IL‘—01t—X1(t)|), if:EZO.

Therefore we have the desired estimate for 7 = 2.
Proof of (7.8) First, we use (5.2) and (5.4) to have

|(1~11)§1‘1/2|(’L~)2)§2| < Célﬁg exXp (—081‘LB—Ult—Xl(t)|—C82’£C—O’2t—X2(t)|), Vx € R, t>0.
Then using (7.11), we have
(1)1 [V2|(32) X2| < Ceredexp (— Cmin(er, e2)t), Va €R, t > 0.

Therefore, using (7.12), we have (7.8). O
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7.3. Estimates for big values of |p(v) — p(o%1%2)|. We now fix the constant d; for
Proposition 6.1 associated to the constant Cy of Lemma 7.2. If needed, we retake §; such
that d; < ko for the constant kg of (7.6). (since Proposition 6.1 is valid for any smaller 7).
From now on, we set (without confusion)

v =g, U :=(v,h).
In what follows, for simplicity we use the notation:
Q= {z | (pv) — p(@*72))(x) < b1},

and omit the dependence of the waves and weights on shifts without confusion, for example,
U:=UXX2 U = Uile and (a;), == (a;)%, etc.

In order to present all terms to be controlled on the region {|p(v) — p(%1X2)| > §;}, we
split Y; into four parts Yig , Yib, Yil and Y;® as follows: for each ¢ =1, 2,

(7.15) )
Vi ("5 + Qum)ar + [ a - @ @ -+ Gt - )

:Yig+}/;jb+}/;l+}/;s’

where
e 2; (@)alp(v) = (o) d — / (a:)2Q(v]7)da — /Qa@i)xpf(f»)(v — 0)da
T Ulz Q a(flz)z (p(v) — p(f;))dl.’
= = p(v) —p(D))?2
nhimeg /Q(“l)“’(h —h - ) dz
_ % (ai)z(p(v) — p(9)) (h g p(v) ;p(y)>dx7
i JQ Z
L= | a(hy _ _p(U)—p(v) .
Y; —/Q (hz);]c(h h ~ )d ,
and
b — h?

d:c—i—/ca(fzi)x(h—fz)d:c.

c

VP — - / ()2 Qu])dr— /Q a(#1):p! (0) (v 0) o~ / (as)a

Notice that Y7 consists of the terms related to v — v, while Yib and Yil consist of terms
related to h — iL, where Y;b is quadratic, and Y;l is linear in h — h. In Proposition 7.1, we
will show that Y7(U) — Y?(U), Y2(U), Y}(U) and Y;*(U) are negligible by the good terms.

For the bad terms Bg, of (5.25) with § = 1, we will use the following notations :

]

(7.16) By, =Y (Bui+ By, + Bj, + Bsi + Bu) + Bs + B,

=1
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where

By; = cri/Ra(ﬁi)xp(vW)dm,
By o= [ (@)uo(pto) =) (h =)o, By 1= g [ (@alp(o) = p(o) P,
Bgi = — /R (a:)20” (p(v) — p(9)) s (p(v) — p(0))da,

and

Bg = /Ra(p(v) —p(f)))Eld:I: — /Ra(h — h)Exdx
with

By := 0, (070,p(0)) — 85 (57 8up(81)) — 8y (85 9up(02)),
EQ = 8:5]9(77) - &vp(f)l) - axp('f&)

We also recall the functionals G7;, GE-, Ga;, D of (5.33) for the good terms.
Note that

D) = [ a0 e(pte) = p(o)
- /Ravﬁmg(p(v) — p(@) (A {p)—p@)<01} + Lip)—p@)>a1} T Lip(o)—p(@)<—a1})dx

— D) + /R 0?0 (p(v) — PO 2(Lip(o) 012611 + Lip(o)pe)<—sy)d

> D(U),

and it follow from Q(v|v) > Q(v|0) that

(7.17) G2i(U) — G2i(U) = o] /R |(@i)e| (Q(v]0) — Q(0]0)) dz = 0,

We now state the following proposition.

Proposition 7.1. There exist constants 6y, C,C* > 0 (in particular, C' depends on the
constant 1) such that for any 1,620, \ > 0 satisfying €1/\,ea/\ < oy and N\ < dy, the
following statements hold.
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1. For each i = 1,2, for all U satisfying (—1)""1Y;(U) < €2, the following estimates hold:

|B1i(U) — By;(U)| < Céyo (D(U) + (G2i(U) — G2i(U)) + Z )ZG2] ) ;

(7.18) 2
[By(U)] < b | D) + Y TGoy(U) | + (51 + Co) G (U),
j=1
|B5(U) = BE(U)| < /6o D(U),
and
(7.19) |Bu(0)] + | B (T ]<C/|az L0 ]vdm<C*}i.

2. For all U such that (—1)"1Y;(U) < &? for all i = 1,2, the following estimates hold:

2
> (1Bsi()] + 1Ba(U)]) + 1 Bs(U)|

(7.20) =1 ,
< O D(U) +Cdo Y (((GailU) = Goi(0) + S Gau(D)),
i=1
(7.21)
2
Bo(U)] < CaoD(U) + Coy Y. (G U) + GH) + (Cu() — GoulD)) + 5 Gon(D)
i=1
+ Cexp ( — Cmin(al,ag)t>, t >0,
and
(7.22) |Bs, (U)] < C+/6oD(U) + C.
3. For each i = 1,2, for all U satisfying (—1)""1Y;(U) < &? and D(U) < (;O% ,
YI(U) = YO + VPO + Y (U)? + Y (U)?
£2 _ LI i\ 1/4 _
(7.23) )i<\/%D (GQ, U) — Gzi(U)) —l—(SoJZ_;ifGQj(U) + (%) Gzi(U)
1/4
+ GL(U) + (2) Gﬂ(U))

Proof. We will apply Proposition 6.3 and Proposition 6.4 to the two cases where for each
i=1,2, w = (a;)X, vy = aX0X2(0) 5 vy = aX0X2(h) X e = g5, v = T, and Uy = UXX2
for the composite wave UX1X2_ in addition, 2 = Q) .

First of all, by Lemma 5.1, (5. 7) (5.23) and (5.21), the assumptions (6.12)-(6.14) a d (6.37)
of the Propositions hold. In addition, for each i = 1,2, and any U satisfying (—1)"~1Y;(U) <
g2, it follows from (7.1) of Lemma 7.1 that the assumption (6.15) holds.
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Then, by (6.39) and (6.40) together with 1/2 < @ < 1 and C~! < |oj| < C, we have the
desired estimates (7.18)-(7.19), where note that since (0g)y = (0)z = (01)z + (92) 2,

2
(7.24) <Z /Iay 2| Q(v[0)d Zwa

To show (7.20), we first observe that

which together with |p/(7)| < C yield

2
Bu(U)] < CZ / (a3)2 1552 |p(0) — p(8)| |0 — 57| da,
|Bs(U |<CZ/| )21|0x (p(v) — p(9))|[v* — 7| da.

Then, applying (6.41) together with B3 = Bsj, | By (U)| < C’Z?:l B4(U) and |B5(U)| <
c Z§:1 B5(U) for each i, j, and then summing them up together with (7.24), we obtain the
desired estimate (7.20).

For (7.23), since D(U) < 2\(/’%%,
1/2 < a), we have (7.23).

To show (7.21), we set

applying (6.42) together with D(U) < 2D(U) (by

Bs = /Ra(p(v) - p(f}))Eldaz —/ a(h — h)Eydz,

R
=:Bg1 =:Bg2

with

El = a:c ({)Baocp(ﬁ)) - 81‘ (ﬁ?axp(ﬁl)) - a:c (@58xp(@2)),
EQ = 8mp(7~}> - 8351?(’51) - 8acp(7~)2)

Estimate of Bey : First, using 0,0 = 0,71 + 0,9, we observe that by setting f(y) := %' (y),
= 0. ((£(2) = F(20))en + (£(D) — F(52)) )

=( F@) = (1)) (01)a0 + ( 0) f(ﬁz))(ﬁz)m
+ (F(@) = f@E))@1)f + (f/(8) = £'(02))[(02)2]? + 2" (D) (01) 2 (B2)a

which together with (5.2), (5.4), (5.6) and C~! < 9,%; < C implies

|E1| < Cer|(91)a]|5 — 01| + Cea| (02)]|8 — B2| + C|(81)a]](B2).
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Then, using (5.23) and 1,3 < dy, we have

Bl = | [alpto) = pe) Brde + [ apte) — () B

2 .
<3| wS | @0:lpte) = po)de + [ @015 = 5Pdo+ [ 10:]12)slds
= = K>

=K1

v OZ ([ taulpe) —poPar) ([ @t~ afar+ [ 1G0aliandar)

=:K3

Using (7.18), (7.19) and the definition of By;(U) with o;(a;), > 0, we have

(7.25)
1< 005 ([ 100l Ip0) = 902 = bo@) = p@)] o + [ Kb lote) = p(o) Pt

<6o - (1B3,(U) = BL(O)| + |BS(U))

< 6% (mD + [ lta >x|c2<v|a>d5)<ao (VD) +Gu(D)).

By Lemma 7.3 with |¢ — ;|2 < C|o — |, we have
Ky < Ceregexp ( — Cmin(el,&tg)t>, t> 0.
For K3, we first see that (as in K5)
, O\ 2
K3 < Cy/e1e9 exp( C' min(eq,e2)t (/ [(a;) Hp 6)’ daz) , t> 0.

Using |p(v) — p()| < 61 and (5.21), we have

/ l(ai)e|[p(v) — p(8)|da < 2 / |(a)e||p(v) — p(0)[da + 2 / |(a:)o|[p(0) — p(3)|*da
Qc Qe Qe

<2 [ 1(@allptv) o) s + 250

Applying (6.23) with (7.24), we have

[ ellpt) - o \d<cz( +Z€JGQJ )’
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where ¢ := ,ﬁa,andnotethat1<q<2by0<04<’y

Therefore, using Young’s inequality, we have

q/2
2—q 2
K3 < C\/fe1eaexp ( — C'min(eq, 52)t) EZ)\ ( )+ Z %JGQJ ) +CV

q/2
<C /6152 ( Z GQJ ) /€162 exp ( — C’min(el,aQ)t)

+ Cexp( — Cmin(eq, 52)75)

< dp <D(U) + Z g)\ngJ(U)> + Cexp ( — C'min(eq, 52)t>.
j=1
Hence,

2
[Bot| < CaDW) +C00 Y, ((GaalU) = Gul0)) + S Gu(0)) + Cexp (= Cmin(en, 22t

i=1

Estimate of Bgs : Likewise, since
|Ea| < [p/(0) = p'(@0)[|(1)e] + |9 (8) = 9 (82)[|(B2) 2| < C|(B1)a]|8 = 1] + C(B2)e |5 — T,

we use the Young’s inequality and Lemma 7.3 to have
2 € C
Bea| < o~ Dellh = h’de + = | (8:).]|5 — :]%d
| 62|_;(0AA|<a> =i+ [ 00 - s
< Cz%l/ |(a,~)x|]h—h\2da:+0exp(—Cmin(el,sg)t>.
i=1 A Jr

Note that using the good terms G7; and GILi,

/ ((as)al b — F?de = / (@) llh — FJ2dz + / (@)l — Ff?da
R Qe Q

< CG() +CGHU) + [ [(alotv) = p(0)do.
Therefore, using (7.25), we have

| Bea| < Cop = (GE(U ) + /8 D(U) + Ga; U)) + Cexp ( - Cmin(51,€2)t)-

A
Proof of (7.22): First, it follows from (7.19) and (7.18) with (7.1) that

Gh) <C /Q (a)ellh — BPda + /Q (@)ellp(v) — p(D)Pde

2 2
< c%@' +CO|B(U)| < C%’ + O/ D(U).
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This together with using (7.18)-(7.21), (7.1), (7.17) and recalling (7.16), implies
2

Bs, (U)| < CV/&D(U) +C Y —i—Cexp(—Cmin(al,Eg)t), t>0.

£\

1
Therefore, we have the rough bound (7.22)

7

0

7.4. Estimates for separation of waves. We define a non-negative Lipschitz monotone
function ¢1; on R as follows: for any fixed ¢ > 0,

1 if v < 3(X1(t) + o1t),
(7.26) p14(z) = linear if 2(Xi(t) +o1t) < 2 < 2(Xo(t) + 0at),
0 if 2 > 2(Xa(t) + oat).

Likewise, we define a non-negative Lipschitz monotone function ¢, ; on R such that ¢y +(x)+
¢24(x) =1for all z € R and t > 0. Thus, ¢ satisfies

0 if 2 < 2(X1(t) + o1t),
(7.27) poy(z) = { linear if 2(Xi(t) +o1t) <z < 2(Xo(t) + 0at),
1 if 2 > 2(Xa(t) + oat).

Lemma 7.4. Let ¢1; and ¢2; be the non-negative Lipschitz monotone functions such that
(7.26)-(7.27). For given v— > 0 and u— € R, there exist positive constants €9, C such that
for any e1,e9 € (0,20) and for allt > 0,

/ |(91) 5 |poda < Cey exp (— Ceyt),
R

/ |(39)2|$1,4dx < Cegexp (— Ceat).
R
Proof. The proof is similar to the one of Lemma 7.3.
First, by (7.9),

¢2,t‘(7~]1>§1 ’1/2 S C¢27t61 exp ( — Ce’fl‘l' — Ult — Xl(t)‘)
Note from (7.27) that 0 < ¢o; < 1 and

G2,t = P21 (> (X1 (1) +o11)/2} -

Since (5.31) implies that

X1 (t t X1 (t t
p> Xt +aoit v (ot + X (1) > B ot oy
2 2 4
we have
P2 ¢| (01 X1 1/2§C€16Xp —Cert), VreR, t>0.
9y X

Thus, using (7.12) again, we have the desired estimate.
Likewise, using (7.13) and
P1t = P11 {a<(Xo(t)+oat) )2}

and
X2 (t) + 0'275

2
we have the desired estimate. O

Xo(t) 4 oot 09

x < x — (o9t + Xo(t)) < —
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Lemma 7.5. Let ¢1; and ¢2; be the non-negative Lipschitz monotone functions such that
(7.26)-(7.27) and ¢14+¢2+ = 1. For givenv_ > 0 and u— € R, there exist positive constants
C and dy such that for any e1,e2, X > 0 satisfying €1/\,e2/A < dg and A < 0y, there exists
a constant C; depending on €1,€2 such that the following estimates hold.

For each i =1,2 and for allt > 0,

[Bu(0) = Lu(®)| + [B3(0) = Zu(0)| + [¥2(0) = ¥(3)| < Chyexp (- Cut),

(7.28) ]
— (GQ@(U) - sz(l_))) S C(S() exp ( — Cet),
and
_ 1 < 1\ C1 N
(7.29) —D(U) < REHE ZDi(i) + Cdo (exp (—Ct) + t4> + W2 /RU(U|U)d:E.

i=1

Proof. Proof of (7.28): For simplicity, we here use the following notations: for each i = 1,2,

By = O'i/ a(®i)w¢?,tp(@‘ﬁ)dw’
R

BY = 5o [ (@6 o) - pl0)
o = o /R (ai)a (;pw)—i—%it (p(®) — p(®)" - 13§2”p<ﬁ>‘i—2¢?,t (n(v) - p(@»?’) dz,
V7 == g0a [ (@)ed?ilo(o) ~ p0)Pde — [ (0)a6t Qo)

_ / a0,p(0;)¢i (U — 0)dx + % / a(ﬁi)r¢i7t (p(@) — p(f)))dx.
R t JR

We will only prove the case when i = 1, since the other case can be shown in the same way.
To estimate {BH(U) - In(ﬁ){, we first separate it into two parts:

|B11(U) = Z11(0)| < |[Bu(U) — Bui| + | B — Zui(9)] -

Take g such that dyp < /¢, for the constant g of Lemma 7.4. Since ¢1+ + ¢2; = 1 with
|pit] <1 for any i = 1,2, and p(v]0) < C, we use Lemma 7.4 to have

By (0) - By < C/R |(51)al o0 (515)d < C/R ((51)o|d2.dz < Ceyexp (— Cert).
To control | By — Z11(9)|, we first use Lemma A.5 to find
p(v]9) — p(v]81) = —p(0|01) + (p'() — p'(01)) (0 — V).
Then, using v, 0,0; € (v—/2,2v_) and (A.5), we have
B~ Zu(0)] £ € [ 100l (oelon) +19@) ~ #Gollo ~ ol)de < € [ |00 - il
Therefore, using (7.7), there exists a constant C. > 0 such that
‘BH(U) — IH(Q_J)‘ < Ceyexp ( — Celt) + Cereg exp ( — C'min(eq, @)t)

< Cgyexp ( — Cgﬁ).
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Similarly, we have

| BS(0) — I (v ‘B Bjﬁ‘ + ‘@—221(@)‘

Scel/ | 51)’0'(@”“5)p@)‘2+“p<@>1’<ﬁ>\2Ip(@)p@l)ﬂ)dx
<C€1/| <¢2t+|p D) — (171)|>dx

< c/ |(#1).] (@,t + |5 — m)m < Cogexp (- Ct).
€1 JRrR
Likewise, using (5 7) and Lemma A.5, we have
YH(@) =Y @)] < [y$ @) - 7| + |77 - 2(0)|
<ct / (@)elonsds+ €2 [ [o01(10) ~ plo0)] + QEEl) + |Q'6) - Q(30)]) d
&1 JRr €1 JRr
40 [ 1@1(10 = 2 + @) ~ p(0)] ) d

<C— / <¢2t+|UU1|>d$§05oeXp<Cgt).
Next, to estimate
—(G21(U) = G21(0)) = — (G21(U) — Ga1) — (Ga1 — G2i(D)) ,
we first observe that (A.8) with o;(a;), > 0 for any i implies
Gn(U) — Gar
I+~

=1 [ (. |@elo) = (50003 a0l - )7 - S0 00) - (@) )| o

2,7
> 0y /R (ar)s [;,yp(@)‘i‘lu — ) (0(®) - p(3))* -

and thus,

)= ) (0(0) - p(0)| e

(Gzl( G21 < Cc— / ‘ |¢27td$ S C(So exp ( — C’slt).

Moreover, since

Gt = G21(9)] < c;/R\(m . <@>+1 — p(51) 7|+ p(3) — p(31)

p(3) 72— p(in) > dm<C’ /y 2|7 — B |da,

we have
— (Gor(U) = G (8)) < Céoexp(—C’at).

Proof of (7.29): First, using the fact that ¢1++ ¢2+ =1 and 1 > ¢;; > <b127t > 0 for any 1,
we separate D(U) into

2
D(U) = /Ra@ﬂ(@bl,t+¢z,t)lax(p(5) —p(0))[Pdw > Z/Raﬁ%?,tlaz(p@) - p(0))*da.
i=1
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Since Young’s inequality yields
/Ravﬁ\ax(éi,t(p(v) —p(0))) Pda < (1 4 &) /Rav%?,t\ax (p(v) — p(0))|*dz

C -
T / av”|0:¢14|*p(v) — p(0)[*da,
0 JR

we have

1
1+ 4o

poy<-—L 3 / 05%10, (61 0(0) — p(5))) P+ E 3 / 0 0)0ubiy Plp(0) —p(D) .
- i—1 IR 7 %0 i Jr ’

—.D;

Note that since (5.31) yields
1
5((X2(75) + oat) — (Xa(t) + Jﬂ)) >

it follows from (7.26)-(7.27) that for each i = 1,2,

4 1

09 — 01 t7

o9 — 01

4

t>0,

(7.30) 02014 ()] < VzeR, t>0.

This together with Cl<atP <C implies
2

- 1 — (1 -
31 -D < — D+ —— .
(731) D53 o [ U0

To estimate D;, since Young’s inequality yields
/Qavﬁawwaxpw>—xm@»)ﬂ¢ns(14—%>/"awﬂa4¢wuxv>—pa»nﬁdx

R
+ g/ﬂgaﬁﬁfam(@,t(p(ﬁ) _p(@i)))\zd:c,
we have

_ES_

i _ . C i - -
/R 0010, (654(p() — () Pl + /R 00?10, (1.4(p(8) — p(2))) P

=:J;

14 dg

First, when ¢ = 1, we observe that
C - - C - .
<o [ laeondn@) -~ ponde + 5 [ 610 (0(0) o) P
do Jr do Jr

C R C N - . .
< / |3x¢1,t|2|v—v1|2d:c+/ (Ip'(v)—p'(vl)IQI(vl)xlg+¢itlp’(v)ll(v2)zl2)dw~
do R do R

=:J11 =:J12

Using (7.7) and Lemma 7.4, we have
T2 2 C [ (168 PI@0P +1014(E)ul?) do
R

< Ceregexp ( — C'min(eq, 52)15) + Cegexp (— Ceat).
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Since (7.26)-(7.27) implies that for each i = 1,2,

Oz @it (2) = Dubit(T)L 11 (X, (1) tort)<a<d (Xa(t)oat)}
it follows from (7.10) and (7.30) with (7.26) that

L C
(7.32) [02¢1,4][0 — V1] < J-e2exp (= Cealz — oot = Xo(H)) 11 (x, ()01 t)<a< L (Xa(t)+o2t)}
Then, using

Xo(t t Xo(t t
x < 2()2m = x—(02t+X2(t)) §—2()2+0—2 g_%t<07

we have
R C
\@qﬁl,t”v - U1| < ?82 exp ( - Cz’:‘gt),

which together with (7.32) implies

- C
](9$<Z>1,t]2|v — v1]2 < ﬁag exp ( — C’sgt) exp ( — Ceglz — oot — Xg(t)|).

Thus, we have
Ji1 < tcsg exp ( — ngt).
Therefore,
J1 < Cég (exp( C t) t14)
Likewise, using (7.7), Lemma 7.4 and (7.14), we have

Jo < Céy (exp ( — C’Et) + t14) .

Hence we have

1 1
D, < — (5
D; < =7 +60D2(v) + Cdy (exp( C.t) + t4>

which together with (7.31) gives the desired result.
O

7.5. Proof of Proposition 5.1. We first apply Proposition 6.1 to the functionals of (7.3)
for each waves, and to the weights of (5.20). Let us take dp small enough as dy < d;. Then,
U_,Upn, Uy € Bs,(Uy) C By, (Uy). Note that it follows from (5.20) that for each ¢ = 1, 2,
0xp(V
e = A2 here 2y = o) (o], 2 = Iplom) — ple),

€
and the weight a satisfies [|a — 1||poor) < [|a1 — 1| oo (r) + [laz — 1| oo (r) < 2.
Moreover, it follows from Lemma 7.2 that for each ¢ = 1,2,

2
(7.33) V9(3)] < CQX Vit > to.

In addition, using (7.10), (7.14) with ¢; < §p < 61 (by taking Jp small enough as Jy < d1),
we have

1p(v) — p(0;)| < [p(©) — p(V)] + [p(0) — p(vs)| < 01 + Clo — ] < 61 4+ Cdy < 265.
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Therefore, since the two waves Uy, Us and the o satisfy the hypotheses of Proposition 6.1
when t > tg, we find that for each i = 1,2,

(0)? + Z14(0) + 61|Z14(v))|

5(0) = —
(7.34) %Z()m( ) 1Zai(0)| = (1= (5)) 2i(0) = (1 = 31)Di(0)

<0, V>t
For simplicity, we here use the following notations Gy; to denote the parts of Y; in R:

g1

1 01
Gy, (U) := —glyl(U)Pl{ogyl(U)gs%} + E‘Yl(U)‘Zl{—sngl(U)go} — 5 Uy wy<—ey

g2

1 o
Gy,(U) == _%|Y2(U)|21{755§Y2(U)§0} - 762%|3/2(U)|21{0§Y2(U)§s§} = 5 V2(U) Ly, w023y

That is,

min(al,ag)
A

~ GRU) = GHU) = (1= 80T ) Gu(U) = (1= 05 ) G(U) = (1 = d0)D(V).

R(U) = Gy (U) + Gy, (U) + Bs, (U) + do |Bs,(U)] = Gy (U) = G11(U)

Step 1) We first get a rough bound for short time ¢ < ¢y as follows.
Using Gy, (U) < 0 and Gy,(U) < 0 (by 01 < 0 < 02), and §y < 1/2, we find that for all
t>0,

R(U) < 2[Bs, (U)] = (1 = o) D(U).

Thus, using (7.22) of Proposition 7.1 and taking dp < 1, we find that for all U satisfying
Yl(U) <¢e? and Ya(U) > —&3,

R(U) < C.

Step 2) This step is for long time ¢ > t5. Without loss of generality, we assume 1 < 5. We
split this step into the following three cases, dependmg on the strength of the dissipation

term D(U) : (i) D(U) > %7 (ii) D(U) < ZﬁA (iif) ZﬁA > D(U) > 3%7 where C*
is the constant of Proposition 7.1.
2

Then, D(U) > 225 for all i = 1,2 (by &1 < £2). We

(SIS}

Case i) Assume D(U) > 2&-22,
first have

5

2
R(U) < 2|Bs, ()] ~ 3 (Gr(0) + GHO) + 3 (Gull) ~ GulD) + 5Gn(D)) — 3 D(O).

=1
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Since it follows from (7.18), (7.19), (7.20) and (7.21) with ¢;/A < dg < §; < 1 that for some
constant C¢ (depending on £1,€3),

2
B, ()] 23" (1B1(U) = Bul0)| +|B(U) = B(O)] + B (U)| + [ Bs(U)| + | Bus(V) )
=1

2
+2)  (I1Bu(0)] + B3 (0)]) + 2(B5(U)| + 2| Bs(U)|
=1

< CV6oD(U) + C6, 22: (Gfi(U) + GH(U) + (Gx(U) — G(0)) ) + Cdy 22: %GQi(U)
v i=1 i=1
+2C*;;\’ +C’exp(— C’J),
we find that for any ¢ > 0,

Case ii) We first notice that (7.2) o

(7.35)
01
— 5 Uy )c—e < =5 Y1)y )el-coet/n—<21}
1A
< 2Ce 2|Y1( W1y (el o2 /a—e2)

o9 o9
~ Sz < 5 2O mwesadn < 5 ace2 U Lmeig cog

Since it follows from (7.15) that for each i = 1,2,
Yi(U) = Y/(0) + (Y(U) = Y/(0)) + (Y (U) = Y](9)) + Y(U) + Y} (U) + Y (U),

we have

V@) < 4(GO)P + [Y2U) = YO + [¥(0) - ¥ @)
+ @) + Y O + |Y5<U>|2),
and so,
—4Y;(U) < [P (o )|2+4(\Y9 0 + [Y2(0) - V()]
(7.36)

+ VIO + VO + [V O)F).
Then, using (7.35), we find that for any &;/\ < do,

4
Gy, (U) < “oen Y1(U)1*L gy (0ye - Coc2/ne2)

4
Gy, (U) < _%D@(U”Ql{}’g(me[ £2,Coe2/ N}
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Thus, it follows from (7.36) and (7.2) of Lemma 7.1 that for any U satisfying Y1 (U) < &?
and YQ(U) —2

9(3)2 _ —

(7.37) E
TP mb<U>|2 + [V (U) + VEO)R).

Next, for the diffusion term, we use (7.29) to have

— (1 =60)D(U) < —=((61/2) - )D(U) —(1-01/2)D(0)

< —(% - 50)1)( 11;5(;0/22 ZD <exp( Cut) + L ) 60032 / n(U|0)dz
S_((;l_5O>D(U)—(1—51)§:D¢(0)+C<exp( C:t) + 1>+500t12/ n(U|U)da
=1

Therefore, this and (7.37) imply that for any €;/\ < dg,

1 1 ~
U) <> (R§,(0) + Y, + 2B +G)+D+C(exp( Cet) + >+§t2/ n(U|0)dz
=1

where Rj denotes the functional in (7.34) as

5 (0) = == V(@) + Z1i(0) + 61| Tui(0)|
+ Zi(0) + 01 () Z2@)| = (1= 01 () ) Gaal®) — (1 = 30)Di(),
and
Vii= — = (Y2 W) — YAO) + [YA0) = Y@ + VO + 0P + v ).
1

B; := |B1i(U) — B1;(U)| + | B1i(U) — Z14(9)| + | B3;(U) — B3;(U)]
+|B3(0) = Ts(0)| + | By, (U)| + | Bsi (V)] + | Bus(U)| + | Bs (V)| + | Bs(U)]

() (60 6200),

and G; and D contain the good terms as

&; —
7G2Z(U)7

Gi = G (U) = GHU) = (1= 605 ) (GailV) = Gaa(D) = (81 = 60)§

D= _<52i - 50) ().

Since we consider the case when D(U) < f/@i\l, we have D(U) < %Cﬁi for all i = 1,2 (by

€1 < €2). Thus, using Proposition 7.1 and Lemma 7.5, we find that for any ¢;/\ < do and
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A< (5(),

2

>

— | | ] Ny ) 1/4

< g;i\ ( i\D(U) + (G2:(U) — G2i(0)) <%> 4G2i(U> T+ <€)\z> GE(U))

2
5 2 (?)1/ (D) + (G2U) = Gul0)) + GLU) + GHU) + %Gm‘(ﬁ)) + Cee=Cet,

which together with taking &y small enough as dy < 6§ implies
2 sU4 2 B . _

D Yi<CR=D (DW) + (G2i(U) = Gl D)) + GLU) + GHU) + T-Gai(0)) + Cee™C!

i=1 1

o \
=1
1 2
<-7 <]D> + Z Gi) + Ce Ot
=1
Likewise, we have
2
S
i=1

2

2
< CVoD(U) +Co1 Y (G;(U) + G (U) + (G2(U) — Goi(D)) ) + Cdo %Gzi(U )
=1 i=1
+ Ce Gt
1 2
2 . ~Cet
< 4<D+;Gz) + Ce .
Therefore,

2 1\ C1 .
72(U)<ZZ:;R(;I(U)—%C5 <exp(—C€t)—|— ) /Rn(U\U)dx.

) 52

5o t2

R) <€ (e (~Ct)+ 1)+ 5 [010)e, Ve ta
R
>

2
soe . * e
Case iii) Since 2&-22

cases. We first hav

1 C1 ~
R(U) < (R5, () + Y2+ 2By + G2) + D+ C (exp(—cgt) + t4> + 5t2/n(U\U)da:
0 R

+2(|Bus(U) = Bu(U)| + |B5,(U) = B (0)] + By (V)| + | Bar(U)| + | B (U)])

+2(1Bu(0)] + 1BAO))) — (G (0) + GHWU) + 5(Gar(1) = Ga(0) + 5Gn (D)

. 22
DU) > %%, we may combine the strategies of the previous

@
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Since D(U) < 3/0» 2, using the same estimates as in Case i) and ii) together with (7.34),

we have
1 —Cut
Yoy < 1 D+ Go) + (50G21(U) + C.e ,
and

2(By + [Bu(U) - Bu(0)| + B, (U) = Bfi(0)] + By (U)| + | Baa ()| + | B (V)

< —%(D + Gz) + Cee Ot 4 %(Gﬁ(U) +GH(U) + §(G21(U) — G (U)) + %Gﬂ(m)-

In addition, using (7.19) and (7.34), we have

R(U)S%D—i—ce <exp( Cet) + 1>+50t12/ n(U|U)dz

2
+ 20*%1 +/3D(U)

Since dp is small enough (as dyp < d1) such that

1
2 V 50D(U) < _5]])7
we have

R(U) < C. <exp( Cet) + 1> + 507;/ (U!U)dx+2C* —/0uD(U

Therefore, by D(U) > %%, we have

R(U)SC}(eXp( Cut) + 1)+Cl/ (U0 dz

o t2

Hence we complete the proof of Proposition 5.1.

8. PROOF OF THEOREM 1.1

This section basically follows the same proof as in [26, Section 5]. Therefore, we omit
the details of the proof, but briefly present non-trivial parts of the proof for completeness.
Contrary to [26, Theorem 1.1}, we need to show the estimates (1.19) and (1.21) by using
the separation property (1.27).

First, we choose {(v§,u§)},>0 a sequence of smooth functions satisfying (1.17). Then,
consider {(v¥,u")},~0 a sequence of solutions on (0,7) to (1.1) corresponding to the initial
datum (v{,uy). We use the uniform estimate (1.26) and (1.17) together with the scaling
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argument to find that
for any ¢ € (0,1), there exists v, such that for all v < v,

/OO (", 1) ()8, h) X OXE (¢ 2)) de
(81) / / XXt 2)] Q (v (8,@)| ()X (8, 2)) dad

+1// / Y)Y 0z (p(v¥ (¢, @) —p((ﬁ”)Xlu’XQU(t,x)))]2d:cdt
<C& + 0,

where

h”::u”—i—u(p(v”)%), h”::ﬂ”—i—u(p(f;”)%)x, XY(t) = vX,(t/v).

xT

As in the proof of [26, Lemma 5.1], we use (1.28) to have

o0

| x| = X t/V)!<C<fu()+ E1((Ué,ué)\(6,ﬂ))dm+1>,

—0o0

where f,(t) := f(%). Since (1.28) implies that

Hfu||L1(o,T) = VHfHLl 0,T/v) = Cv,
f» is uniformly bounded in L*(0,T). Therefore, 4 X is uniformly bounded in L*(0,T).
Moreover, since X?(0) = 0 and so,

(8.2) XY ()| < Ct+ c/t fu(s)ds < O(t + v),
0

XY is also uniformly bounded in L(0,T).
Therefore, by the compactness of BV, there exist X7°, X3¢ € BV (0,T) such that for each
i=1,2,

(8.3) XY — X® in LY(0,7), up to subsequence as v — 0.
Especially, (8.3) and the uniform (in v) bound (8.2) imply that
(8.4) | X7°(t)] < Ct for ae. t€[0,T].

Since it follows from (1.27) that
01 g9

X7(t) < —?t, X5(t) > —?u vt € (0,71,
we use (8.3) to have
X2(t) < —%t, X°(t) > —%t for a.c. ¢ € (0,7].
Thus we have
(8.5) o1t + X2°(t) < %t <0< %t < oat+ X3°(t) for ae. t € (0,7,
which proves (1.19).

As in [26, Section 5], we use the uniform estimate (8.1) to show that there exist limits
(Voo Uso) Of the sequence {(v¥,u")},~0 as ¥ — 0 in the sense of (1.18) such that the stability
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estimate (1.20) holds. Therefore, it remains to prove (1.21). This will be shown by using
the fact that it follows from (1.18) and the first (linear) equation of (1.1); that the limits
Voo Uoo SaLISTY Opvne — Ozllee = 0 in the sense of distributions, and by using the stability
estimate (1.20) together with (8.5) on the separation estimate and (8.4) on the continuity
at t = 0 of the shifts.

e proof of (1.21) : First, thanks to the fact that X{°, X3° € BV((0,T)), we choose
positive constants 71 = r1(T) and r2 = 72(T) such that [|X°||pe(or)) < 7 for each
i=1,2.

Let ty € (0,T) be any constant at which (8.4)-(8.5) and (1.20) hold (Note that (8.4)-(8.5)
and (1.20) hold for almost everywhere on (0,7")). We consider 11,19 : R — R nonnegative
smooth functions defined by

o 1 ifzxe [_Tl + UlTa UIQtO]) ! 2 4
() = { 0 ifx<—2r+o01T orz>0, and  [|¢7[|peo(r) < max [l Joulte )

1 if z €[22 ry + 0T , 2 4
Ya(z) { 0 ifx<0orxz>2ry+ 09T, and [|y5 ]l (R) = Max re ooty

Let  : R — R be a nonnegative smooth function such that 6(s) = 6(—s), [0 = 1 and
supp 0 = [—1,1], and let

15—
05(s) := 59(8 5 5) for any 6 > 0.

For any t € (to,T) at which (8.5) and (1.20) hold, and for any § < min(t — to, T — t), we
define a nonnegative smooth function

r5(s) = /05 (95(7 —to) — Os5(7 — t))dr.

Since 0o — OzUse = 0 in the sense of distributions, we have

(8.6) / (¢ 5(8)0i(2)dvos (s, ) — 15(8) 5 (@) uoo (s, z)dsdz) = 0, for each i = 1,2.
(OT)xR ’

We rewrite the left-hand side above as
B4+ I3+15 =0,

where

If = / 0s5(s — to)Vi(z)dvso(s, ),
(0,7)xR
19 = —/ O5(s — t);(x)dvs (s, x),
(0,T)xR

5= —/ ©1.6(8);(2)uoo (s, x)dxds.
(0,T)xR
Since v is weakly continuous in time (as in [26, Section 5]), we find that as 6 — 0 :
Iy — / hi(2)voo(to, dz), I — — / i(7)voo (¢, d),
R R

and

t
5 — —/to /ﬂ%wg(m)uw(s,m)dxds.
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Therefore, it follows from (8.6) that

/m (Voo (t, dz) — Voo (to, dz)) /to/m Voo (8, z)dxds = 0.

~~

=:J1 =:Ja

Our strategy is to use the stability estimate (1.20) and the Rankine-Hugoniot condition.
For that, we use the shifted Riemann solution to decompose J; into three parts:

Ji=Jj + Jiy + Jis,

where
Jin = / i) (vso 8, da) — T (1, 2)da),
R
J{Q = / Y;i(x) (1—)X‘1>°,X§° (t,z) — RSN (tg,x))dx,
R
Jfg = / i(x) (@Xfo’xém (to, x)dz — voo(tg,dar)).
R

Likewise, we decompose Jo into two parts:
Ty = Iy + Jy,

where

t
i / X XSO
J5 —/tO/Rwl(:r)(uoo(s,x) i (s,:v))dxds,

t
Jo = / / Y (2)aX T X2 (s, 1) dads.
to JR

Since it follows from (8.5) that
—r 4ol <oit+ X7°(t) < %to <0

< %to < oot + XP(t) < o+ 0T for ae. t € [to, T),

we have
gi | (o = o) (X70(t) = X7°(to) + 01t — o)) when i =1,
2 (vm = ) (X3°(t) — X5°(to) + 02(t — to))  when i = 2,
Ji_ (t —to)(u— — Upm) When i=1,
27 (t—to)(um —uy) wheni=2
Then using o1 = — = g9 = — =" hLy the condition (1.7), we have

U, —V— Vi —Um

i i (vm =) (XPO(t) — XP°(to)) when i =1,
fa ¥ = { (vm — v+)(X§°(t) - X§°(to)> when i = 2,

Now, it remains to control the remaining terms by the initial perturbation & = [%_n((v°, u?)|(v, u))dx
as follows. First, recall the (unique) decomposition of the measure vy, by

dveo (t, dx) = v (t, x)dx + vs(t, dx).
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Using (A.1), we have

0
| T4 | < /2 ., |va(t, z) — oL Xz (t,x)‘l{vggv_}dx
—2ri+o1

0
+ / |va(t,2) — 0(x — Xoo(t))’]-{vz&),}dx + /Rw(a:)vs(t, dx)

—2r1+o1T

1 0 -
<l VQa(t,2) oz — Xoo(t)))da
LT Gt o)l — X)) da + ! [ #@I@ @, a0
C2 —2r14+o1T @ > \Q’(max(v_,v+))| R o ’

where note that |Q'(V)| > |Q'(max(v_,vy))| > 0 by (1.22).
Thus, we use the stability estimate (1.20) to have

[J11| < CVE& + C&.
Likewise, we have

[Ji| < CVE + CEo,
and A

|Jis| < C\/E +CE fori=1,2.

Similarly, there exists a constant C(tp) depending on tg such that

t
AL < 1 ey /
to

and

/ |uoo(s,x)—ﬁxi)o’X§O (s, x)|dzds < C(to)t/Eo,
[—2T1+O’1T,—7"1+0’1T]U[0’1t0/270}

[J51] < Clto)t/ &

Therefore, we have shown that for each i = 1,2,
X2 (1) — XP(to)| < C(to)(é’o (1 t)\/&)), for ae. t € (to, T).
Since it follows from (8.4) that
| X7 (to)| < Cto,
we have
IX2°(1)] < C(t0)<50 el +t)\/50), for ae. t € (to, T).

Hence, this and (8.4) imply the desired estimate (1.21).

APPENDIX A. USEFUL INEQUALITIES

We here present the useful inequalities developed in [24, Section 2.4 and Lemma 2.2].
First, the following lemma provides some global inequalities on the relative function Q(-|)

—~+1
”711 ,o>0,v> 1.

corresponding to the convex function Q(v) =

Lemma A.1. [24, Lemma 2.4] For given constants v > 1, and v, > 0, there exists constants
c1,c2 > 0 such that the following inequalities hold.
1) For any w € (0,2v,),

Qv|w) > c1|lv —w|?,  for all 0 < v < 3u,,

(A1)
Q(|w) > calv —wl|, for all v > 3v,.
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2) Moreover if 0 <w <u<v or0<v<u<w then

(A2) Q(v|w) > Q(ulw),
and for any 8, > 0 there exists a constant C > 0 such that if, in addition, |w — v,| < 6,/2
and |w — u| > 0, we have
(A.3) Qv|w) = Qulw) = Clu —v].
The following lemma provides some global inequalities on the pressure p(v) = v=7, v > 0,

v > 1, and on the associated relative function p(-|-).

Lemma A.2. [24, Lemma 2.5] For given constants vy > 1, and v, > 0, there exist constants
c3, C > 0 such that the following inequalities hold.
For any w > v,/2,

(A4) p(v) = p(w)| < cslo —wl, Vv >w./2,
(A.5) p(v|jw) < Clv —wl?, Yo > v, /2,
(A.6) p(vlw) < C(jv —w| + |p(v) — p(w)]), Vo >0.

The following lemma presents some local estimates on p(v|w) and Q(v|w) for [v—w| <K 1,
based on Taylor expansions.

Lemma A.3. For given constants v > 1 and v, > 0 there exist positive constants C and
0x such that for any 0 < § < 4, the following is true.

1) For any (v,w) € R2 satisfying |p(v) — p(w)| < &, and |p(w) — p(vs)| < & the following
estimates (A.7)-(A.9) hold:

(A7) plolu) < (L 08 o) — plu)
1 4 L
(A8) Q) = P pte) ) - ) (o) - pw)),
1 4
(A9) Qulu) = (M) + €8 () - plu)

2) For any (v,w) € R? such that |p(w) — p(vi)| < 8, and satisfying either Q(v|jw) < § or
Ip(v) — p(w)| <4,
(A.10) p(v) = p(w)? < CQ(v]w).

The following lemma presents an estimate based on the inverse of the pressure function,
which will be used in Appendix B.

Lemma A.4. For any r > 0, there exist eg > 0 and C' > 0 such that the following holds.

For any p_,p4,p > 0 such that p_ € (r/2,2r), py —p— =:¢ € (0,e9), p— < p < py, and
v, v_,v4 such that p(v) = p,p(vy) = p+, we have

v—v- v—uvp  1p'(v)

p—p- py—p 2p(v-)?

The following identity of [22, Lemma 4.1] will be used when splitting the composite wave.

(v_ —vy)| < CE2.

Lemma A.5. [22, Lemma 4.1] For any function F, its relative function F(-|-) satisfies
F(ulw) + F(w|v) = F(u|v) + (F'(w) — F'(v))(w — u), Yu,v,w.
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APPENDIX B. PROOF OF PROPOSITION 6.1

First of all, given (v, us), fix the value of g corresponding to the constant r := p(v,) in
Lemma A.4. Then we consider any constant 6; € (0,1/2) such that

. 9 dx p(vs)
51<mm<\p'<v*/z>|’2’ 2 50)’

where d, is the constant as in Lemma A.3.
Note that using |09 — vi| < 01, we have

[p(t0) = p(v:)] < [P (04/2) [T0 — va] < [P/ (v4/2)[01 < 6.

Moreover, since |p(v) — p(0p)| < 201 < d0«, we can apply the results of Lemma A.3 to the
case of w = ¥p. Since ¢ < A\ < d7 < &g, we can also apply Lemma A.4 to the case of

{r—,p+} = {p(w), p(vr)}.

Without loss of generality, we assume v; < v,, and so, o9 = _P(U;r)i:l;(”l) > 0 (that is,
assume the case of 2-shock).

We will rewrite the functionals V9,7;,75, Go, D with respect to the following variables:

. A p(vg) — p(v
(B.1) we= (o) ~p())g, W= Du, = AR
where note that € = p(v;) — p(vr).
Since p(?g) is decreasing in x, we can use the change of variables x — y € [0, 1].
Notice from the assumptions that

(3.2) duag = ANy OelT0),
€ €

and

(Bg) ||a — 1||L00(R) S 2\ S 2(51.

First of all, note that the functionals Y9,7;,7> with ¢ = 1 are the same as Y, 77,73 in
[26, Proposition 4.2] (and as Yy, Bi, Ba; in [24, Proposition 4.2]). As in [24, Proposition 3.4]
and [26, Appendix A], we use the notations:

_ V=P ()p(ve)

« =V =P (vg), Oy
o P’ (v) o
Note that
(B.4) oo — 0x| < Cdy,
and
) 1 p(an) 7!
* o0
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Thus, following the same estimates as in [24, (3.30), (3.33), (3.34)] together with using
Lemma A.3 and (B.1)-(B.5) above, we find that

A 1 1 1 1
(B.6) 0362329—/0 WQdy—2/0 Wdy’ﬁC’él (/O WQder/O |W|dy>,
)\2 1 9
(B.7) 20, ST < (1+ Coy) | W2y,
0
A2 A !
(B.8) 20,2 |T| < (O‘V <> +051>/ W2 dy.
3 O« 13 0

Using (B.6) and the assumption (6.2), we have

1 1 1 1
/WQdy—2/Wdy‘§C’2crf—l—061</ W2dy+/ W|dy).
0 0 0 0
Using
1 1 1 1
‘/ Wdy‘é/ !W\dyé/ W?2dy +8,
0 0 8 Jo
we have
1 1 1 1 1 1
/W2dy§2/Wdy + Cho® 4 C6; </ W2dy+/ |W|dy>§0+24+2/ W2 dy,
0 0 0 0 0

for 6; small enough. Thus there exists a constant C7; > 0 depending on C (but not on ¢
nor \) such that

1
(B.9) / W2dy < Cy.
0
For an estimate on the |V9|? terms, we use (B.6) to have
2 2 2 2
o, A% [ o 20u oA,
g3 ) e drod | 2
a 1 1 2 1 1 2
< - / W2dy+2/ Wdy| +C6 (/ W2dy—l—/ |W|dy> ,
0105 | Jo 0 0 0
which together with (B.9) yields
A2 g12 i} 1 1 2 1
(B.10) —2a, | = Nl < / Wzdy—i—Q/ W dy +C<51/ W2 dy.
53 8(51 (510';% 0 0 0

For the Ga, we use (B.1)-(B.5) to have

At 1 1 _1_
-~ [ wton utay
2y Jo 37 Jo

A ! P ex 1
> — Ceéd 2dy — 2 3dy — / 34
- (20* e 1)/0 vy 3oz*/0 e Ca* 0 ol"dy,
which yields

)2 o /A Lo 2 1. 1 ,
(B.11) —204*6—392 < <— <6> —|—C(51>/0 %% dy+3/0 W dy—i—Cs/O |W|° dy.

1_
Gy = p(t0) "7 widy + oo
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Therefore, it remains to estimate the diffusion D as follows.
First, by the change of variable, the diffusion D is written as

1 8y
D /0 a|0yw|“v < 8x>dy'

Since integrating (5.11) over (—oo, z] yields that

~ - - ,l'} _ v
¥ 0p (o) = o0(To — 1) + p(O)ng(l)’

we use (B.2) to have

g0y 1 ~ 0
a2 = L (o3(a ) + p(20) — plen).

(v))—p(@o)

Following the proof of [24, Lemma 3.1], with 1 —y = £ E , we have

v 0 V9 — Uy U9 — 0
y(1 - Y) ( - 379 N Uo(vzs— vr) <P(170(; “plo) p(vl)O—Pé@o)> '

Then
% (_&E)_g P (ve)
y(l—vy) Ox 20 (v4)20
<l () O 4 R 9
y(1 —y) ox 20/ (vp)200|  21p'(vp)200 P/ (vi)20%
=:15

=:1;
Applying Lemma A.4 to the case where p_ = p(v,), py+ = p(v;) and p = p(?p), we have

€ Ty — Uy Ug — Uy P (vy)

- Ur — U g2
~ ool(vr — ) ‘P(f}o) —p(v)  plu) — p(o) Qp/(UT)Q( =) < C

I

Using (B.4) and |v, — v,| < 01, we have Iy < Ced;. Thus, we get

~f 7
Ajig(_@Q_AJﬂEL,<05
y(I-y\ " 0x) " Top)re.| =T
Since p(v) = v~7, we have
pPw.) _ 41 1
P (ve)200  youp(ve)

which yields
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Thus, using |(1)5/f)é3) — 1| < C0; and (B.3), we have

1
D>(1- 2(51)/ lﬁyw|2v’8( - %)dy
0
=(1- 261)/ |0y w|2—vo( 8—3)

<1—261>( ) [ vt = vtoyulay

(1- 051)/0 y(1 = )[0,w]2 dy.

After the normalization, we obtain

Vv

Vv

204*

2 1
(B.12) —204*;\—3D <_a- 051)/ y(1 = )0, W2 dy.
0

To finish the proof, we first observe that for any ¢ < d1,
1
Rs(v) < —£|y9<v>|2 +Z1(v) + 01[Z1(v)]
€
o)+ 61 (5) B0 - (1-61 (5)) %2(0) - (1 = 81)D().
Then, (B.7), (B.8), (B.10), (B.11), (B.12) imply that for some constants C,, Cyx > 0,
2
€

3 1 1
< 2 2 1 » 2
Rs(v) < S 2 [ oo < W*edy + / Wdy) +(1+C 51)/0 W=dy

2 1
w2 [ Wiy e [ WPay- - [ - o)
0 0 0

To finish the proof, we will use the nonlinear Poincaré type inequality [24, Proposition
3.3] as follow:

Proposition B.1. [24, Proposition 3.3] For a given Cy > 0, there exists d3 > 0, such that
for any 6 < g the following is true.
For any W € L*(0,1) such that \/y(1 —y)0,W € L?*(0,1) szo (W (y)|?>dy < C1, then

1 2
—(15(/ WQdy+2/ Wdy> +(1+5)/ W2 dy
(B.13) 0 ) 0 , 0 .
o3 [ wras [[wPa—a-e [ya-niawra <o

To apply the Proposition, let us fix the value of the d5 of Proposition B.1 corresponding
to the constant C; of (B.9).
Then we retake d; small enough such that maX(C’V, Cy)d1 < 62. Thus we find that

&3 1 1 ) 1 2 1 )
< — | -= 2 1
R(;(U)2a*)\2|: 5 </0 W= dy + /OWdy> + ( +<52)/0 W= dy

9 1 1 1
+3/ W3dy+62/ |W|3dy—<1—62>/ y(l—y)layWIQdy].
0 0 0
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Therefore, using Proposition B.1, we have
Rs(v) <0,

which completes the proof.

APPENDIX C. EXISTENCE AND UNIQUENESS OF SHIFTS

We here prove the existence and uniqueness of the shift functions defined by the non-
autonomous system (5.29). For any fixed £1,e2 and U € X, let F : [0, T] x R? — R? denote
the right-hand side of (5.29) by

0., (V1 (0)) (217%4(U)] +1) = G0, (3 (V) >
0, (~Y2 (1)) (2ATHHU)| +1) = Gy (~Y2(D))
We may show that there exists a,b € L4(0,T) (for some g > 1) such that

sup |F(t, X1, Xo)| < a(t), sup  |Vx, x, F'(t, X1, X2)| < b(2).
(Xl,X2)€R2 (X1,X2)€R2

F(t, X1, X5) = (

To this end, we use the facts that

®., and V., are Lipschitz and bounded;

for the solution (v,h) € X, v,v~t e L®((0,T) xR) and h — h,v, € L®(0,T; L*(R));
]aXl’X2] + \BX“X?\ < 0,071 < §%1%2 < C, where the constant C' is uniform w.r.t. X, Xo;
for any 7 € [1,00], L"(R)-norms of (as)X, (@), (5)2X, (#)X, (5,0 ()0, ()

are uniform w.r.t. Xq, Xo.

Thus, there exists a constant C (uniform w.r.t. X1, X2) such that
2
[F'(t, X1, Xa)) Z [ll ai) 3 2@yl = Rl o o722 )y + 11(@0) 2 gy I — X2 | oo )

+ (@)X 2w + 1@ 2@y ) (Noallzoeo rizamy + 1) Naey ) + 1]
S C*)
which especially implies

sup  |F(t, X1, X2)| < a(t) € LY0,T).
(X1,X2)eR?
Likewise, we have
’vX17X2F(taX1,X2)| < C*a
which implies
sup  |Vx, x, F(t, X1, Xa)| < b(t) € L*(0,T).
(X1,X2)€ER?

Therefore, the system (5.29) has a unique absolutely continuous solution thanks to the
following lemma. This lemma is a simple extension of [11, Lemma A.1] (which is for scalar
ODE). So, we omit the proof.
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Lemma C.1. Let p > 1, T > 0 and n € N. Suppose that a function F : [0,T] x R" — R"
satisfies that

sup |F(t,X)| <a(t),  sup [VxF(tX)| < b(d),
XeRn? XeRn

for some functions a € L*(0,T) and b € LP(0,T). Then for any xo € R, there erists a
unique absolutely continuous solution X : [0,T] — R™ to the system of ODEs:

[1]
2]
3]
[4]
[5]
[6]
[7]
8]
[9]
(10]

(11]

(12]

(13]

(14]
(15]
(16]
(17]
(18]
(19]

20]

{ X(t) = F(t,X(t)) fora.e te][0,T],
X(O) = 2.
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