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Introduction

Diabetes is a serious health condition that affects nearly 422 
million lives across the globe.1 In a recent report by Centers 
for Disease Control and Prevention (CDC), one in ten indi-
viduals in the United States has diabetes.2 Managing diabetes 
involves keeping blood glucose in an ideal range.3,4 
Hypoglycemia, defined as having glucose levels below 70 
mg/dL,5 poses an acute danger that, if untreated, can result in 
loss of consciousness, seizures, and, in extreme cases, death.6 
In contrast, hyperglycemia, defined as glucose levels above 
180 mg/dL,3 can lead to long-term complications such as 
heart disease, stroke, blindness, amputation, kidney disease, 

dental disease, and increased susceptibility to infections.7 
Studies have shown correlations of time in range (70-180 
mg/dL) with diabetes complications.3,8 In this study, 70 mg/
dL was used as threshold for hypoglycemia and 180 mg/dL 
was used as threshold to define hyperglycemia.

Continuous glucose monitors (CGMs) provide frequent 
and automated glucose readings, and have improved glyce-
mic control and resulted in effective diabetes management9 
compared with finger-stick glucose measurements. This can 
largely be attributed to key features of CGM devices—near 
real-time glucose readings and predictive low-glucose 
alerts.10 However, CGMs require the insertion of a sensor 
subcutaneously. The sensor needs to be replaced every 7 to 
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14 days and can cause discomfort.11 Furthermore, individu-
als with prediabetes and type 2 diabetes typically do not get 
prescribed CGMs but may still benefit from having access to 
detailed glycemic patterns. Thus, noninvasive approaches 
for estimating glycemic excursions can be beneficial for a 
broad range of patients for whom CGMs are not an option.

A number of studies have analyzed whether glucose lev-
els induce changes in physiological features.11,12 The most 
common approaches include electrical and optical measure-
ments such as electrocardiogram (ECG), photoplethysmog-
raphy (PPG), near-infrared (NIR) spectroscopy, electrical 
bioimpedance, and skin temperature.12 Among these, ECG is 
a promising solution for detecting glucose levels.13-16 
Previous studies have shown that glucose levels induce 
changes in the morphology of the QRS complex of the ECG, 
such as corrected QT intervals, and changes in QT intervals 
and RT-amplitude ratio,17-21 as well as changes in heart rate 
and heart rate variability (HRV).22,23

Most of the prior work using noninvasive physiological 
sensors has focused on detecting hypoglycemia as it has 
critical acute consequences.13,24,25 As noted earlier, how-
ever, the goal of diabetes management is not only to pre-
vent the immediate consequences of hypoglycemia, but 
also to avoid the long-term complications associated with 
hyperglycemia.26 Detecting hyperglycemia is straightfor-
ward when using CGMs, but noninvasive alternatives to 
detect hyperglycemia have not been broadly investigated. 
In addition, physical activity influences glucose patterns 
significantly.27-31 For example, exercise can potentially 
lead to hypoglycemia. Furthermore, incorrect management 
of either insulin or food intake can lead to possible hyper-
glycemia. This suggests that analyzing the association 
between physical activity and glycemic levels might be 
used to detect hypoglycemic and hyperglycemic events. To 
our knowledge, no prior work has examined supplement-
ing ECG data with contextual data from accelerometry to 
detect glucose levels in the hypoglycemic and hyperglyce-
mic ranges.

The contributions of our work are: (1) detection of both 
hypoglycemia and hyperglycemia using noninvasive physio-
logical sensors (ECG), and (2) using contextual information 
from accelerometer data to supplement ECG information for 
improved predictions. The prediction results are validated 
using CGM data as the ground truth.

Methods

Data Description

The data set used in this article was collected by a team of 
UK-based researchers.21 The data included eight healthy par-
ticipants and were recorded over a period of 14 consecutive 
days in normal living conditions. However, a portion of the 
actual data for a subgroup of patients became corrupted at 
the original data collector site, so our current study is based 
on data from five participants (IDs: 3, 4, 5, 6, and 7 from the 
original data set). More details on the data set are provided in 
the supplementary information (Supplemental Appendix I). 
The subjects included in the present study were three men 
and two women, aged 27 to 58 years (mean, 42.6 years). Two 
participants experienced hypoglycemia and two experienced 
hyperglycemia incidents during the study (Supplemental 
Appendix I).

Electrocardiogram signals were recorded using a 
Medtronic Zephyr BioPatch32 at 250 Hz frequency. The 
BioPatch also measured accelerometer data in the vertical, 
lateral, and sagittal directions at 100 Hz. Continuous glucose 
monitor readings were recorded with a FreeStyle Libre Flash 
glucose monitor33 at 15-minute intervals.

ECG Feature Extraction

Electrocardiogram signals are vulnerable to distortions 
caused by motion artifacts.16,34,35 As such, they require rigor-
ous processing to filter out noise, especially when data are 
collected in free-living conditions.13 To overcome these chal-
lenges, we processed the raw ECG signal in three steps to 
extract HRV features. In the first step, we passed the ECG 
signal through a high-pass filter above 0.5 Hz to remove 
baseline wander. In the second step, we applied a continuous 
wavelet transform with a Ricker wavelet at a center fre-
quency of 0.25 Hz to attenuate auxiliary peaks and make the 
R peaks more prominent. As shown in Figure 1, these two 
steps made it easier to detect R peaks in the ECG signal and 
were consistent with prior literature on handling motion arti-
facts and noise in ECG data.36,37 In the last step, we detected 
R peaks using the NeuroKit2 toolbox.38 Once the R peaks 
were identified, we extracted nine HRV features (Table 1) 
based on these peaks. These HRV features were extracted for 
every one-minute window of ECG data. For each CGM 
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measurement, we used the HRV features in a lookback period 
of five minutes, that is ECG features for every one-minute 
window were concantenated for the previous five minutes. 
Thus, a total of 45 ECG features are used in the analysis.

Accelerometer Feature Extraction

For the accelerometer, we extracted features in the time and 
frequency domains. In addition, we computed pairwise cor-
relations between the three axes. The accelerometer features 
are shown in Table 2. Similar to ECG, accelerometer features 

were extracted for each one-minute time window, but in this 
case using lookback periods of 5, 10, and 15 minutes. 
Because the effect of physical activity in blood glucose can 
take several minutes,39 we also examined different time lags 
of 0, 5, 10, and 15 minutes to pair glucose and accelerometer 
data. The concepts of lag and lookback period/windows are 
depicted in Figure 2. Overall, this resulted in 12 different 
combinations of lag and lookback periods. Performance was 
evaluated for different combinations of lags and lookback 
periods for the fusion (ECG + Accelerometer) model 
(Supplemental Appendices II and III).

Data Cleaning and Handing Missing Values

The original study focused on nocturnal hypoglycemia, 
whereas we consider both diurnal and nocturnal glycemic 
excursions. The Zephyr BioPatch records two data quality 
parameters from the ECG signal: the HR confidence and the 
ECG noise. These supplementary measures can be used to 
identify good ECG segments. Following the original work,21 
we selected ECG segments with a 100% confidence and ECG 
noise <0.001 for analysis. After this step, each data segment 
comprised a reference CGM time stamp and the ECG features 
from the previous five minutes. Electrocardiogram features 
were calculated for every one-minute window, resulting in 
five-time lagged ECG features corresponding to a CGM 
value. We discarded segments with more than 50% of missing 
data for a feature. For the retained segments, we estimated 

Figure 1. Electrocardiogram signal preprocessing: (left) raw signal, (middle) after high-pass filtering, and (right) after applying the 
continuous wavelet transform.

Table 1. Heart Rate Variability Features.

Feature Description

HR Beats per minute/mean heart rate
SDNN Standard deviation of NN intervals
SDSD Standard deviation of successive differences
RMSSD Root mean square of successive differences
PNNI_20 Proportion of successive differences over 20 ms
PNNI_50 Proportion of successive differences over 50 ms
HR MAD Mean absolute deviation of RR intervals
CVNN Coefficient of variation of NN intervals

(SDNN/Mean NN)
CVSD Coefficient of variation of successive differences

(RMSSD/Mean NN)

Table 2. Accelerometer Features.

Category Features

Time domain Mean, minimum, maximum, standard 
deviation, number of peaks, skewness, 
kurtosis, interquartile range, signal 
magnitude area, mean absolute deviation 
of signal

Frequency domain Mean, maximum, standard deviation, 
frequency of the maximum power 
spectra, number of peaks, power

Others Correlation pairs: (X, Y), (X, Z) and (Y, Z)

Figure 2. Lag and lookback periods to extract features from 
accelerometer data.
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Table 3. Electrocardiogram Features/ Statistics Across Hypoglycemia, Hyperglycemia, and Normal Ranges.

Variable

Hypoglycemia Normal Hyperglycemia ANOVA

Mean STD Mean STD Mean STD F statistic P value

Heart rate 56.57 5.4 69.46 15.08 82.45 13.93 455.55 <.001
CVNN 0.07 0.056 0.1 0.09 0.08 0.09 28.01 <.001
PNNI_20 64.06 12.13 51.08 25.02 26.49 25.4 410.64 <.001
PNNI_50 35.35 17.26 26.89 23.03 12.43 19.37 175.08 <.001
HR_MAD 71.65 59.22 95.23 430.11 39.66 45.5 6.72 .001
CVSD 0.06 0.04 0.08 0.11 0.07 0.11 5.36 .004
SDNN 75.85 55.48 111.72 525.74 56.73 60.42 5.011 .006
SDSD 65.66 41.58 99.72 636.42 51.69 74.78 2.712 .06
RMSSD 65.09 41.22 105.81 738.74 51.39 74.34 2.66 .07

Abbreviations: ANOVA, analysis of variance; CVNN, coefficient of variation of NN intervals; CVSD, coefficient of variation of successive differences; HR 
MAD, mean absolute deviation of RR intervals; PNNI_20, proportion of successive differences over 20 ms; PNNI_50, proportion of successive differences 
over 50 ms; RMSSD, root mean square of successive differences; SDNN, standard deviation of NN intervals; SDSD, standard deviation of successive 
differences; STD, standard deviation. P values < 0.05 are bolded.

any missing data points by averaging the feature in that seg-
ment. For example, if a five-minute window is missing the 
HR estimate for the third minute, we estimated it by taking 
the mean of the first-, second-, fourth-, and fifth-minute HR 
values. Accelerometer data were not filtered, and no addi-
tional data cleaning steps were applied.

Exploratory Data Analysis

In the first step, we computed statistical summaries of ECG 
and accelerometer features across the hypoglycemia, hyper-
glycemia, and normal glucose ranges. Then, we performed 
analysis of variance (ANOVA) to determine whether there 
were statistical differences between ECG and accelerometer 
features in the three glycemic ranges. Results are summa-
rized in Tables 3 and 4. Most of the P values are less than 
.05, indicating that there are statistically significant differ-
ences between the mean values of the features in the three 
glycemic ranges. For ECG data, the patterns in the occur-
rence of R peaks and related HRV measures that capture 
these patterns are significantly different in the three glucose 
ranges. In addition, accelerometer data have various mea-
sures, especially in the time domain, that show differences 
among the glycemic ranges. This provides support for the 
use of ECG and accelerometer data to predict hypoglycemia 
and hyperglycemia.

Machine Learning Methodologies

In the next step, we developed prediction models by combin-
ing data from all patients (population-level model). We 
explored two approaches to predict hypoglycemia and hyper-
glycemia: a classification model and a regression model.

The classification approach was based on random forests 
(RFs), an ensemble classifier that builds a large number of 
decision trees via bootstrapping. Bootstrapping is repeated 

sampling of the data with replacement. In the case of RFs, 
multiple decision trees are built based on subsets of the entire 
data set through bootstrapping. The final prediction is derived 
based on a majority voting scheme across individual predic-
tions from all the decision trees. In this majority voting 
scheme, outputs from all decision trees in the forests are 
aggregated, and the most common prediction across all the 
trees is chosen. We selected the RF model owing to its per-
formance in similar applications.6,10 In addition, the RF 
model provides a mechanism to identify significant features 
for prediction through the variable importance rankings as 
presented in the Results section.

The regression approach was based on quantile regres-
sion forests (QRFs), which are a generalization of RFs. 
Unlike RFs, which provide a single point estimate, QRFs 
provide a vector of estimates, one estimate for each quan-
tile in the conditional distribution of the response variable. 
To illustrate, Figure 3 shows the spread of predicted values 
at different quantiles for three examples whose underlying 
glucose values were in the hypoglycemic, normal, and 
hyperglycemic ranges. As shown, quantile predictions 
when the underlying glucose is in the hypoglycemic range 
are lower than those in the normal range, which in turn are 
lower than those in the hyperglycemic range. Which of the 
quantile estimates is used for prediction depends on the 
application. For instance, if the goal is to minimize false 
negatives in hypoglycemia, then the prediction from a 
lower quantile should be selected.

Validation Mechanism

For validation purposes, we partitioned data from each 
patient into a training and a testing set using a fivefold cross-
validation procedure. First, we ordered the data based on 
time stamps and divided it into five equal partitions for each 
patient. In each iteration, one partition of every patient was 
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used for testing and four partitions were used for training. 
The process was repeated five times, with each of the five 
partitions of each patient serving as test data in each itera-
tion. The predictions across the five iterations were com-
bined to report the model performance results. This validation 
strategy ensured that the training and test sets were from 
nonoverlapping time windows to avoid temporal correlations 
in the data yielding overly optimistic prediction results.10,40

Results

For the classification model with fusion data (ECG + 
Accelerometer), a lookback period of five minutes with zero 
lag had the best performance on test data when area under 
curve (AUC) for hypoglycemia and hyperglycemia was 
averaged (Supplemental Appendix II). In contrast, for the 
regression model, a lookback period of ten minutes with zero 
lag gave the best performance for average AUC for hypogly-
cemia and hyperglycemia predictions (Supplemental 
Appendix III). From here on, fusion results reported in the 
article are based on this lag and lookback periods for fusion 
data (ECG + Accelerometer).

Performance of the Classifier Model (RF)

We built two classifiers, one that discriminated between 
hypoglycemia (positive class) and all other measurements 
(negative class), and another classifier that discriminated 
hyperglycemia (positive) class from all other measurements 
(negative). When using only ECG features, we obtain an 
AUC of 0.76 and 0.82 for hypoglycemic and hyperglycemic 
detection, respectively. Combining features from ECG and 
accelerometer improves the AUC by 2% for hypoglycemia 
prediction and by 1% for hyperglycemia. Receiver operation 
characteristic (ROC) curves for hypoglycemia and hypergly-
cemia predictions are shown in Figure 4. From these ROC 
curves, we selected the equal error rate (EER) point to report 

Table 4. Accelerometer Features/ Statistics Across Hypoglycemia, Hyperglycemia, and Normal Ranges.

Category Variable

Hypoglycemia Normal Hyperglycemia ANOVA

Mean STD Mean STD Mean STD F statistics P value

Time domain Mean 2051.83 49.2 2038.13 48.83 2049.04 47.06 15.54 <.001
Minimum 2038.35 50.8 2015.87 58.99 2029.16 55.86 28.85 <.001
Maximum 2062.35 51.8 2057.8 49.32 2066.19 49.91 7.62 <.001
STD 2.96 7.17 5.34 7.2 4.49 6.39 17.26 <.001
No. of peaks 1202.51 169.65 1142.96 191.92 1142.02 198.77 13.29 <.001
Kurtosis 13.48 21.46 7.51 16.53 13.14 107.05 12.02 <.001
IQR 3.89 12.72 6.26 11.3 5.44 9.81 9.61 <.001
Signal magnitude area 12.31 0.3 12.22 0.3 12.29 0.28 19.44 <.001
MAD 1.16 1.79 2.57 4.06 2.09 2.75 19.66 <.001
Skewness 0.02 1.29 0.06 1.06 0.11 1.27 0.7 .5

Frequency 
domain

Maximum frequency 1.56 1.23 1.28 1.29 1.04 1.78 13.83 <.001
No. of peaks 33.3 2.6 33.03 2.7 33.34 2.52 3.82 .02
Mean 0.09 0.32 0.49 3.99 0.33 0.89 1.72 .18
Power 4.71 16.35 24.59 201.18 16.68 44.82 1.73 .18
STD 0.41 2.08 2.41 26.77 1.31 3.75 1.14 .32
Maximum 4.06 21.89 23 265.75 11.94 33.98 1.08 .33

Correlation 
pairs

Vert_Lat 0.82 0.07 0.78 0.08 0.78 0.06 15.41 <.001
Vert_Sag 0.79 0.13 0.74 0.12 0.81 0.12 28.31 <.001
Lat_Sag 0.86 0.11 0.82 0.09 0.86 0.06 14.48 <.001

Abbreviations: ANOVA, analysis of variance; IQR, interquartile range; MAD, mean absolute deviation; STD, standard deviation; Vert, vertical; Lat, lateral; 
Sag, sagittal. P values less than 0.05 are bolded.

Figure 3. Distribution of predictions per quantile for 
the quantile regression forest model (when trained with 
electrocardiogram data as input) when the ground-truth glucose 
level is in the hypoglycemic, normal, and hyperglycemic ranges.
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Table 5. Classification Performance Using Random Forests.

Data

Hypoglycemia Hyperglycemia

AUC Sensitivity Specificity AUC Sensitivity Specificity

ECG 0.76 0.69 0.69 0.82 0.74 0.74
Fusion 0.78 0.68 0.69 0.83 0.77 0.77

Abbreviations: AUC, area under curve; ECG, electrocardiogram.

a single measure of sensitivity and specificity. Table 5 sum-
marizes model performance using RFs. Adding accelerome-
ter features had little effect for hypoglycemia detection but 
improves the sensitivity and specificity by 3% for hypergly-
cemia detection.

Performance of the Regression Model (Quantile 
RF)

As noted earlier, QRFs provide a separate estimate of the 
glucose value for each quantile. To convert these quantile 
estimates into a label of hypoglycemia or hyperglycemia, we 
labeled each estimated glucose value as hypoglycemia if it 
was lower than 70 mg/dL and as hyperglycemia if it was 
greater than 180 mg/dL. Next, for each quantile, we com-
puted the true positive rate (TPR) and false positive rate 
(FPR) on test data. Then, we generated an ROC curve by 
plotting the TPR against FPR for the different quantiles. 
Results are shown in Figure 5. As before, we selected the 
EER to report a unique value for sensitivity and specificity 
(Table 6). When using ECG data alone, the QRF model 
achieved 2% higher sensitivity and specificity than the RF 
classifier for both hypoglycemia and hyperglycemia detec-
tion. Furthermore, the QRF model based on fusion data out-
performed the RF model based on fusion data by 8% (on 
sensitivity and specificity) for hypoglycemia and by 2% (on 
sensitivity and specificity) for hyperglycemia. When 

accelerometer data were added to the QRF model, we 
observed a 5% (for hypoglycemia) and 3% (for hyperglyce-
mia) improvement in sensitivity and specificity (Table 6) as 
compared with using ECG data alone. These improvements 
can be explained by the fact that accelerometer data can be 
used to detect physical activity, and hence can be correlated 
with glucose changes. As an example, an increase in HR 
without corresponding physical activity can be indicative of 
a hyperglycemic event, whereas a decrease in HR with nor-
mal physical activity can be indicative of a hypoglycemic 
event. Hence, accelerometer data provide contextual infor-
mation to help interpret the ECG data. The best model, the 
QRF model based on fused data, had sensitivity and specific-
ity of 76% for hypoglycemia, and sensitivity and specificity 
of 79% for hyperglycemia.

Feature Importance

We examined the relative importance of the ECG and accel-
erometer features for predicting hyperglycemia and hypogly-
cemia. For this purpose, we used the RF model, which reports 
the importance of each feature based on reduction in model 
performance when a particular variable is excluded from a 
tree. In the case of ECG features, there are five-time lagged 
feature values (one for each minute in the previous five min-
utes) associated with a CGM value. The feature importance 
reported below is the average importance across the 

Figure 4. Receiver operation characteristic curves for (left) hypoglycemia and (right) hyperglycemia based on RF model. Abbreviations: 
AUC, area under curve; ECG, electrocardiogram; RF, random forest.
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five-time lagged features. Similarly, for the accelerometer 
features, the average of importance in the lookback period of 
five minutes with zero lag is reported. Thus, both accelerom-
eter feature importance and ECG feature importance are 
reported based on the average of five-time lagged features. 
For example, the importance score for the variable “Mean 
HR” is the average of importance scores for variable “Mean 
HR” that were one, two, three, four, and five minutes preced-
ing the CGM reading.

Results for hypoglycemia are shown in Figure 6. There is 
clear evidence of accelerometer features such as the pairwise 
correlation pairs between three axis, kurtosis, and area to be 
among those highly ranked for hypoglycemia prediction. 
Results for hyperglycemia are shown in Figure 7. In this 
case, ECG features appear to be more dominant than acceler-
ometer features.

Discussion

Insights and Observations

The feature importance plots (Figures 6 and 7) validate the 
importance of ECG data for detecting hypoglycemia and 
hyperglycemia, in agreement with the summary statistics and 
ANOVA tests in Tables 3 and 4. Together, these findings 
indicate that ECG features can be used to detect glycemic 
excursions, and that accelerometer data provide additional 
information41,42 that improves predictions.

Our results show that QRF moderately outperforms RF 
when predicting both hypoglycemia and hyperglycemia. To 
illustrate this point, Figure 8 shows the ROC curves for the 
two types of classifiers (QRF, RF), feature sets (ECG, ECG 

Figure 5. Receiver operation characteristic curves for (left) hypoglycemia and (right) hyperglycemia based on QRF.
Abbreviations: AUC, area under curve; ECG, electrocardiogram; QRFs, quantile regression forests.

Table 6. Classification Performance Using Quantile Random Forests.

Data

Hypoglycemia Hyperglycemia

AUC Sensitivity Specificity AUC Sensitivity Specificity

ECG 0.79 0.71 0.71 0.82 0.76 0.76
Fusion 0.83 0.76 0.76 0.87 0.79 0.79

Abbreviations: AUC, area under curve; ECG, electrocardiogram.

Figure 6. Feature importance for random forests trained to 
predict hypoglycemia. Abbreviations: CVNN, coefficient of 
variation of NN intervals; CVSD, coefficient of variation of 
successive differences; HR, heart rate; HR MAD, mean absolute 
deviation of RR intervals; IQR, interquartile range; MAD, mean 
absolute deviation; PNNI 20, proportion of successive differences 
over 20 ms; PNNI 50, proportion of successive differences over 
50 ms; RMSSD, root mean square of successive differences; 
SDNN, standard deviation of NN intervals; SDSD, standard 
deviation of successive differences; STD, standard deviation.
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Figure 8. Receiver operation characteristic curves with ECG and ECG + accelerometer for the RF and QRF models. (Left) 
Hypoglycemia prediction. (Right) Hyperglycemia prediction.
Abbreviations: AUC, area under curve; ECG, electrocardiogram; QRFs, quantile regression forests; RF, random forest.

+ accelerometer), and prediction problems (hypoglycemia, 
hyperglycemia). For hypoglycemia prediction, the ROC 
curves indicate that the addition of accelerometer data as 
well as the choice of classifier is the contributing factor to 
higher performance. In contrast, for hyperglycemia predic-
tion, it appears that the feature set (ECG + accelerometer), 
rather than the choice of classifier, is needed to improve 
performance.

The main contributions of our work to address the chal-
lenges for noninvasive detection of glucose levels can be 
summarized as follows:

Figure 7. Feature importance for random forests trained to 
predict hyperglycemia. Abbreviations: CVNN, coefficient of 
variation of NN intervals; CVSD, coefficient of variation of 
successive differences; HR, heart rate; HR MAD, mean absolute 
deviation of RR intervals; IQR, interquartile range; MAD, mean 
absolute deviation; PNNI 20, proportion of successive differences 
over 20 ms; PNNI 50, proportion of successive differences over 
50 ms; RMSSD, root mean square of successive differences; 
SDNN, standard deviation of NN intervals; SDSD, standard 
deviation of successive differences; STD, standard deviation.

1. Detection of glucose levels in hypoglycemic and 
hyperglycemic ranges.

2. Use of accelerometer data to supplement ECG data to 
improve prediction performance.

Comparison With Previous Studies

Finally, we provide a comparison of previous work for nonin-
vasive prediction of glucose levels. For this purpose, we con-
sidered studies that reported results for hypoglycemia and 
hyperglycemia prediction. Results are summarized in Table 7. 
Electrocardiogram is the most widely used physiological sig-
nal. Other approaches include electroencephalogram, PPG, 
and galvanic skin responses. However, results based on data 
streams other than ECG have not been promising.43 Recently, 
in 2018 and 2020, a data set was made publicly available 
through the Blood Glucose Level Prediction challenge at 
Ohio University,44 which examined a variety of machine 
learning models to predict future glucose levels by analyzing 
the recent history of CGM readings. In addition to CGM 
recordings, the OhioT1DM data set includes physiological 
data such as heart rate, skin temperature, and activity-related 
data. However, no improvement in predicting glucose levels, 
and in some cases degradations in prediction performance, 
has been reported when combining physiological features and 
CGM history.45-50 A possible reason for this result is that 
physiological data in the OhioT1DM data set are aggregated 
(every one to five minutes) and hence it is not possible to 
extract the granular features we used in our study.

To the best of our knowledge, a recent study13 is the only 
publication that used noninvasive ECG data to detect both 
hypoglycemia and hyperglycemia. They reported that ECG 
data are able to classify glucose levels in the hypoglycemia, 
hyperglycemia, and normal ranges. Comparing predictive 
performance across different studies in the literature is diffi-
cult due to differences in the data collected, prediction focus, 
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metrics used, and validation methods. A critical aspect when 
developing robust machine learning models is choosing an 
appropriate validation approach. Some prior studies have 
shown high levels of accuracy (both sensitivity and specific-
ity) using a cross-validation based on random splitting.51,52 
Although this is a standard approach in machine learning, 
such a validation scheme may not be appropriate for this 
application because of temporal correlations in the data. We 
believe that the time-based validations we used in our study 
provide more realistic estimates of performance when the 
approach is deployed in the field.10,40

Limitations

One limitation of our work is the limited data sample size. 
Our data set consisted of recordings for five participants over 
a period of 14 days, and the records only included 14 hypo-
glycemic episodes and 25 hyperglycemic episodes. To 
address this limitation, we carefully designed the training/
test set splitting criteria to avoid obtaining overly optimistic 
results. Namely, instead of splitting measurements randomly, 
which can lead to inflated results due to short-term temporal 
correlations in the data, we adopted a time-based splitting 
criterion where data in the training and test sets were from 
entirely different time periods. This ensured that the results 
are an accurate characterization of the performance that 
could be expected when the model is evaluated on new time 
periods for the existing subjects. To address the data avail-
ability issue, we are currently conducting a study to collect 
CGM and physiological data for 50 participants with type 1 
diabetes. This new data set will provide measures from non-
invasive wearable devices and include data streams, namely, 
ECG, respiration, PPG, electrodermal activity, accelerome-
ter, skin temperature, and heart rate. This will allow us to 
examine whether other physiological modalities beyond 
ECG and accelerometer data, such as skin temperature and 
electrodermal activity, can further improve predictions. In 
this larger data set, it is possible to use more restrictive split-
ting criteria, such as a leave-one-subject-out procedure. Also, 
the current study is based on data collected from healthy par-
ticipants and it is assumed that the results are transferable to 
population with diabetes.

Conclusion

In this article, we proposed a noninvasive approach to detect 
glycemic excursions (hypoglycemia and hyperglycemia) 
from ECG and accelerometer data. We evaluated an RF clas-
sifier and a QRF regression model. For both approaches, 
models with fusion data (ECG and accelerometer) outper-
form models based on ECG data alone. The QRF model 
based on fusion data had a sensitivity and specificity of 76% 
for detecting hypoglycemia. This outperformed the RF 
model on fusion data by 8%. For hyperglycemic prediction, 
QRF with fusion data had a sensitivity and specificity of 

79%, which outperformed the RF model by 2%. These 
results indicate that not only hypoglycemia but also hyper-
glycemia can be effectively detected from noninvasive phys-
iological signals. This finding has important clinical 
implications for diabetes monitoring and management with-
out the need for CGM devices. The results also show that 
contextual information from the accelerometer provides 
additional information for predicting glucose excursions.
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