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Abstract: In the setting of generic B-ensembles, we use the loop equation hierarchy
to prove a local law with optimal error up to a constant, valid on any scale including
microscopic. This local law has the following consequences. (i) The optimal rigidity
scale of the ordered particles is of order (log N)/N in the bulk of the spectrum. (ii) Fluc-
tuations of the particles satisfy a central limit theorem with covariance corresponding
to a logarithmically correlated field; in particular each particle in the bulk fluctuates on
scale 4/log N/N. (iii) The logarithm of the electric potential also satisfies a logarith-
mically correlated central limit theorem. Contrary to much progress on random matrix
universality, these results do not proceed by comparison. Indeed, they are new for the
Gaussian B-ensembles. By comparison techniques, (ii) and (iii) also hold for Wigner
matrices.
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1. Introduction

The B-ensembles are both a generalization of the Gaussian orthogonal, unitary and
symplectic ensembles, and a natural statistical physics model, the 1d log-gas. Their
distribution, on N points A1 < ... < Ay, 18
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The initial motivation for this article is to provide a characterization of the fluctuations
of individual eigenvalues. Specifically, we ask does the convergence

A —Ew)
-
o

X (1.2)

hold in distribution for some ¢ depending on N, k, 8 and some random variable X?
What is the decay of correlations between the particles? In [76, Section 3.4], based on an
approximation of the Hamiltonian in (1.1) by a quadratic form, and wavelet calculations,
Tao developed a heuristic picture for (1.2). It suggests the fluctuations of eigenvalues
converge to a limiting log-correlated Gaussian vector.

Via different arguments, this paper makes these predictions rigorous (see Corollary
1.9), first phrasing the problem in terms of fluctuations of Y  f(A;), with f an indicator
function. Despite considerable attention, fluctuations of such linear statistics were previ-
ously obtained only for integrable models (8 = 1, 2, 4) or smooth enough f. Our method
also applies to the f = log singularity,! i.e. the electric potential, or log-characteristic
polynomial (Theorem 1.8).

For the proof, we combine equations from the loop equation hierarchy to obtain an
optimal local law (Theorem 1.1) which holds on the microscopic scale. This allows
treatment of singular test functions, and non-linear statistics such as max |A; — E(A;)],
identifying the true rigidity scale of the particles (Corollary 1.5).

1.1. Optimal local law. 1In this paper, 8 > 0 is fixed and our assumptions on V are the
following.

(A1) V is analytic on R.
(A2) There exist constants Mg, C, ¢ > 0 such that

V/
V'(x) >c and  sup o)
yelMo.x] Y

< CV(x) forall x > M,

and similar estimates apply for x < — M), i.e. the above holds for V(x):= V(=x).
(A3) Under the previous assumptions, it is known that E[N ! vazl 83,1 converges
weakly to a probability measure 1y, with density oy. We assume oy is positive
and supported on a single interval [A, B] (one-cut hypothesis), with square root
singularities at A and B (generic behavior), see (2.2).
(A4) The function x — V(x)/2 — f log|x — t|dpy (¢) achieves its minimum value
only on the interval [A, B].

To state our first results, we introduce the following notation. For z with Im z # 0,
let

QR
sn(z) = — ;
N
k=1
dpy (x) Ye k
my(z) = , and define y; through duy = —.
R X—2 —00 N
1 For higher order singularities such as f = |x|™%, the fluctuations are supposedly of order N, non-

Gaussian, and essentially local functions of the limiting point process.
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Theorem 1.1. There exist , C > 0 such that forany g > 1, N > land z = E +in
withO <n<nand A —n < E < B+, we have

(Cq)?/? (Cq)?

E _ q g .
[Isn(z) —my (2)|7] N +N‘1|z—AI‘1/2|z—B|‘1/2

Remark 1.2. Proposition 3.5 extends this local law to £ ¢ [A — n, B + n], with the
(Cq)*
(Nm? -

slightly worse bound

Remark 1.3. For quadratic V, that is for the Gaussian S-ensembles, the second term
in the bound of the local law can be removed (see Remark 2.2): for 0 < n < 7 and

/2
A—n<E<B+n wehave E[|sy(z) —m(2)|7] < <(C]\f,1’)7‘)’q _

Remark 1.4. The technical assumption (A2), which states that the potential grows at least
linearly, can be replaced to cover the case of V growing slower than x2, see Remark 2.4.

Theorem 1.1 is an important ingredient for the following estimates on the location of the
particles, improving the polynomial error terms of [18,19,21]. The logarithmic factor
in these rigidity bounds is optimal. Indeed, [25] shows that when 8 = 2, eigenvalues in
the bulk can fluctuate from their expected locations by as much as c(log N)/N. Below

and in the remainder of this paper, we denote k= min(k, N +1 — k).

Corollary 1.5. For any D > 0, there exists C > 0 such that, for any ay/log N — oo,
for N large enough,

2.1
]P( max ﬂp\k — %l > C(logN)N3k3> < NP,

ke[[aN,NfaN

Universality of the Tracy-Widom distribution [11,21,48] suggests P(Aoy > B +
xN~%/ 3) < e_”m, and [60] establishes this right tail for the GBE. For general V, we

prove an exponential decay with exponent 3 /4, as a consequence of our local law outside
of the trapezoidal region where Theorem 1.1 holds.

Corollary 1.6. There are constants c, C > O suchthat, forany N > landx € [0, N 2/ 3],
i (Elk € [1, N], Ae ¢ [A XN B+ xN_2/3]) < Cexp (—cx¥).

Finally, we note that Theorem 1.1 easily gives subsequential convergence of the point
process at microscopic scale at any energy level E. For E in the bulk or at the exact edge
much more is known, namely fixed energy universality [11,21,48,57,74]. The result is
new for varying E at intermediate energy levels. More importantly, it shows tightness
directly follows from loop equations.

Corollary 1.7. Let E = Ey € [A, B] be a deterministic sequence and let £(E) be as in
(1.3) below. Then the point process Y _; 8., —E)/e(E) 1S tight for the vague topology.
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1.2. Logarithmically correlated field. Before stating our second main result, we intro-
duce some further notation. We consider the principal branch of the logarithm, extended
to the negative real numbers by continuity from above, that is log(re') = log(r) + i6
forany r > O and 0 € (—m, ]. As is usual, we define z% by €% log(@) For any E € R,
we set

k(E):=|A—E|A|B—E| and

N=lk(E)"Y2 ifEe[A+ N33 B— N2/,

E):= 1.
HE) {N‘2/3 otherwise. (1.3)

The length £(E) is the microscopic scale at £ € [A, B], that is the typical spacing
between particles close to E. We also define

N
Ly(E):= Y log(E — ;) —N/log(E—x)dw(x). (1.4)
j=1

The following theorem says that fluctuations of the field L y are asymptotically Gaussian
with log-correlated structure independent of V up to the edge. Further, the real and
imaginary parts of L y are asymptotically independent. We refer to Sect. 1.3 for a review
of previous related results.

Theorem 1.8. Forfixedm > 1,let (Ey, ..., E;)N>1 beenergylevelsin[A, B] possibly
depending on N. Let §; = 71;(% — 1)log(k(E;) v N723) for 1 < i < m. Assume that
foreach 1 < i, j < m, the following limits exist,

|Ei—Ej|VE(E;)

o log(|E; — Ej| Vv L(E})) 4 b 1i
@ =i S ey b= Jm
g N—00 log N

)

and denote a = (a;j)1<i, j<m and b = (bjj)1<i, j<m- Then, the following convergence
holds in distribution.

l% (ReLy(E1) —61,...,ReLy(Ey) — 6, ImLy(E),...,ImLy(Ey))

(0 (68)

Note that by our definition of log, for x € R*, Imlog(x) = w1,-o and therefore

%Z,ivzl Imlog (E — Ax) counts the number of eigenvalues greater than E. We can
therefore answer (1.2), extending to generic V and any g, Gustavsson’s famous central
limit theorem [41] for the GUE, and its analogue for the GOE [68]. For the statement,
consider the normalized eigenvalue displacements, for 1 <n < N,

Yn(m) =nN,| logNQv(Vn)(/\n — VYn)-
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Corollary 1.9. For fixed m > 1, let ny, ..., n, € [1, N] possibly depending on N.
Assume that for each 1 < i, j < m, the limit

n-*n-VZ n;
1Og(ly, Va,l (y’)/\l)

bij = lim <)
N—00 —log N

exists, and denote b = (b;j)1<i, j<m- Then, the following convergence holds in distribu-
tion:

I, ... Yy ) —— A0, b).

Remark 1.10. If ny A (N — ny) = O(1), then b1; = 0: This corollary does not identify
fluctuations at the edge of the spectrum, as expected, e.g. forn; = 1 fromthe convergence
of N23(A = X)) to the Tracy-Widom distribution.

Finally, [22, Theorem 1.5] states that the real part of the log characteristic polynomial
of a (real or complex) Wigner matrix is log-correlated (in the bulk of the spectrum) in the
limit of large dimension, conditional on the same being true in the GOE and GUE cases.
The proof of this theorem applies equally to the imaginary part of the log-characteristic
polynomial, and therefore Theorem 1.8 also holds in the Wigner case.

Corollary 1.11. Let 11 < ... < Ay be the eigenvalues of a real (resp. complex) Wigner
matrix as defined in [22]. Let k > 0 and E1, ..., E, € [-2+ «,2 — k] satisfy the
hypothesis of Theorem 1.8. Then the conclusion of Theorem 1.8 holds with 8 = 1 (resp.

g =2).

1.3. Related works. We now describe part of the rich literature on rigidity and central
limit theorems in contexts related to the measure (1.1). For many other facets of the 1d
log-gas we refer to Peter Forrester’s book [34].

Local law and rigidity. Typically, (weak) local laws refer to the number of particles
in any mesoscopic ball behaving as predicted by the macroscopic equilibrium measure,
while rigidity (sometimes called strong local law) means the fluctuations are smaller than
for independent particles. Rigidity often appears in the context of long-range, repulsive
interactions and is an important step in many proofs of universality in random matrix
theory [30]. These notions and the following results are meant to hold with overwhelming
probability, 1 — O(N~?) for any D > 0.

For B-ensembles, [18,19,21] provided the first rigidity bounds (see also [75] for the
GpE), with optimal polynomial scale, i.e. Corollary 1.5 with N°() in place of C log N.
For particles in the bulk, [62] extended these results to the multicut case. For systems
out of equilibrium, a dynamic approach provided rigidity bounds which are of order
(log N )¢ /N in the bulk [43], and hold up to the edge [1]. For discrete S-ensembles, [40]
obtained rigidity bounds similar to [18,19,21], also by combining loop equations with a
multiscale analysis of local Gibbs measures. For the circular S-ensembles, [51] proved
rigidity on the scale C(log N)/N based on Selberg’s integrals, and [66] identified the
correct order of the variance for the number of particles in intervals for the GSE.

We expect that the optimal rigidity scale (log N)/N from Corollary 1.5 holds for
Wigner-type matrices. The first rigidity bounds for (generalized) Wigner matrices were

proved in [31], of order ecUoglogN )? /N. For Wigner matrices, [79] gave the extreme
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fluctuations O((log N )¢ /N), and the current best explicit C = 2 follows from results
in [39].

In dimension two, the log-gas corresponds to the Coulomb interaction. Local laws
for general temperature appeared in [9,58], together with rigidity in [9], in the sense of
O(N¥?) fluctuations for smooth enough linear statistics, on any mesoscopic scale. For
the Coulomb gas in greater dimension, [7] recently obtained local laws and [72] proved
rigidity bounds. Rigidity of the number of particles in domains with smooth boundary
is still open for the Coulomb gas in dimension d > 2. One expects the variance to be
proportional to the boundary’s surface [64]. For advances on this conjecture in the case
of the hierarchical Coulomb gas (resp. determinantal point processes), see [23,38] (resp.
[32)).

Theorem 1.8 identifies the exact fluctuations for the number of particles in intervals,
for general B-ensembles. Its proof exploits the full strength of Theorem 1.1, in particular
its validity up to the microscopic scale, and Gaussian decay reflected by the factor ¢9/2
(see Sect. 1.4).

Fluctuations of singular linear statistics. Johansson’s method [44] has inspired many
works on anomalously small Gaussian fluctuations, for smooth enough linear statistics
of particles distributed as in (1.1). Approaches also related to a renormalized energy [12],
resp. Stein’s method [52], have allowed the possibility of a critical external potential V,
resp. quantitative such CLTs. However much less was known for test functions with poor
regularity, such as indicators. Charge and potential fluctuations were predicted in [34,
Sections 14.5.1, 14.5.2] to be Gaussian with logarithmic variance, but all rigorous results
were restricted to eigenvalues densities which either are integrable (e.g. determinantal),
or admit a sparse random matrix model.

On the integrable side, Theorem 1.8 unifies and extends previous results about the
classical invariant ensembles. As previously mentioned, Gustavsson proved a joint cen-
tral limit theorem for Im Ly for the GUE [41], based on a general technique by Costin
and Lebowitz [26], and O’Rourke proved analogous results for GOE and GSE [68].
These results also hold for general external potential V in the bulk [56] and 8 = 1, 2, 4,
thanks to a comparison technique which reduces the result for general § to the case of
quadratic V. Concerning Re Ly, joint Gaussian fluctuations were proved for 8 = 2,
quadratic V and energy levels independent of N [47]. More was known for random uni-
tary matrices: Re Ly and Im L y evaluated at one point are asymptotically Gaussian and
independent [45], as in Theorem 1.8, and Re Ly, Im Ly evaluated at multiple points
convergence to a log-correlated field [16].

On the sparse matrix model side, Augeri, Butez and Zeitouni have recently proved
the one dimensional central limit theorem for Re Ly (E) in the bulk, and quadratic
V [8]. Their method is completely different from ours and applies to a wide class of
Jacobi matrices: The characteristic polynomial of the GSE satisfies a recurrence, a
consequence of the Dumitriu-Edelman tridiagonal model [28]. Using this approach, Tao
and Vu [78] proved a CLT for Re Ly at E = 0, for GOE and GUE (see also [27,65]);
their method applies to any B, and from this point of comparison they extended the
result to some Wigner matrices (see below). The study of the recurrence when E # 0
[8] is considerably harder. This recurrence was also analyzed in [55], resp. [54], for E
in the upper half plane, resp. at the edge of the spectrum. In particular, [54] proves the
CLT for Re Ly (B + AN~2/3), with convergence to the same Gaussian random variable
for any . = O(1). Concerning Im log L, Gaussianity of the number of points in one
large interval was obtained for the limiting sineg process, again based on the inductive
analysis of a related random Schrodinger operator [49].
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Such results are universal in the class of Wigner matrices. Tao and Vu generalized

Gustavsson’s theorem on Im Ly to Hermitian Wigner matrices under a four moment
matching condition, in the bulk [77]. This CLT and its real symmetric analogue [68]
were then extended to Wigner matrices with finite moments [22,56]. At the edge, joint
fluctuations of Im L 5 are known for generalized Wigner matrices [17,21]. Concerning
Re Ly, the CLT at E = 0 was known again under a four moment matching assumption
[78], a condition removed in [22].
Related topics. Our work is connected to the following lines of research. First, central
limit theorems for smooth enough linear statistics also hold in higher dimension, for
Coulomb systems, as first proved for the Ginibre ensemble [71], then general V, 8 =2
[3], any temperature for d = 2 [10,59] and d = 3 [72]. This raises the question of
upgrading these results to an analogue of Theorem 1.8, i.e. fluctuations of the electric
potential and the charges.

Second, Theorem 1.8 states that L ; belongs to the universality class of log-correlated
fields, see [5] for a survey on these fields and their connections with branching random
walks, the Gaussian free field, random matrices, and analytic number theory. This sug-
gests the following asymptotic behavior for the maximum of Re L (or Im Ly):

2 3 (d
(EIeI[li),(B] Re LN(E)) — \/;<logN —2 loglog N) m Z,
Z arandomly shifted Gumbel, (1.5)

see [37] for a precise conjecture in the case of the GUE. Fyodorov, Hiary and Keating
initiated such predictions, both on macroscopic and mesoscopic intervals, motivated
by the analogous question for ¢ [35,36]. Parts of their program are proved, including,
in the context of log-gases: the first order for the CUE [6], the Ginibre ensemble [50]
and unitarily invariant Hermitian ensembles [53]; the second order for the CUE [69];
tightness of the third order for the more general CSE ensemble [24].

Another common property of log-correlated fields is the convergence to Gaussian
multiplicative chaos of the measure obtained by exponentiating the field. For the measure
(1.1), we expect that

eV Re Ly (x)
should converge in distribution with respect to the weak topology to a Gaussian multi-
plicative chaos measure for any y € (0, y.), and to zero for y > y., with y. = +/28.
A similar result should hold for Im L. Such a convergence has been shown for the
CUE [67,80], unitarily invariant Hermitian random matrices [14,25], classical compact
groups [33], and the GOE, GSE [46].

In a different direction, the method presented in this article is based solely on the
loop equations. This provides an example where such a hierarchy alone implies conver-
gence of the point process along subsequences, and precise fluctuations of the individual
particles and the potential, despite non summable decay of correlations. For more on
(generalized) BBGKY hierarchies and their consequences on charge and potential fluc-
tuations, see the review [63].

1.4. Outline of the paper. We briefly describe the next sections and the ideas of the
proofs, which are based on loop equations. This hierarchy was instrumental in obtaining
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partition function expansions in [15]. Combined with the rigidity from [21], it also
provides a CLT on mesoscopic scales [13]. We show it gives information up to the
microscopic scale.

Section 2 contains the proof of local law in Theorem 1.1. We encourage the reader
to first consider the case of quadratic V, so that the technical Sect. 2.3 can be skipped.
The main novelty is algebraic, with a pertinent combination of loop equations. These
are first simply written in terms of moments of Stieltjes transforms in Proposition A.3,
presenting a crucial combinatorial gain compared to the expression in terms of cumulants
[15]. Then Sect. 2.2 shows combinations of this hierarchy up to order 4g — 1 control the
2g-th moments of the centered Stieltjes transform, see Eq. (2.13). The possibility of this
combination was inspired by Lee and Schnelli [61], who introduced a new method for the
proof of local laws for matrices with independent entries, based on recursive moment
estimates. For non-quadratic V, Sect. 2.3 bounds a critical term based on complex
analysis, explaining our Assumption (A1).% Section 2.4 concludes the proof of Theorem
1.1, appealing to an appropriate stability lemma from Appendix B.

Section 3 proves some consequences of the local law. Proposition 3.1 gives Wegner
estimates, a result essential for the proof of Theorem 1.8 and of independent interest;
the key input is the Gaussian tail of sy —my . Section 3.2 proves Corollary 1.6, based on
an extension of the local law outside the trapezoidal region, obtained in Sect. 2.5. The
derivation of Corollary 1.5 in Sect. 3.4 is more subtle: A direct application of the Helffer-
Sj6strand formula with the local law as input would give fluctuations (log N)3/2/N in
the bulk. To reach (log N)/N, we combine the local law and Johansson’s method [44];
this relies on rigidity on scale (log N)¢ /N for some biased measures, which is obtained
thanks to the Gaussian decay in Theorem 1.1, again. In Sect. 3.6, the local law and the
Wegner estimate reduce the proof of Theorem 1.8 to Gaussian fluctuations of Ly (z)
with Im z slightly above the microscopic scale.

This central limit theorem for Ly (z) is proved in Sect. 4. For these smooth linear
statistics, Johansson’s classical strategy applies. We follow an effective implementation
of this method on mesoscopic scales, from [20].

Notation. In this paper, the large (resp. small) constant C (resp. ¢) may vary from line
to line, and only depends on the fixed 8 > 0 and V satisfying the assumptions (A1),
(A2), (A3), (A4).

2. Proof of the Local Law

In this section, our goal is to prove Theorem 1.1, the local law in a trapezoidal region
above the segment [A, B]. In Sect. 2.5, we apply the same strategy to obtain a partial
local law outside of the trapezoid.

2.1. Preliminaries. We present in this section several known results concerning the
equilibrium measure, py, see for example [2], Proposition 1 and Equation (2.22). The
equilibrium measure py (df) = oy (¢)dt is supported on a single interval [A, B] and
satisfies, for any x € (A, B),

B
Ly =p.v./ ev@®dr, 2.1)
2 A X —1

2 We believe our results hold for smooth V, by replacing the use of Cauchy’s formula by Green’s theorem
for high order quasi-analytic extensions of V. We do not pursue this direction, for the sake of simplicity.
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Recall that V is analytic in R and let €2 denote a simply connected open set of the complex
plane, containing R such that we can extend V analytically in Q2. For any ¢ € [A, B],
we can write the equilibrium density as

1
ov(t) = ;r(t) (t—A)(B—1), (2.2)
where
L BV -V® de
r(Z)'_E/A i1 Ji-AB-D @3

is analytic in 2. Moreover, Assumption (A3) means that the function r has no zero in
[A, B].

Recall that for any z € C\[A, B], we define the Stieljes transform of the equilibrium
measure as

my(z) = fB evi) g (2.4)
A t—2z
Then, for any z € Q\[A, B], we have
2my (z) + V'(2) = 2r(2)b(2), (2.5)
where
b(z):=vz—AVZz—B (2.6)

and we recall that we always use the principal branch of the square root, extended to
negative real numbers by /—x = i/x for x > 0. Note that b is an analytic function in
C\[A, B], and satisfies b(z) ~ z at infinity.

For any z € €, introduce

B V/ )\‘ _ V/
h(z):= f %Qv()\) dA, 2.7)
A —Z

which defines an analytic function in 2. Then, for any z € Q2\[A, B], we have
my ()2 + V' (@)my(2) +h(z) = 0, (2.8)

which we refer to as the fixed point equation for my(z). The main strategy for the
proof of the local law is to show that the empirical Stieljes transform sy (z) satisfies
approximately the same fixed point equation. Properties of this quadratic equation are
discussed in Appendix B.

Finally, we state two estimates for the distribution of particles that we will use. The
first one is a rough rigidity result. For any ¢ > 0, there exist constants ¢, C > 0 such
that

P(3k € [1, N, |Ax — yi| =) < Ce V. (2.9)

This is a consequence of the large deviation principle with speed N2 for the empirical
measure, see [4, Theorem 2.6.1], combined with the large deviation principle with speed
N for the extreme eigenvalues, [4, Theorem 2.6.6] which holds up to a condition on the
partition function that follows from [73, Theorem 1 (iii)]. The large deviation principle
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with speed N for the extreme eigenvalues can also be found in [15, Proposition 2.1].
Note that we need Assumption (A4) here to guarantee that the rate functions appearing
in the large deviation principle for the extreme eigenvalues do not vanish outside of
[A, B].

To state the second estimate we use, let QiN) (s) denote the 1-point function for the
eigenvalues under py, which satisfies, for any continuous bounded function g,

N
(V) =1 ,
/R g()0)(s)ds = E N;g@])

Then, there are constants M, c > 0 depending only on V and §, such that for any
Is| = My,

oM (s) < e NV, (2.10)

For a proof, see Pastur and Shcherbina [70, Theorem 2.2 (i)].

2.2. Combining loop equations. In order to prove that the empirical Stieljes transform
s(z) approximately satisfies the fixed point equation (2.8), forany z € Q\R, we introduce
the random function,

P() =522+ V' (2)s) +h(2),

where for brevity we have written and will continue to write s (z) = sy (z). In this section,
aiming at a result analogous to [61, Equation (3.3)], we combine the loop equations (see
Appendix B) to express them in terms of P(z).

Recalling the definition of the function 4 in (2.7), for any z € €2, we introduce the
random variable,

N

1 Vi) =V’
AG) = (ﬁ ZM) e 2
k

=1 k—z

where the dependence in N is again kept implicit in the notation for brevity. Furthermore,
for any z, w € Q\R, we set

9 (M) ifw # z,
[z, w) = {1“’” z—w . # (2.12)
75"(2) ifw=z.
Then, for any n > 1 and z,z1,...,2,—1 € Q\R, we write the loop equations for

moments from Proposition A.3 as

n—1 n—1
E [mz)z +V'@s@+h@) [ ] s(zl-)] + % (% - 1) E [s%z) I1 s(z»}
i=1 i=1

n—l1 n—1 n—1
2 =1 (g
+N_2,3 ZE [Mﬂz, zj)} +E |:A(z) ]_[ s(a)} =0.

j=1 $(zj) i=1
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Fix some z, w € Q\R. For any integers u,v > 0,taken = u+v+1,z1,...,2, = w
and 7,41, ..., 2n—1 = w. Then, noting that s(w) = s(w), the loop equation becomes

B[ + V@5 + h@)s@)'sw)' ]+ + (% - 1) E[s'@sw)"5(w)"]
+ NL%E [us(w)uflf(w)vf(z, w) +vs(w)'sw)" ' £z, w)]

+E[A@)s(w)"5(w)"] =0,
and recalling the definition of P(z), we have
u—= v 1 2 / u—= v u—= v
E[P(2)s(w)'s(w)’] = N (1 - B)E[s @)sw)"s(w)’] = E[A)s(w)"s(w)"]
- N%BE [ £z w)as (sy'sw)?)
+/ @ s (sw)'5w)”) |
For any integer g > 1, we compute

E| P(2)P@)?™ P(w)]

_ Z (g — D! q!
ay'bylci! ar!br!cr!

aj+bi+c1=q—1
ar+br+cr=q

V@) () V()R ) E | P(2)s w2 15wy |
1

== (1 _ %) E [s’(z)P(w)q—lﬁ(w)Q] —E [A(z)P(w)q_IF(w)q]

— g [F s (P P) + £ (P Pao)].

Hence we have that for any z, w € Q\R,

. I:P(Z)P(U))qilﬁ(u))q] =E I:(% (1 - %) S/(Z) - A(Z)) P(w)qlﬁ(w)q}
N Z(quz_,sl)E [ £z w)@sw) + V() Py Pw)?
2q

- 3B f @ M@+ V wniper?].
(2.13)

Finally note that under the measure ugf,”b] defined in (A.6), for which particles are
confined to the interval [a, b], by combining the loop equations from Proposition A.5,
we can prove in a similar way, for any z, w € Q\[a, b],
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B P(2) P )T~ Py ]

= Ele?] [(% <1 — %) s'(z) — A(z)> P(W)q_lﬁ(w)q}

- 2(;—2_/3%[“’“ [ £z w)@sw) + V/(w)) Py Pw)?|

B NZ_ZqﬂW] [ @5 ) + V w)I P ?]
N 2 [ 3E@PIP(w)?= 1P (w)] . 3, Ele-b1[ P ()4~ P (w)4]
N2

z—a z—>

2 <aa In Z"! L dln A

e ) B [Py P@)?]. @14

z—a z—>b

2.3. Boundon A. Inthis section, our goal is to prove the following bound on the quantity
A(z) defined in (2.11).

Lemma 2.1. For any compact set K C R, there exist C > 0 such that for any z € K
and any g, N > 1,

(€)%
E[1a@P] < =T

Remark 2.2. For quadratic V, A(z) = 0, so the above bound is trivial and this section
can be skipped. Non-vanishing A is responsible for the second error term in Theorem
1.1 (see the chain of inequalities from (2.34) to (2.38) below), so that the local law is
improved for Gaussian S-ensembles as mentioned in Remark 1.3

Recall that the function r (see (2.3)) is analytic in 2 and, by Assumption (A3),  has no
zero in [A, B]. We fix some constant § € (0, 1] such that the region

{x +iy:x € [A —65, B+668],y € [—65, 65]}

is included in €2 and does not contain any zero of r. In order to prove Lemma 2.1, we
will work under the confined distribution of particles

A—8,B+5 1 l_[
dMgV +]()\'17"7)\N):: [A—S,B+6] : |)\'k_)"l|ﬂ
Zy 1<k<I<N

N
N
. 1_[ @_%V(kk)ﬂ)\ke[A—S,BﬂS] dhg.
k=1
We denote by E[4 %841 the integral with respect to ME\’;‘_S’BW.
For any k > 1, consider the rectangle with vertices A — k6 + ik, B + k§ + iké,
B +ké — iks, A — ké — k6, and denote by Ry the corresponding closed contour with
positive orientation. We will first prove the following preliminary lemma, establishing
a local law on the rectangle R3 under the law PI4=3:8+31 'We will then write A(z) as a
contour integral on R3 in terms of s — my in order to prove Lemma 2.1.
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R

20 26

Fig. 1. Illustration of the contours used in the proof of Lemma 2.3. The point w is fixed on R3. The point z
will be successively taken in R, then in R4 and finally in R3

Lemma 2.3. There exist constants C, ¢ > 0 such that, for any w € Rz and g, N > 1,

(Cq)?

+Cle N,
N24

BB 15 ) — my () ] <
The proof of this lemma makes use of ideas of Bourgade, Erdos and Yau, [18, Lemma
2.2] and [19, Lemma 3.3], for convex and non-convex potentials, respectively. The idea
is to integrate the combined loop equation (2.14) with respect to z on a contour around
the spectrum to get rid of the term involving A(z), which is analytic inside this contour.
We use this to get bounds on moments of P(w) in terms of moments of P(z) at other
points z and we conclude using the maximum principle (Fig. 1).

Proof. In this proof we only work under the measure u[/(?*s’m‘s], so we write [E instead

of EIA=3.B+3] for brevity. For any z, w € Q\[A — 8, B + 8], we set

ou(2) =P @) Pw)?™ " P(w)! — % (1 - 3) '@ P )T P (w)?

B
+ 2(j’v—;ﬂl)f(z, w)(2s(w) + V' (w)) P(w) 2P (w)?
- Nz—fﬂf(z, W) (25 (w) + V' (w))| P(w) 2972,

Then, combining (2.14) with Lemma A.6, there exist constants ¢; > 0 such that, for any
w € Ryand z € Ro,

Elgu (@] +E[A@Pw)? Py =0 (creV), (2.15)
where the error term is uniform in z and w. From (2.15) and recalling that r is uniformly

bounded away from 0 on R; because its zeroes are at distance at least 65 from [A, B],
we have

1 / Elpw ] +EIAQ@P@TTP@) (cremm),
2im IR, r(z2)(z — w)

uniformly in w € R3. The function

E[A(z) P(w)?~ P (w)?]
r(2)(z — w)
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is holomorphic inside the rectangle R3 so its contour integral over R, is zero and we
deduce

1 E .
L[ Blew@l o (ctemV), (2.16)
2im Jr, r(2)(z —w)
uniformly in w € R3. The function z Elew@I i holomorphic on Q\[A — &, B +§]

r(z)
so the Cauchy integral formula yields

1 Elpw@1 _lE[tpw(w)]JrL/ Elgw(2)] dz. (2.17)

2in Jr, r@z—w)  rw)  2in Jr, r@)(z —w)

On the other hand, recalling the definition of ¢, (z), uniformly in z € R3 U R4 and
w € R3, we have

CIP)PT~!  Cq|P(w)1—2
N N? '

0@ = P@P ) Py| < 2.18)

Combining this with (2.16) and (2.17) and recalling that r is uniformly bounded away
from 0 on R3, we get

2q-1 2q-2
E[IP(w)P‘I] < E[C'P(w)| !, CalP)* }

N N2
1
Ra r(z)(z — w)

Recall Young’s inequality says thatif x, y > Oanda, b > 1 aresuchthata~!+bp~! =1,

then xy < §+%.Choosingx =4C/N,y =|P(w)|* 1 /4,a = 2g,b=2q/2q—1)
we have

CIPw)P=! 1 40y 2 —1|Pw)? _ 4C) |P(w)*
N S 2q N 2q 424/2¢=1) T N2 4

.. 2q-2 4 2
Similarly, we have €220 < (41534) + ‘P('Z)l !

of the constant C, we have

and therefore, up to a modification

(Cq)?

N2 dz|+C%e™ N, (2.19)

+C

E[IPw)] <

f E[P(z)P(w)?~ ' P(w)?]
Ra4

r(z)(z —w)
for any w € Rs.

We now bound the integral over R4. Recall P = s2+V's+h and m%, +V'my+h =0.
It follows that

P=s>—m}+V'(s—my)=(s—my)*+Qmy +V')(s —my) (2.20)

and therefore
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/ E[P(z) P(w)4~'P(w)]
R4 r(z)(z — w)

-F [P(w)q—lp(w)q / (5(2) —my (@) + Qmy(2) + V(@) (s(z) — my(2)) dz:|
Ra r(2)(z —w) i

Moreover, recall from (2.5) that, for any z € Q\[A, B], 2my (z) + V'(2) = 2r(2)b(2),
where b is an analytic function in C\[A, B], which is always a square root of (z — A)(z —
B) and such that b(z) ~ z at infinity. Therefore, we have

2my(2) + V'(2)(s(z) —mv(2) dz =/ b(z)(s(z) —my(2)) d
R4 r(Z)(Z - w) Ra

Z—w
Since s and my are Stieljes transform of compactly supported probability measures, they
both satisfy s(z) = 7Ly O(z‘z) andmy () =z 1 + O(z_ ) as |z] — o0. Hence, the

function z — }M is holomorphic on and outside R3 and behaves as O(z ~2)
as |z] — oo. Therefore by the Cauchy integral formula with residue at infinity, we get

/ b(z)(s(z) —my(2))
R4

I—w

dz = 0.

Hence, we have

/ E[P(z) P(w)?~ 1P (w)] ‘
dz| =
R4

/ E[(s(z) — my (2))?P(w)4~'P(w)9] dz'
R4

r(@)(z —w) r(z)(z —w)
< € max [E[6(2) = my@)* P@) Py’
< € max [E[ @) = my@)* Py~ Pyt |

2.21)

where we applied the maximum principle to the function z — E[(s(z) — my(z))?
P(w)?~ VP (w)?], which is analytic outside the contour R3 and tends to O at infinity.
Applying Young’s inequality again, for some A > 0, with x = Als(z) — my(2)|%,
y =3P, a=2q,b=12q/(2q — 1), we have

— 22 1
E[6@ —my@? P Pwy]| < ToE[ls@ —my@i ]+ JE[IPaP].
(2.22)
Coming back to (2.19), applying (2.21) and (2.22) and choosing X large enough depend-
ing on the other constants, we get that, for some constant C > 1,

2q @ q _ 4q q,—c1N
E[lP(w)l ]g i+ C ?;%E[m(z) my )| ]+Ce . (223)

for any w € R;3.
Using 2my + V' = 2rb and our definition of §, we see there is a constant ¢; > 0 such
that [2my + V'|(z) > 2c; for any z € R3. Therefore, if |s(z) — my (z)| < ¢, then it
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follows from (2.20) that |s(z) —my (2)| < |P(2)|/c2. We define the event E, :={|s(z) —
my (z)| < €}. Then, if ¢ < ¢2, we get

E [|s(z) - mv(z)|4‘1] <M. %E [|P(z)|2q] + CMP(ES) (2.24)
Czq

where on event E we simply used that [s(z) —my (z)| < C. We choose ¢ := cz/(2\/6)
where C is the constant appearing in (2.23). Then, it follows from (2.9),3 that there exist
constants c3, C3 > 0 such that for any z € R3, P(EY) < Cze 3N, Coming back to
(2.23), we get, for any w € R3,

Cq 1
(quz + 2 max E [|P(z)|2q] +CYMCye~N 4 CleN.
zZeER3

E[IP)] <

We take the maximum over w € R3 and bring the term 2%1 max cR, E[| P(2)|?4] to the
left-hand side to get, up to a modification of the constant C,

Cq)? Ve
max E | |[P(w)* | < (a7 + Clem(C1Ve)N (2.25)
w€R3 qu
Finally, proceeding as in (2.24), for any w € R3, we have

1
E [ls(w) — mv(w)|2q] < TqE [|P(w)|24] +CM . C3e7N,
)

which, combined with (2.25), concludes the proof. o

Proof of Lemma 2.1. Fix a compactset K C Q2. We will first prove there exist C, ¢ > 0
such that for any z € K and any ¢ > 1,

+Cle™eN, (2.26)

[A—5, B+5] 2] - (Cq)?
E [la@P] < =5

For this we write A(z) as a contour integral on R3: PlA—8.B+3]_5 5 we have

AG) = .i/ V) = V@ () — my w)) dw,
R3 w—=2z

because the function w — %::(Z) is analytic in Q. Since Y=V (“;j:ZV @

bounded for w € R3 and z € K, we get, using Jensen’s inequality,

is uniformly

|A(z)[% < C1 / |s(w) — my (w)|*? Leb(dw),
R3

where Leb denotes the Lebesgue measure on R3. Taking the expectation E[4~%-8+3] and
applying Lemma 2.3, we get (2.26).

3 Recall that we are working under PlA=8.B+8] Note that the function A € [A—36,B+6] — le is
bounded, as well as its derivative, uniformly in z € R3. Therefore, for any & > 0, there exists &’ > 0 such
that, for any z € R3, PIA=8:B+1(g¢) < plA=3.B4] () where F:= {3k € [1, N], |rx — yk| > &’}. Then,

we have PIA—8.B+01(F) < P(F)/P(Vk, Ay € [A — 8, B +§]) and we can apply (2.9) to both probabilities to
get the desired result.
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Now we want to replace El4=3-8+31 by [E. First note that

- (Cq)1 -
E[1A@ P Uvkpeeraspen | < BP9 [|a@ | < -+ 09N, @27)

by (2.26). Let My and M be the constants given by Assumption (A2) and (2.10) respec-
tively. We fix some M > max(My, M) such that [A — §, B + 8] S [-M, M]. On the
event {Vk, A € [—M, M1}, there exists a constant C > 0 such that |A(z)| < C for any
z € K. Therefore, using (2.9), we have

E [|A(Z)|2q13k,kk¢[A—8,B+6]ILVk,Ake[—M,M]:I < C*PEk, A ¢ [A— 8, B+36))
< C2MeN, (2.28)
It remains to bound

E[IA@P aeaeomn | =E[IAQM Liyc-mormmazn]. (229)

where Apip := minjgirgny Ax and Apax = maxigirgn Ax. By definition of A(z), we
have, uniformly in z € K,

N

1 V0l
A <C+— C 1
A +N,§ (|Ak|+1+

V'l
ye[)‘min,)tmax] |y| + 1
< C 1+ V(min) + V(Amax)) ,

<C+C

where, in the last inequality, we used Assumption (A2). Therefore, we get
E [l A@)P1T5, <M or Amax>M]
< CIE[(1+V Gunin) + V O™ ) Ly < o1 21| -

The first term in this expectation gives P(Apin < —M Of Apax = M) < Ce=<N by (2.9),
and two other terms can be treated similarly. We now study

E [V()\max)zq Dmin <~M or Amax>M] =E [V()‘ma")zq Lnin <=M and ’\m""‘<M]
+E [V i L
<E[ (VO +C) Ly ]
+E[VOma) ¥ L]
We postpone momentarily the proof of the bounds

(Cq)*
N2

(Cq)™
N2
(2.30)

E[VOhain) Ly <] < and  E |V Gun)™ Lz | <
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Assuming them, we have

(Cq)*
E [lA(Z)P‘I ]l)»ming_M or )LmaXZM] < qu

which, combined with (2.26), (2.27) and (2.28) proves that

(Cq)*
N24

+Cle N,

E [|A(z)|2q] < +Cle N, 2.31)

Using that x logx > —1/e for any x > 0, we have that (CA?Z);(I > exp(—2N/(Ce)), so
up to a modification of the constant C, the second term on the right-hand side of (2.31)
can be neglected and the result follows.

Finally, we prove (2.30). The proofs of both cases are identical, so we focus on the

case Amax. Recall QEN) (s) denotes the 1-point function for the eigenvalues under xy and

note that, for any interval [a, b], we have P(Anax € [a, b]) < fab N QEN) (s) ds. Hence,
o0 N o
B[V O Uiz < [ VN0 ds <N [ Vit as
M M

using (2.10). By Assumption (A2), we have V'(s) > ¢ for s > M, so we can use the
change of variable x = V (s) and induction on ¢ to find

') 00 ds
f V(S)ququV(s) ds < / x2qefc1Nx_
M V(M) ¢

[e ¢
< C/ 124 = CINY g
0
2g)!
(c1 N)2q+1 ’
which proves the second part of (2.30). O

Remark 2.4. The proof of Lemma 2.1 is the only place where we use Assumption (A2).

As mentioned in Remark 1.4, this assumption can be replaced to include slower diver-

gence. For example,

V(x) V')l
> 1

lim inf and  limsup
x—=+o0 21n|x| x—too  |X]

< o0 (2.32)

works. The first part of this assumption is the usual assumption that ensures that the
measure in (1.1) is finite. The second part of (2.32) implies that |A(z)| is uniformly
bounded for z in a compact set, so we can directly bound the expectations in (2.28) and
(2.29) by C9e=“N . Therefore, under the assumption (2.32), Lemma 2.1 becomes

(Cq)?
N2

which is slightly better, and the local law in Theorem 1.1 becomes

E[|A(z)|24] < +CleN

(Cq)?/? CleN

_ q
E[ls(z) —my(@)?] < (Nmi 2= Ajal2z — Bla2

by following the same proof as below.



Optimal Local Law and Central Limit Theorem for 8-Ensembles 1035

2.4. Proof of the local law between the edges. In this section we prove the local law in
a trapezoid above [A, B], that is Theorem 1.1. With the loop equations combined as in
(2.13), we are able to show P(z) = s(2)% + V'(2)s(z) + h(z) is small. Since my (z) is
solution of the equation mv(z)2 + V/'(2)my (z) + h(z) = 0, this means that my (z) and
s(z) are close (see Lemma B.1 for the precise statement).

Proof of Theorem 1.1. We consider the constant ; > 0 given by Lemma B.3, and work
with z = E +in suchthatn € (0, 7] and E € [A — 7, B +1]. Recall that by the choice of
1, we have in particular z € €2, that is V is analytic at z. We start from the loop equation
(2.13) in which we take w = z and apply the triangle inequality:

E [|P(z)|2‘f] < ]E[ % (1 - %) §'(2)

[12(¢ — 1)
N2B

f(z, Qs +V (z))‘ |P(z)|%~ 2}

: |P(z)|2‘“} +E[1A@)] - P@P]

+E f(z,2)(2s(2) + V/(z»‘ : |P(z>|2‘7—2}

+E

I
(2.33)

Recall Young’s inequality: if x, y > 0 and a,b > 1 such that al+b1 =1, then

xy < ’;—a + %b. We apply it to each term, introducing artificially factors A and % for
some A > 0 and taking a = 2q, b = 2q/(2q — 1) for the two first terms and a = ¢,
b = q/(g — 1) for the two last terms. It follows that the right-hand side of (2.33) is

smaller than
,\Zq 2
2| (1 z)s @

2(qg —
_E H NZﬂ

2q )\2q
|-t
]
29 -1 g—1 2q]
¥ <2 2¢.24/2q-1) *2 qmﬂql))E[lP(z)l :

Taking A = 8, the last term is smaller than %E[lP(z)|2‘1 ], so we can bring it to the
left-hand side and get

H nop /@ DE@+V @)

B[1P@P] < 15[l @]+ B[ 18]

(Cq)?
N2

E[(If @ 21 +|f(z2l9) [2s) + V' @)|7].

Recall that we write z = E + in. Then, we have

N N
1 1 1 1 I
iy iy = m 5(z)
N P (A —2) N P A — z| n

'@ =
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and, recalling the definition of f in (2.12) and proceeding similarly,

1
1fz.2)] = —| o< M@ g
S s@=s@ Y@ Im s (z)
|f(z, D] = o7 iz S

Hence, applying also Lemma 2.1 to bound E[|A(2)|?7], we get

Cq)X
[|P( )|zq] ((Nq))zq [(Ims(z))2q +(Ims(2)? - |2s(2) + V’(z)|q] PGl qu)q ,
(2.34)

uniformly in z such that n € (0, 7] and E € [A — 1, B + 77].
We now assume additionally that £ € [A — 5, B +n]. We can therefore apply bound
(B.3) of Lemma B.1, noting that Im s(z) > 0 to get

15(2) = my (2| <c<'P(Z)' A|P(z)|1/2). (235)
|b(2)]

Let A:=(Ims(z)) Vv |2s(z) + V'(z)|. Note that
A <2s(z) —my @]+ (Immy @) Vv 2my(2) + V' (D)) < CUP@I* + b)),

where we applied (2.35) for the first term, and, for the second term, we used that 2my (z)+
V'(z) = 2r(z)b(z) by (2.5) and Immy (z) < 3 Im(r(z)b(z)) by (B.8). Hence, we get

(Cq)i/? (Cq)1
=[] < o (el or) < Se )+ SO o

by (2.34). Using that x < a/x + b for some a, b, x > 0 implies x < a® + b, we get

[|A|zq] €7 (Cq)

i T +CYb(z) ™. (2.36)

Plugging this in (2.34), we get

[|P( )|2q] (Cq)* N (Cq)?1b()* N (Cq)*

(N4 (Nm)% N2’ @37
2
noting that the crossed term C 1\(15)@4 qu - can be neglected.

We now distinguish two cases. First assume that [b(z)| > ./q/(Nn). Then we apply
successively the first bound in (2.35) and (2.37) to get

c 0l (€t (Cq™
B[k@ - mv @] < GrmE[IPOR] < 7 + o

where we used the assumption |b(z)| > ,/q/(Nn) to get rid of one term. Hence the
result is proved in this first case. We now assume that |b(z)| < ,/g/(Nn). In this case,
we apply the second bound in (2.35) and get
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E[ls@) —my @] < CTE[|P)I'] < CTE [|P(z)|24]1/2

Ca)? | (CQ2 b1 (Cq)?
T (NpM (Nn)4 Na

(2.38)

Using |b(z)| < /q/(Nn), the second term in the right-hand side of (2.38) is smaller
than the first one. So we only have to prove that

Cq)? _ (Cq?  (Cq)™
S + .
NY " (Nm)* N4 b(z)[*

If n < N~Y2, we simply bound N~ < (Nn)~24. If n > N~'/2, we get |b(z)| <
Jq/(Nn) < /q/N and therefore N™9 < ¢4 N~24|b(z)|~24. So the result is proved in
the second case and this concludes the proof. O

2.5. A partial local law past the edge. The local law in Theorem 1.1 has only been
established in a trapezoid region above the interval [A, B], thatis at a point z = E +in
suchthat A —n < E < B+n. In this section we show how the method used to prove this
local law can be extended past the edges. Recall that the constraint A —n < E < B+7
was required in order to use bound (B.3) of Lemma B.1 concerning the stability of the
fixed point equation satisfied by my. However, if this constraint is not satisfied we can
still apply the other bounds of Lemma B.1 to control the Stieljes transform s(z), with z
beyond the edge.
As in Appendix B, we define

V'(2)

my(z) = — —r(2)b(2).

which is the other root of the equation u? + V'(z)u + h(z) = 0 satisfied by my (z). The
following proposition shows that s(z) has to be close to my (z) or my (z), and a similar
bound on Im(s(z) — my(z)) follows from (B.2).

Proposition 2.5. Let ) > 0 be the constant given by Lemma B.3 and recall the definition
of k (1.3). There exist constants C, C' > 0 such that for any g > 1, N > 1 and any
z=E+inwith0 < n <ijand E ¢ [A —n, B+ 1], we have, ifn > (C'q)'/? /(N /x),

2 ~ 2 (Cq)* (Cq)? (Cq)™
£ ['S(Z) —my@IF Als@) =iy ) q] S Wnyaed ¥ Nayaga T N4

(2.39)

and, if n < (C'q)V? /(N J/x),

(Cq)? N (Cq)?
(Np)2a N4

E[ls@) = my@P Als@) — iy (@] < (2.40)

Moreover; the same bounds hold for E[|Im(s(z) — my (2))|%?].
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Proof. Recall we proved in (2.34) that

q 2q
E[lP@P] < (ﬁz))quﬁ [am s + Ams@)? - 252+ V@] + (qu;q ,
2.41)

uniformly in z = E +in such that n € (0, 7] and E € [A — 7}, B + 77]. Now we assume
moreover that E ¢ [A—n, B+n]. Forbrevity, let Y := |s(z) — my (2)|Als(z) — my (2)].
Then, on the one hand, we have

Cn

Ims(z) <Y+ (Immy(2)| VvV [Immy(2)]) <T+—,
[b(z)]

using |[Immy (2)| V [Immy ()| < |bc(;7)| by (B.10). On the other hand, we have

125(2) + V' ()] <27 + (12my (2) + V' ()| V 2y (2) + V' (2)])
=27 +2|r(2)b(2)| < 2T + C|b(2)|.

Moreover, we have |b(z)| < C/k because < k. Therefore, (2.41) becomes

2 (Cq)1 (Cq)™
E[|P(Z)| q] < W N

(E[TZq 1+ K7 2E[9] + r]q) + (2.42)

where we used 77/|b|?? < C. It follows from bound (B.1) of Lemma B.1 combined
with |b(z)| > ¢/« that

1P(2)|
Jc

T = [s(z) —my ()| Als(z) — iy (2)] < C ( A IP(Z)|1/2> . (243)

Using the bound T < C|P(2)|/+/x and (2.42), we get

(Cq)?
(Nn)2axd

(Cq)™

BT < Nera

(E[Tzq] + K1 PE[Y] + r)q) + (2.44)
We fix C’:=2C where C is the constant appearing in the last equation. We distinguish

cases. If n > (C’q)l/z/(Nﬁ), the factor (]ﬁ)qzzq,(q in (2.44) is smaller than 1/2 so with

can bring the term involving E[Y2¢] to the left-hand side and get

(Cq)? (Cq)? (Cq)*
(Nn)2axa/? N2dndxd  N24x4q’

E[Y%] < E[T7] + (2.45)

Using that x < ax'? + b for some a, b, x > 0 implies x < a’+b,it proves (2.39). We
now consider the second case: if n < (C'q)'/?/(N/k), we use Y < C|P(z)|"/? and
(2.42) to get

(€92
(Nn)d

Using that x < ax'/? + bx1/* 4 ¢ for some a, b, ¢, x > 0 implies x < a’+b*3 + ¢, we
get

Cqg)4
+(61)
N4

E[T%] < €7 -E[IP()] < (EIT91+ 1P EITI2) 4 172

’

Cq)? | (C*" 5 (CaI  (Cq)
(Nn)2a ~ (Nn)*a/3 Nana/2 N4

E[Y??] < (2.46)
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Then, using n < (C'q)'/? /(N /«) (note that, since n < «,itimplies n < (C'q)'3N—2/3),
we observe that the second and third term in the right-hand side of (2.46) can be bounded
by the first one. This proves (2.40). Finally, it follows from (B.2) that the bounds (2.39)
and (2.40) hold for E[|Im(s(z) — my (2))|?4] instead of E[T24]. O

3. Consequences of the Local Law

In this section, we apply the local law to establish various results: negligible expected
number of particles in a submicroscopic interval, rigidity at the edge, extension of the
local law beyond the trapezoid region and rigidity in the bulk.

3.1. Wegner estimate. The following estimate will be used in Sect. 4 to prove that we
can regularize the logarithm in the proof of the central limit theorem for the logarithm
of the characteristic polynomial.

Proposition 3.1. Let ) > 0 be the constant given by Lemma B.3 and recall the definition
of C(E) in (1.3). Let I = [E — SNL(E), E +SyL(E)] for some E € [A — 17, B+ 1] and
Sy — 0. Let N(I):=|{k : A € I}| be the number of particlesin I. Then E[N (I)] — 0
as N — oo uniformly in E.

Note that £(E) is exactly the microscopic scale (that is the typical spacing between
particles) at a point E between the edges, but it is larger than the microscopic scale past
the edges.

Remark 3.2. Instead of Proposition 3.1, we could prove the following quantitative Weg-
ner estimate: There exists C > 0 such that for any N > 1 and any interval I C R,
E[N(I)] < CN|I|. The proof of this claim relies on the observation that, for & < 1,
a translation of all particles by €/N to the left or to the right, depending on the sign of
Z,jcvzl V'(Ax) in the current configuration, results in a negligible change on the density
of particles (3.6).

However, this explicit bound only catches the size order of N'(I) in the bulk, and we
need estimates up to the edges. That is why we have to adopt a different strategy for the
proof of Proposition 3.1: in the proof of Lemma 3.4, we translate particles only locally.
This results in a smaller change in the part exp(—ﬁTN Z,ivzl V (Ax)) of the density, but
requires to deal with changes in the Vandermonde determinant part.

To prove Proposition 3.1, we will use bounds on the imaginary part of the Stieljes
transform s(z) which follow from the local law established in the previous section: Note
thatif I = [E — n, E + n], for some E € R and n > 0, then, considering z := E +in,
we have

=z

N 2

2n

N =3 Lp-pi<n < ) m—5p = 20N - Ims(@). 3.1
j=1 =1 E T

The following lemma proves that the number of particles in an interval of length ¢(E)

centered at E has bounded moments.

Lemma 3.3. Let 17 be the constant given by Lemma B.3. There exists a constant C > 0
suchthat, forany E € [A—n, B+n]andany N, q > 1, letting I :=[E—{(E), E+{(E)],

E[N(1)7] < (C)?/>. (3.2)
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In particular, for any t > 0, there exists a constant C; > 0 such that, for any E €
[A—n,B+n]landany N > 1,

E[e’N(”] <C,

Proof. We apply (3.1) with n = £(E) to get N(I) < 21N - Ims(z), where z:= E +in.
In order to bound moments of Im s(z), we will distinguish cases depending on if E is
in the trapezoid region or not. If E € [A — 5, B + 1], then it follows from (2.36) that

(Cq)1?  (Cq)1?

Ny + N2 +Cb(2)|1. (3.3)

E[[Ims(2)7] <
Therefore, we get
E[N(D?] < @nN)? - E[[Ims(2)|4] < (Cq)?* + (Cq)?*nI N/ + CU(Nn)|b(2)|%.

Note that n = £(E) < N~2/3 so n?N4/?> < 1. Moreover, distinguishing between the
cases k(E) < N72/3 and k(E) > N~2/3, we have |b(z)| < C(Nn)~! in both cases.
Therefore, we get (N1)?|b(z)|? < C? and this proves (3.2) in this case. Now assume
that £ ¢ [A — n, B + n], so in particular n = €(E) = N~2/3_ Then, it follows from
Proposition 2.5 that

(Cq) (Cq)?? (Cq)! 12
E [lIm(s(z) — my (2)17] < T ! Nqi’q/z n > (C'9)' /(N k),
Ccq) Cq)t
((z\t/]z)y)q (qu)/z n < (C')'? /(N ),
(3.4)

where k = «(FE). Using that (C’q)l/2 < Nn./k in the first case of (3.4) and that
n= N_2/3, we get

(Cq)1/?

E[Im(s(z) — my (2)|7] < N7

Since [Immy (z)| < Cn/s/k < C/(Nn) by (B.10) and N (1) < 29N - Ims(z), this
proves (3.2) in this case. The second case of (3.4) is clear. The second bound of the
lemma follows by writing the exponential as a series. O

We will prove Proposition 3.1 by induction. The previous lemma is our base case
and the inductive step is based on the following lemma, which shows that, if we reduce
sufficiently the len%th of an interval, the expected number of particles will be reduced
at least by a factor 7, say.

Lemma 3.4. Let 1) be the constant given by Lemma B.3 and E € [A — 1, B + 1j]. Let
I’ C I be intervals centered at E such that |I| < 20(E) and let

0:=E [N —1].

There exists a constant Cy > 0, depending only on V and B, such that, if |I'| = |I|/M
with M > Co0~ V% and if N > Cof~3, then

B[ 1)< 2.
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Proof. For the sake of contradiction, we assume that IE[eN a _ 1] > %.
First step: restrict ourselves to the case where N'(I1\1') = 0. We have

1+60=E [eN(I )+N(1\1 ):I 2 E [eN(I )]1/\/’([\]’):0] +E [eN(I )+1 1_/\/’(1\1/)>0:|

= (1 — 6) -E I:EN(I/) II-N(I\N):O] +e-E [eN(I/)] .

Using our assumption E[eND] > 1+ %9, we get

, e(l1+30)—1—06 de 9
E[M”ﬂ ,_] 4 P T R
¢ NIH=0| = e—1 e—1 ~ +2
This implies that
/ 0
E [(eN(I) - 1)]1/\[(1\1'):0] > 5 (3.5)

Second step: translate eigenvalues in I'. Let § := |I'|/2,so that I’ = [E — §, E +§].
Our goal is to translate eigenvalues in I’ by r§ for some r € {—6, —4, —2,2,4,6}.
Recall I = [E — M, E + M§] and we can assume M > 20, therefore the translated
interval I’ + rd is still included in I and far from the endpoints of I. Let i: R — R
denote a C!-diffeomorphism such that 4(x) = x forx ¢ I and h(x) = x +r8ifx € I'.
Let

1 BN N
Oy = e T 2 V00 T [ =2yl (3.6)
N 1<j<k<N

denote the density of the particles. Note thatif 1; ¢ I and Ax € I’, then

=)~k+'”5—)»j=1+ ré 14 ré L0 82
M —Aj e —Aj E—Xj |E—2j12)°

‘h()»k) —h(xj)
Ak — Aj

where we used that [A; — E| < 6§ < |A; — E|/M with M > 20, so that the O(. . .) terms
do not depend on any parameter (recall || < 6). We have, on {N (I\I") = 0},

Fhr1), ..., h(Ay))
SO, .. AN)
_ e_ﬂTN SN (VRO =V (i)

2 B
1_[ <1+ ré +O<8—
E—)j |E —Aj)?

Ajgl el

N
=exp (—'BTN Z <r8V’(E) + 0(82)> ]lxkel’)

k=1

ré 82 ﬂN(I/)
H 1+ +0
E—A; |E—)\j|2

)»j¢1
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B o NVIE ! °
=exp | BNUI)rs ) +O(8)+ZE—)LJ'+O<|E_)‘]|2) ’

Ajél

where the O(. ..) terms depend only on V (we used in particular that V" was bounded
on I’ C[A —1, B+ 1]). We consider the event

1 NV'(E
i ly L NVE)
E—2j 2
¢l

On the event A, we choose r > 0 and, on the event A€, we choose r < (. Therefore, in
both cases, we have, on the event A N {N (I\I") = 0} or AN {N(I\I) =0},

FROD, ... hON)) - | |
> —CNUHEN[1+=Y ————||. 37
R ) +NMZ%, E— 2 S0

where C depends only on V and . Letting z:= E +iM §, note that

N

1 1 1 2 2

— —g— —_— 1 .

NZ|E—,\,-|2 NZ|z—Aj|2 Mg M@
rj¢l j=1

Hence, setting ¥ := CN (I')8*N (1 + ﬁ Im s(z)), the right-hand side of (3.7) is larger
than e~ Y. Therefore, in the case r > 0, we have

E [(eN(I/) - 1)e*Y1Aﬂ{N(1\1/)20}]

</, @ — DIy =of (). ... hGy)) dAs .. dhy

= N(eN(h(I/)) = DInanayn=o0f i, ..., An)dry...dAy,
R

where we applied a change of variable, replacing h(A;) by A;, using that & fixes I.
Therefore, we proved, for r € {2, 4, 6},

E [(eN(l ré) 1)]]-./\/(1\(1’+r8)):0:| > E [(eN(” - 1)€7Y1Am{/\f(1\1/):0}]

and the same inequality holds for r € {—6, —4, —2} by replacing A by A°. Therefore,
we get for any r € {2, 4, 6},

E [(eN(I ré) 1)1N(1\(1’+r3)):0] +E [(eNU A 1)1N(1\(1’—ra)):o]

>E [ - De Lo (3.8)

Third step: getting a lower bound for E[(eN(I/) - l)e_YILN(,\I/):O]. Recall from

(3.5) that we proved ]E[(eN(I/) = DIxa\rm=ol > %. Usingthat l —e™> < yfory > 0,
we have

. [(eN(m - I)JN(’\I'PO] -k [(eN(I,) - 1)6_1/11/\/(1\1’)=0] <E [YeN(”)] .
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Recall z:= E +iM§. By (3.3) and Lemma 3.3 (we use here the assumption M = || <
2¢), we have

C

E [(Ims(z))4] < Wi

IE[N (1/)4] <C and E[eZN U/)] <C.

Recalling ¥ = CN'(I')(8*N + #NMS Im s(z)), it follows that (we use § < 2N ~2/3)

1 1
E [Yz] <C (((SZN)2 + —> <C <N—2/3 + —) .
M* M*
Therefore, applying Cauchy—Schwarz inequality, we get
E[Ye/\/u’)] cc(nr: )<l
M? 6

for M > Cy-0~/2 and for N > Cy -0~ where Cy is a well-chosen constant depending
only on B and V. We assume from now on that M and N satisfy these inequalities.
Therefore, we have shown

, _ 0
E [ = D Lyininmo| = 3 (3.9)

Fourth step: conclusion. Note that, since the events {N(I\(I' +r8)) = 0} N{N (I’ +
ré) > 0} are pairwise disjoint,

GZ]EI:eN(I)_l] > Z E[(eN(]+r8)_1)]1./\/'(1\(1’+r6)):0]
re{—6,—4,-2,0,2,4,6}

> E [(eN(I/) - 1)1/\/(1\1/):0] +3E [(eN(I/) - 1)6411\/(1\1'):0] ,

applying (3.8). Using (3.5) and (3.9), this shows 6 > %, which is our contradiction. O
We finally conclude the section by proving Proposition 3.1.

Proof of Proposition 3.1. The result is proved by induction, using the second bound of
Lemma 3.3 as base case and Lemma 3.4 for the inductive step. O

3.2. Rigidity past the edge. The goal of this section is to use the bounds obtained in
Proposition 2.5 to prove the rigidity estimate for the leftmost and the rightmost particles
stated in Corollary 1.6.

Proof of Corollary 1.6. By symmetry between the leftmost and the rightmost particles,
we can focus on bounding P(Ay > B + KN~2/3). Let fj > 0 be the constant given by
Lemma B.3. It follows from (2.9) that

P(Ay > B+17) < Ce™ N,

so it is enough to prove that there are constants ¢, C > 0 such that, for any N > 1 and
K € [1,7N*7],

PGy € (B+KN~3, B+7j]) < Cexp (—cK3/4) . (3.10)
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First, we consider an interval / = [E, E + n] for some E = B + « and 1, x > 0 such
that n < « < 7. Set z = E + in, and recall from (3.1) that N' (/) < 29N Ims(z).
Moreover by (B.10), there is a constant Cyp > 1 such that Immy (z) < (an)/(Zﬁ)

for any z with n < « < 7. Hence, if we assume that n < K1/4/(Co«/ﬁ), we have
Immy(z) < 1/(4Nn). Using that A/(I) is a nonnegative integer, it follows that
NI) < (AnN)[Im(s(z) — my (2))].

Assume that n > (C'q)'/3N~2/3 for some integer ¢ > 0 and C’ the constant given
by Proposition 2.5. In particular, we have n > (C'q)"/ 2 /(N +/k) and therefore the first
bound of Proposition 2.5 and n > (C’q)l/-%N’z/3 give
(Cq)? (C1?  (Cq)
(Nn)2‘1/cq/2 Nana/2¢a/2 = Naya/?
(Cq)1* (Cq)
= N4Ina/2¢a/2 T Nagal?’

E[[Im(s(z) — my (2)|7] <

Hence, we proved that, if (C'q)!/?N72/3 < 5 < K1/4/(C0\/N), then with C depending
on 17, since k < 177, we have

q/2 q/2 q
BN (1)7] < (C""> , L’ (Cq") ' (@) . 3.11)
K

k4/? K K

We will apply this inequality to a well-chosen sequence of intervals. Let L > Cp be
a parameter that we fix subsequently, and define recursively the sequence ap := K and

ajyli=aj +a]1./4/L. Then, for any j > 0, let

a1/4 a3/4
Kj:zajN_2/3, Ej:=B +kj, nj ZIJTN_2/3 and  g;:= L;C/
(3.12)

Since (C’qj)l/3N_2/3 <nj < K}/4/(C0\/ﬁ), choosing L large enough depending on
C and C’, (3.11) applied to the interval /; := (E, E; + n;] with exponent ¢; gives

C‘]ﬂ?] q;/2? Canj qj C q;j/2? C qj o
E[N(I )] << K + T < LAC’ + LAC/ <e .

(3.13)
Noting that (B + KN~%/3, B+ 1] C Ujm“ 1; With jmax := max{j > 1:«k; < ii}, we
find
jmax jmax jmux
POy € (B+KN"3 B+i) <Y PW(UI) > 1)< Y EINUHU]I< ) e .
j=1 =1 j=1

Since (3.10) follows directly when K < L, we now assume K > L. Using the
definition of ¢; and that a; > K + jK 1/4/L, using the change of variables y =
(K +xKY3/L)3* /(L3C"), we get
o
P(ly € (B+KN723 B+7]) < Zexp (-
j=1

(K + jKV4/L)3/4
3C +1
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_ [} (K+xK1/4/L)3/4
< exp| — 30 +1)dx
0

4eL5(C/)4/3 B
= 31(—1/4/ yB3e™Vdy. (3.14)
K3/4/(L3C/)

Finally, [~ y!/3e™ dy < C(b'/3 + 1)e™" for b > 0 proves (3.10) and concludes the
proof. O

3.3. Extending the local law past the edge. In this section, we prove Proposition 3.5
which extends the local law outside the trapezoid where Theorem 1.1 holds. Note that
the dependence of the constant in ¢ is worse in this result than in Theorem 1.1.

Proposition 3.5. Let B > 0. There exist 1 > 0 and C > 0 such that for any g > 1,
N >landanyz=E +inwithO <n<nand A —n < E < B+ 17, we have

(Cq)*

(Nmy

In order to prove Proposition 3.5, we first prove Lemma 3.6 which bounds the number
of particles past the edge. We do not seek an optimal bound. Indeed, with a better

treatment of the first part of the interval in the proof, we could improve the bound below
to (Cq)>4/*, which would improve Proposition 3.5 as well.

E[lsn(z) —my(2)|7] <

Lemma 3.6. Let 8 > 0. There is a constant C > 0 such that, for any g > 1,
E[N (B, 2))] < (Cq)*.

Proof. We consider the constant C’ > 1 from Proposition 2.5 and the constant L > 1
appearing in the proof of Corollary 1.6. We set K := (L3C’¢)*/? and divide the interval
(B, 00) into three parts,

(B,0o) = (B,B+ KN ?*JUITU (B +1, ),

where I :=(B+ KN~23 B +17].
First part: interval (B, B+ KN~2/3]. We set n:= KN~%/3 and z:= B + n +in. By
(3.1), we have

E[N(B. B+ KNTP)7] < @7 - E [lIms)1]

With our choice of K and since we are in the case k = 1, we have n > (C'q) l/2/(N\/_)
Hence, applying the first bound of (3.4), combined with the fact that [Immy (z)| <

Cn/\/k = C /1, we have

/2
E [N((B, B +KN_2/3])‘7] g (an)q . < (CCZ)’] + (CQ)q + (Cq)q +anq/2)

N24an5a/2 (Nn)4 Nina/?
< (Cg)™.
Second part: interval I. We follow the proof of Corollary 1.6, taking K = (L3C’q)*/3,

and using the same notation and intervals /; to divide the interval I (see (3.12)). Note
in particular that ¢; > go = g by our ch01ce of K. Applying Minkowski’s inequality
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and then that N'(1;)? < N(I;)% since N'(I;) takes only nonnegative integer values,
applying (3.13), we get

jmax jmax jmax
EN(DTY <Y BN < Y EBINVEE]Y < Y el
J=1 j=1 j=1

Then, proceeding as in (3.14), using that g; > a3/4/(L3C’) —landa; > K+jK1/4/L,
we get

00 - 1/4 3/4

1/q (K+jK"/"/L) 1
E[N(D]7 < 2 lexp(— 3¢ +—) < T
j:

q

Recalling the definition of K, we proved that E [N 04 )"] < (Cq)i.
Third part: interval (B + 17, 00). Using the large deviation estimate (2.9), we have

E[N((B +7,00)7] < N9 -P(ly > B+ij) < Nie™N < (Cq)?,

where the last inequality follows from the same argument as the one following (2.31).
This concludes the proof. O

Proof of Proposition 3.5. Note that in the trapezoid, A — n < E < B + 1, the result
follows directly from Theorem 1.1. Therefore, we focus on the case B+1n < E < B+1],
the case A — ) < E < A — 1 being treated similarly.

Foranyr > 0,setz, := B+n+r+inandlets:= E — B — 5 so that z; = z. Note that
Re(zp) = B + Im(z0) so we can apply Theorem 1.1 at the point zg. Note further that

Is(z) —my (2)] = Re(s(z) — s(z0)) + Re(s(z0) — my(z0)) + Re(my (z0) — iy (2))
and, by (B.11),
Re(my (z0) —my(2)) = clr(2)b(2)| = clmy (z) — my (2)].
Hence, we have

Imy (z) —my(2)| < C (Is(z) —my(2)| +Re(s(z0) — 5(2)) + |s(z0) — my (z0)]) .

Distinguishing between the cases |s —my| < |s —my|and |s —my| < |s —my| and,
in the second case, using |s — my| < |s — my| + |my — my| and the previous bound,
we conclude that

Is(z) —my ()] < C(Is(z) —my ()| Als(z) —nmy(2)|
+Re(s(z0) — 5(2)) + [s(z0) —my (z0)]) .

Applying Proposition 2.5 for the first term on the right-hand side, and Theorem 1.1 for
the third term, we get

(Cq)™
E[ls(z) —my(2)|1] < T

+ CE [([Re(s(z0) — 5(2))1:)7], (3.15)
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where we set x4 := max(x, 0). We now bound [Re(s(z0) —s(2))]+. Since [A; —z,| = 1,
we have

N 9 2 N
d 1 n“—(B+n+r—»1j) 1
_d_r Res(z) = — Z < Z ]l|B+n+r—)\_/-\<r;a

N,-=1 Aj—z|* N

=
Nlh

. t
and since [, 1\ Beytr—i;<n dr < 2nlp<s; <E4y, We get

R = tiR dr < = 3 1 — 2 nvae
e(S(zo)—S(z))——/O 3 Resr) r\Nnjz_:l h=B = ((B, 00)).

Inserting this in (3.15) and applying Lemma 3.6 proves the result. O

3.4. Rigidity in the bulk. We now prove Corollary 1.5. The following lemma is classical
and relies on the Helffer-Sj6strand formula, first used in random matrix theory in [29].

Lemma 3.7. There exists C > 0 such that, for any 0 < n < y and M > O, for
any real function f compactly supported in [A, B), on the event {Nx € [A, B],Vy €
0, y] [(s =my)(x +iy)| < M/(Ny)}, we have

N
ka)—N/fduv
k=1

Proof. Let x(x) = 1on [0, y], x(x) = 0on [2y, 00) and | x'|lcc < 100/y. From [29,
(B.13)] and an integration by parts as in [29, (B.17)], for some universal constant C, we
have

<cm (”J;”‘ " +1og(y/n)||f’||1).

N
Zf()»k)—N/fde < C(@) + dD + () + AV)),

k=1
D= N// 0(If(X)I +y[f DX I
(s = my)(x +iy)] dx dy,

(H)=N// yIf"(Oll(s — my)(x +iy)|dx dy,
O<y<n

(Im) = N// 18y (Y x OIS @)1(s — my)(x +iy)|dx dy,
n<y

(Iv) =N/nlf’(X)II(S—WLv)(X+in)|dX~ (3.16)

The result follows easily. O

We now prove the following direct consequence of Theorem 1.1, which gives an a
priori rigidity estimate with suboptimal logarithmic power.
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Lemma 3.8. Recall that k = min(k, N +1 —k). Foranyr > 2 there exists Ny such that
forany N > Ny, we have

P (Micken (i =yl < Qog M N3 73)) > 1 — e,

Proof. Consider 2 = {A <Rez < B,0 <Imz < (log N)~2'}, and define the event

(log N)” }

N7 (3.17)

A =MNzeq { Is(z) —my(2)] <
We will first prove a lower bound for P(.«7). First note that for z = E +in we have both

d R
'a es(z)

< d ()| <
X |5 X
dn ¢

1
—Ims(z), and Ims(E +1in)
n

< Ims(E +ing), 0 <7 < no,
n

SO |% Res(z)| < %Ims(E +1inp) for any 0 < n < no. This implies |Re s(z)| <
|Res(E +ing)| + ”—no|lms(E +1ing)|. For no = 1/N we therefore obtain, assuming
(s —my)(E + 'ﬁ)| < B and noting |my| < C’ = C'(V) uniformly in C,

5(C" + B)

1
- E+in|<—2,0 —.
[(s —my)(E +in)] N <n<y

As a consequence, for N large enough depending on C’, we have o C 4, where we
set

log N)"
=0 Zeg{w(z) my () < L8N

10N 7 }, with 2 =2 N{Ilmz > 1/N}.

So we are now aiming for a lower bound for P(</). For any z € 2 and q > 1, Theorem
1.1 and Markov’s inequality imply

]P <|S(Z) _mV(Z)| > NLH) < M_q ((Cq)q/2 + (CQ)‘IULI > .

|z — Al9/2|z — B|4/?

Choosing ¢ = |u*/(Ce)], for some § = §(C) we obtain, for any u > 1,

P(IS(Z) my (z)| > —) <O (1 4+ (Cqn)?/?).
Nn

If we assume further that u?n < 1, we obtain

IP’(|s(z) my(2)| > N_n> <20 et (3.18)

In particular, u = (log N)" /20 and 0 < < (log N)~%" give

log N)” .
P (|S(Z) —my(z)| > %) < 29—16—9(10gN)2 /400
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Note that s and my are N2-Lipschitz on 2, so that |s —my| < 28V on 90 N—372

20N
implies |s — my| < (lfgj\],\/;r on 9. This observation and a union bound yield
g (log N)”
P (,Q{) =1-P <Uze@ﬁN3ZZ|S(Z) —my ()| < W
>1— 9—1N6e—0(logN)2"/4’
which implies that
P (o) > 0~ NS —6(log N)% /400 >1— 7(logN)2"_" (3.19)

for any N > Ny(C, C’), using that 2r — 1 > 1 in the second inequality.

Let fg, g, denote an approximation of 1z, g,] on scale N~!, i.e. f(x) = 0 on
(—00, E1]U[Ez,00), 1on [E{+ N1 Ey — N7 ', and || f®| o < 100N¥, k =1, 2.
We consider

B = NA<E, <E,<B I ZfEl,Ez(/\i) - N/fEl,Ez duy
i

< (log N)**! } )

From Lemma 3.7 with M = (log N)", y = (log N)~2, n=1/N, we have o C % for
N large enough, so that
P(B) > 1 — e~ loeM)¥™! (3.20)

Moreover, by Corollary 1.6, for large enough N we have

9

]P(%) 2 1 — le_(logN)3l'/4
2
€ :={r >A—(ogN)"""N23)n{ay < B+ogN)YH'N~3) (3.21)

Moreover, observe that Z N € C Ni<k<nilAe — vk < (log N)3’+2N_% (12)_%} for N
large enough, so the result follows from (3.20) and (3.21). |

We now start improving on the (log N)€ /N rigidity from the previous lemma. For any
E € [A+N~23 B — N~2/3], we denote 19 = e®°2M"* /(N /) and iy = 1/(N /&)
with k =k (E) = |E — A| A |E — B|. We define the function f = fg as follows, with
the notation 7 from Theorem 1.1:

f =0on (—o0, E]U[B+ﬁ/2 +00), f=1onl[E+n, B+n/4],
I ®N Lo (00,81 < 100075, 1 f Pl poorp00) < 100- 775, k=1,2

Then, we introduce a similar function fo = (fp) g, but which is smoothed at scale 1o

(instead of scale 1 for f) close to E: Letting Eg:=E —ng if E > 4B and Ey:=E if

E < M , we choose

fo=0on (—o0, E()]U[B+ﬁ/2 +00), fo=1on[Ey+ny, B+n/4],

11 o0 (00,81 < 100 00", 1 il ei00) < 100775, k=1,2

Moreover, we assume that fo = f on [B + 1/4, B + 11/2]. Therefore, the function
g:=f — fois non zero only on an interval of length at most 19 + 11 and included in
[A, B], forany E € [A + N~23 B — N72/3 (as a consequence of our choice of Ey).
We first bound fluctuations of the linear statistics of g := f — fo.
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Lemma 3.9. For any D > 0, there is a Ny such that, for any N > Ny and E €
[A+N723 B - N~23]

|

Proof. We define the event &7 as in (3.17) with » = 3/5. Then it follows from (3.19)
that, for some constant & > 0 and for N large enough,

N

Zg(/\)—N/ngv

i=1

> (log N)9/1°) < NP,

P (o) > ~1p6, —6(log N)°/3 /400 >1— -D
On the other hand, from Lemma 3.7 with y = no, n = 1, we have o7 C {|>_ g(%;) —
Jgduv| < (log N)?/19} for N large enough, so the result follows. O

Proof of Corollary 1.5. Recall that f, fo, g, whose definitions precede Lemma 3.9,
depend on E. Fix some K > 0. As ay/log N — oo, for any k € [any, N — an], we

have E := y + % € [A+N~23, B— N—%/3]for N large enough. Moreover, there

are constants C, ¢ > 0 (independent of K) such that

Klog N Klog N
P(Kk—)/k>m>SP(Zfo(ki)—N/fodMV> c )
Klog N

+P(Zg()»i)—N/gdpLV > Cg )+e_CN,

where the exponentially small term accounts for f # 1 beyond B + 1/4, and relies on
(2.9). The second probability on the right-hand side is bounded thanks to Lemma 3.9.
Applying a Chernoff bound, by Lemma 4.10, there exists #; such that

P('Zfoai) - [ foduv| > Kk’gN)

< e~k logN)/Cg [en |13 foGi)=N [ fo duvl]

< o(A=K/OytlogN

for some absolute constant A. Choosing K large enough for a fixed D therefore concludes
the proof that POy — y > 22Ny < N=D_ The probability of the event Ay — yix <

N2/3}1/3
ClogN . . ..
—N2RLn IS similarly bounded. O

3.5. Tightness. Wenow give the brief proof of Corollary 1.7. For any interval / = [Ey —
al(EyN), Ey+al(Ey)],a > 1, the desired inequality lim;_, o lim supy _, o, PIN'(J) >
t) = 0 follows directly from Lemma 3.2 applied to intervals of type I = [E'—£(E’), E'+
£(E")] covering J.

3.6. Smoothed log-correlated field. The goal of this section is a key step for the proof
of Theorem 1.8: regularization of the log by replacing the point E in the linear statistics
Ly (E) by the point E + in(E), with
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k(E)=|E — A|A|E — B| and
exp ((log N)1/4)
Nk (E) v N~173)
for E € [A, B], (see (1.3) and (1.4) for the definitions of £(F) and L(E)). This means
we can regularize the logarithm at the scale slightly larger than the microscopic scale.

Note that we approach E by a point above the real axis which is consistent with our
choice to extend the logarithm to the negative real axis by continuity from above.

Proposition 3.10. Let z = E+in(E) with E € [A, B]. Then (Ly(z) — Ly (E))/+/log N
converges to 0 in probability, uniformly in E € [A, B].

n(E) = — exp ((log N)1/4> U(E), (3.22)

Proof. Let E € [A, B]. For brev1t we write n = n(E), so that z = E + in. Writing
log(z — 1) —log(E — 1) = [J 7%, we have

Ly(z) — Ly(E) = iN/n(mV(E +iu) — sy (E +iu)) du.
0

Recall we want to prove this quantity is o(4/log N) in probability. Let

r (log N)~/4
"Nk (E) Vv N-1/3)
Then by Theorem 1.1, we have

= (log N)~'/* . ¢(E).

/

n n
EHN/ (my (E +iu) — sy (E +iu)) du } </ %du < ClogN)'/4. (3.23)
n n

Now let 7/ = E +in’. By the triangle inequality,

n/
N/ (my(E +iu) — sy (E +1iu)) du
0

n/
< N7/ |my () = sn(@)| +N/ |my (E +iu) —my ()| du
0

+an |sn(E +iu) — sy ()] du. (3.24)
0

The first term on the right-hand side of (3.24) is bounded in L' by Theorem 1.1. Using
that |m, (w)| < C/|b(w)| for w in a compact subset of C, the second term is bounded by

CN(n)3/? < C. For the third term, we introduce the event A :== {N'([E — 1, E+7']) =
0}, on which there are no particles at distance less than »’ from E. By Proposition 3.1,
we have P(A) — 1 uniformly in E, and on the event A, we have

Z E +iu — Z/
N 2 (o — E — ) (i — 2)

N
_Z|)»k—Z|2 x/_ImsN(Z)

|sN(E +iu) — sN(z/)| =
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Moreover, with our specific value of 7/, it follows from (2.36) that E[Im sy (z')] <
CUNY) '+ N2+ 1b(z)|) < C(Ny')~L. Therefore, we have

E {L‘ : N/]7 |sn (E +iu) — sy (2)| du] <V2N7 - E[Imsy(2)] < C.
0

Thus, the right-hand side of (3.24) is O(1) in probability. Combined with (3.23), this
concludes the proof. O

Proof of Theorem 1.8. The proof of Lemma 4.3 in the next section requires a function
supported on the domain where our strong local law holds. Therefore, let ¢ be a fixed,
smooth cutoff function on scale 1,

¢(x)=1on[A—7/4, B+17/4], 0on[A —7/2, B+17/2]°, (3.25)
and define
N
Ly(2):= Zlog (z - Aj) ¢(Aij) — N f log (z — x)dpy (x). (3.26)
j=I
Recall the definition of a, b and §; in Theorem 1.8. Then Proposition 4.1, which will be

proved in the next section, shows that (distinguishing cases to simplify I')

% (ReZN(zl) —81,....,ReLy(zx) — 8, Im Ly (z1), - - ., ImZN(Zk))

(d) al

Moreover, it follows from (2.9) that L N (z) — Ly (z) converges to 0 in probability and
Proposition 3.10 states that (Ly(z) — Ly (E))/+/log N converges to 0 in probability.
Hence, by Slutsky’s theorem, we can replace Ly (z¢) by Ly (E/) in (3.27) which con-
cludes the proof. O

Proof of Corollary 1.9. Using that 1; < E if and only if |{Aj < E}| > k, we have, for

anyg S R3
£ log N
Yn(n) <§ <= ImLy <7/n * JTNQV(Vn)\/T)

£ log N
Vit aNey oV B
< Nrm
b2

ov(x)dx.

n

Therefore, the result follows from Theorem 1.8. See [22, Lemma B.2] for more
details. O
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4. Central Limit Theorem Above the Axis

In this section, we prove the following central limit theorem at level n(E), see (3.22).
Recall the definition of Ly (z) in (3.26).

Proposition 4.1. For any m > 1, uniformly in &, ..., &y, C1, .., Cm € [—(log N)1/4,

(log N)'"*) and Ey, ..., E, € [A, B), the following holds. Setting zo = Eq +in(Ey),
we have

E [CXP ( % (& Re Ly(ze) + & Im ZN(ZK)))] =exp (I'+0 ((log N)~1/%)),
=1

where the error terms depend only on B8, V, m and

r—- ZIOgNZZ(ses,log (B~ E;[ v (ne+n,)

E:—E .
+Q§j10g< | bi £|\/(77£+77]) )/\1>>

(IEc — Alv o) (|B—Ej| v,

B 1/2 -
logN 4 <E - 1> ;& log(ke V 1),

with ng = n(Ey) and kg = k(Ey).

4.1. Strategy of the proof. We first explain the classical strategy, which relies on a loop
equation argument that dates back to Johansson [44] to obtain the Laplace transform of
linear statistics. The essential ingredient to adapt Johansson’s method to the scale n(E)
is the rigidity estimate under biased measures. This rigidity is proved in Sect. 4.2 and
relies on Theorem 1.1.

Remark 4.2. Johansson’s method can be adapted to asymptotics of the Fourier transform
of linear statistics instead of the Laplace transform, as in Section 5 in [20] and Section 6
in [57]. Natural benefits are a quantitative convergence, and no need of rigidity estimates
under biased measures. However in this paper we choose to prove asymptotics of the
Laplace transform, as this is needed for the tail estimate, Lemma 4.10.

Letm > 1and Ey,...,E, € [A,B],and letay,...,a;,,b1,...,by, € [—1,1].
These a;’s and b;’s will play the role of rescaled versions of &1, ...,&y, &1, ..., {y In
the statement of Proposition 4.1. Let us emphasize here that, throughout Sect. 4, constants
C and O(...) only depend on 8, V and m.

Forany 1 <€ < m,wesetn, =n(E¢),z¢:=E¢+ingand k¢ :=« (Ey) (see (3.22) for
the definition of n(E) and k (E)). Moreover, for any s € R, let fy(s) :=¢(s) Re ((ag —
ibe) log(z¢ — s)) and

f(s):=¢(s) Y (arRelog(zy — s) + by Imlog(ze — $)) = »_ fels), (4.1

=1 (=1
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where ¢ is defined in (3.25). We are interested in the following centered linear statistics

N
Sv(f)i= 3 160 = N [ fany.

j=1

Recall uy is the probability distribution of the particles defined in (1.1). We define a
measure iy, for any 1 € R, by

oSN ()

Z(1)

Ay O, Ay = dun o, . Ax),  with Z(t) = [efSNU”)] ,

4.2)

where E still denotes the expectation under u y . The expectation under 11, is denoted by
E - Let QﬁN’t) (s) be the 1-point function for the eigenvalues under /Jcﬁ\,, which satisfies

N
/R h()ef" (s)ds =B, [% > h(xk)} ,
k=1

for any continuous bounded function z2. Let my ;(z) :=E 1wy [sn (z)] be the Stieljes trans-

form of QEN’Z)(S). Recall our goal is to estimate the Laplace transform of Sy (f), i.e.
Z(t). For this, we will estimate

Z(t)=E [SN(f)efst] =Z(@0) By [Sn(N].

Using the Helffer-Sjostrand formula [42], we can express E iy [Snv(f)] in terms of
mny.¢(z) —my (z), see (4.20). Hence, we first prove precise estimates for my ;(z) —my (z)
using the first loop equation, in Lemma 4.5. Then, we use these estimates combined with
Helffer—Sjostrand formula to compute asymptotics of Z(¢) in Lemma 4.7. This gives
the proof of Proposition 4.1, up to a rewriting of the limiting variances and shifts which
we deal with in Sect. 4.4.

The key input for the above proof sketch is the rigidity of the particles under biased
measures (Lemma 4.4, based on Theorem 1.1), which we now prove.

4.2. Rigidity under biased measures. The main result of this section is Lemma 4.4. We
start with the following key estimate about f, defined in (4.1).

Lemma 4.3. For any m > 1, there exists a (small) co > 0 and (large) No such that for
anyEy, ..., E, €[A,Bl,a1,...,am,b1,....,by €[—1,1], N > Nyand |¢| < co we
have

logE [E;(Z,{,\’l f()”k)_fodW)” < (log N)>.

Proof. Firstnote that, for any real random variable X, we have |log E[eX]| < log Efe!XN.
Therefore, expanding the exponential, we get
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k
t(Xhl) fOu—N [ fduy |z |k
IOgE[e (2 >]‘ <log) - E

k=1

N
> Fow - N/fduv
k=1

(4.3)

Note that, up to changing the above constant 1Z|¥ into |mc |k, it is enough to bound
the above right-hand side in the case m = 1. We therefore consider f = f}, with
E = E; € [A, B]. We now apply Helffer-Sj6strand formula in a way similar to (3.16),
but with an n which depends on x, n(x) = £(E) V (x — B) vV (A — x). We choose
y = (log N)~2 and consider a cutoff function x suchthat x (x) = lon|[0, y], x(x) =0
on [2y, 00) and || x']lcc < 100/y. Since 1 depends on x, another boundary term appears
in the integration by parts in [29, (B.17)] and we get

N
> 160N [ rauy
k=1

@ = N‘ Im // 0(.f(x) +iyf )X () (s —my)(x +iy) dx dy|,

k
< CHF + ADF + AIDF + AV)* + (V)P

N = N/f Y1) Im(s — my)(x +iy)|dx dy,
O<y<n(x)

I = N//( ) 18y VX ODILF )5 —my)(x +iy)|dxdy,
n(x)<y

Iv) = N/ nEf' N —my)(x +in(x))| dx

(V)=N/ Z(E)Iyx(y)llf/(3+y)(s—mv)(B+y+iy)

= f/(A=y)(s —my)(A =y +iy)|dy.

We now bound the k-th moment of each of these quantities successively. For (I), we first

rewrite the part involving f’(x) using integration by parts w.r.t. x and then y, similar to
[29, (B.17)],

// iyf' () x' (y)(s —my)(x +iy) dx dy
y>0
=[] s ex )6 = myy v axay
y>0
-/ DA OGNS = my)(x + i) drdy.
y>
Therefore, since x'(y) is non-zero only if y € [y, 2y], we get
w<c [ ipw Nims = mesinidcdy
Rx[y,2y]
By Holder’s inequality, we have

E[(I)k]gck/ E[lf - NIm(s —my)--- f - NIm(s —my)]]
Ry 27Dk
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k
< ck (/ E[|f.N1m(s—mV)|’<]”"> .
Rx[y,2y]

Applying Theorem 1.1 in the trapezoid region and Proposition 2.5 outside, note that we
have E[|Im(s — my)|¥] < (Ck)¥/(Ny)* in both cases. It follows that E[(I)F] < (Ck).
We now deal with (IT). Again by Holder’s inequality, we have

1/k . 1/k
Elanf] " < /R  Lyco f@IE[IN TmGs = my)(x+in ] dedy.
XK+

We cut this integral into two parts, depending on if (x, y) is on the trapezoid region (that
is A —y < x < B+ y) or not. For the part corresponding to the trapezoid (in which
case n(x) = £(E)), Theorem 1.1 and | f”(x)| < C/|x — E +in;|? give the bound

e ” (Ck)l/2 Ck dyvdx < Ckl(E " d
A;/O ylf(x)l( : Wm)yx\ ()/If(x)lx
L(E)

< Ck——.
m

For the other part, we focus on the case x > B, the case x < A being similar. Combining
the bounds of Proposition 2.5, in this region, we have

(Ck)!/2 . Ck
JvJx—B
+W(Ck)1/2ly<(c,k)l/2/N —5-

[|NIm(s —my)(x +1y)| ]l/k

Therefore, we bound the remaining part using
oo px—B Uk
/ /0 Y @IE[IN Im(s — my) (x +iy)[*] " dy dx
B

) /Oo'f”(x)' ((C’O”z(x — B)+ Ck(x — B)?) dx
B

/k)l /2
/ (5 = By | VN (C 2y
Ck
12
< (Ck)/“log N + Ck + N

Recalling 71 = exp((log N)'/*)¢(E) > €(E) > ¢N~!, it follows that
E [(n)k] < (CHM?(log N)¥ + (Ch)~.
The main contribution comes from the third term. Note that thanks to our choice of n(x),

the domain of integration of (III) is included in the trapezoid region, so we can apply
Theorem 1.1 to get

1/k
Elam]" < f Ly <y 18 G OD IS GE[INGs = my) e +iy) 1] dwdy

, (Ck)'7? Ck )
dyd
//Z(E)f(x”< y +«/K(X+iy) y
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<logN - ((Ck)‘/2 log N + Ckyl/z) ,
integrating first w.r.t. y and then w.r.t. x. Hence, since y = (log N)~2,
E [(Ill)k] < (CH*2(og N)* + (Ch)X.

Similarly, with Holder’s inequality and Theorem 1.1,

L (C'?  Ck 12
E[av)¥] /n( )IF G >|( e +W)d"<(a‘) log N + Ck,

where for the second term we simply note that n(x)| f'(x)| < n(x)C/|x — E+in| < C
The term (V) is smaller than (IV). Coming back to (4.3), for some constant Co > 0
depending only on m, V and 8, we proved that

log E [e;(z,y_l f(k")_N”d“V)] <log)  —- L1 = (kk/z(logN)Zk +kk)

k>1

Choosing [¢] < (100Cp)~!, this last series is smaller than Zkg(log N (log N2k 4

k .
Y % < e10gN)’ for N large enough, which concludes the proof. o

Lemma 4.4. For any m > 1 lemng to = co/2 with cqo from Lemma 4.3, there exists Ny
such that for any Eq, ..., € [A,B], ai,...,am,b1,...,by, € [-1,1], N > Ny
and |t| < tg, we have

B | () e —wl < Qog M) ONT3 )73} | > 1 — ¢ oeV?,
1<k<N

Proof. This is an easy consequence of Lemma 3.8 with r = 30 and Lemma 4.3. In-

deed, with A = ﬂlgng{Mk — Y| < (log N)IOON_% (12)_%}, by the Cauchy-Schwarz
inequality and then Lemma 4.3, we have

E[e2f<2 f()‘i>*fode)]I/ZIP(AC)I/z
]PM’ (AC) < < e%(log N5 (log N)3-30/4’
N

E[er@ f(M)—foduv)]

which concludes the proof. O

4.3. Analysis of the first loop equation. Recall my ;(z) is the Stieljes transform of
(N 1)
(s). We introduce

0(@) =N () :=my(2) —my(2)

and for z € Q\R, recalling €2 is an open set in C containing R and such that V is analytic
on €2,

2t B /() 1 2 /
o= [ f_szms)ds—ﬁ(E—l) L)
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_/ Viis) = V'(2)
R

(o) —ov(s)) ds (44)
§—2

. ) ') (v,
Br2)i=p) = 25 /R (o) —ovi) ds
+e (% - 1) 9'(@) + Var, (sn (). (45)

Then, following for example [73, (2.8)] or replacing V by V; =V — /Sz—fvf in (A.4), we
have the loop equation, for any z € Q\R,

Qmy (z) + V' (2)e () — ¥ (z) + Err(z) =0, (4.6)

where Err(z) gathers the negligible terms. We use the loop equation to show ¢(z) is
close to ¢(z)/N, where we set

1 <2t B (s)

2tb() \ B J4 s—2

2 , B y(s)T(s)
- <E - 1) <n(b @@=+ 4 r($)(s—2) ds)) ’
with 7(s) :=+/(s — A)(B — s) and recalling b(z) = +/z — Az — B.

Lemma 4.5. Consider |t| < ty, with ty from Lemma 4.4. Let 1 > 0 be as in Lemma B.3.
Then, for any z = E +inwith N~' < |n| < /2 and A — i} < E < B + 1}, we have

g(2) < (log N)?! ) (log N)?°! & 1
= O O )
o PN T\ N & e vz - al)

0(2) = 7(s)ds

4.7

N

where the error terms depend only on B and V.

The proof of this lemma relies on two steps. First we use the rigidity established in
Lemma 4.4 to show Err(z) is indeed an error term. Then, the loop equation implies that
Q2my (2)+V'(2))@(z) = ¥ (z), but the third term in ¥ (7) is still an unknown second order
term. In order to get rid of it, we use a contour integral argument similar to the one used in
Sect. 2.3 or more precisely, to the one used by Shcherbina [73, (2.12) to (2.17)]. For this
reason, we need to work with confined particles and, for convenience, we actually restrict
ourselves to the rigidity event % := ﬂlgng{Mk — | < (log N)IOON’% (12)’% }, by
introducing the new measure

% 1z ¢
Ay Oy A = dpyhs s A
N P/LIN (%) N
Note that ]PM’N (#) > 1 — e ogN )’ by Lemma 4.4. Moreover, let QiN’t’%) (s) be the

1-point function under ,u?(,%,
07 @) =E a5y ()] = my(2)

and Err” (z) be defined as Err(z) but with ,usv%) Q%N't"@) (s) and (p% (z) instead of /L?V,
QiN’I)(S) and ¢(z). We tackle the first step of the argument in the following lemma,
which bounds the terms appearing in Err” (2).
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Lemma 4.6. Consider |t| < ty, with ty from Lemma 4.4. Let 1 > 0 be as in Lemma B.3.
Then, forany z = E +inwith0 < [n| < nand A — 1 < E < B+ 1, we have

P B (IOg N)lOO)
97 (z) =0 <—N77 ,

P B (IOg N)200>
BT =0 < (N)?

(log N)*™ & 1
© ; 4.8
' ( N? ;W(W\/Iz—zu) (4.8)

gD(Z) — (p%)(z) + O (n—le—(IOgN)z) i Err(z) — EIT%(Z) + O (n—ze—(IOgN)Z) ’
4.9)

where the errorterms depend only on 8 and V. If, moreover, E < A—n/2or E > B+1/2,

4 log N)2% log N)?% I 1
B (2) = o(%) +0 (%Za) (4.10)
=1

Proof. First note that

! 100 ” ’
() (Q%N,t,%)(s) _QV(S)) ds — O((logN) f <If (s)] N [/ (s)] >ds>,
R

RS —2 N lz—s] |z—s/?
@, ~((og N)1°°> NN ((log N)100>
o7 (2) —0(—1\,77 L W@ =05 ),
1 N 200
Vars (sn(2)) = O (%) . @.11)

The proof of these estimates is almost the same as that of Lemma 5.3 in [20]. The
only differences are that (1) the rigidity estimate is now known with multiplicative error
(log N Y100 instead of N¥, (2) we work directly on the event &% so we do not need to
control what happens on Z¢, (3) we work with Laplace transform instead of Fourier
transform. In particular, this proves the first part of (4.8). The second part of (4.8) follows
from the bound (recall f is supported on [A — 77/2, B + 1/2])

" / m B+1/2 1 1 1
f(lf (s)] N |f(s)|2>ds§CZ/ ( . ) ds
R\Iz—sl lz—s] = Jazipp \lz =5l lze =sl/) |z =s]-|z¢ =]
o )
= ne(neVIz—Zel) TV —ah)

Since by Lemma 4.4, Puﬁv (%) < e~ ogN )2, we have (4.9). Finally, we obtain (4.10)

similarly, noting that |z, — z| > 7/2, and on the event & the particles Aj are confined
in [A — 7n/4, B + /4] for N large enough, so we can replace 1 by 1 in the bounds of
4.11). O
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Proof of Lemma 4.5. Fix some z = E +inpwith N™! < |5| < #/2and A — 7 < E <
B+1j. We consider the rectangle with vertices A —7j2iN ~ 10, B+7+iN 19 and denote by
C the corresponding closed contour with positive orientation. We decompose this contour
into Cpor, Which consists only in the horizontal pieces, and Cyer, Which consists only in
the vertical pieces. By the loop equation (4.6) and recalling 2my (z)+ V' (z) = 2r(2)b(z),
we have

w=0.

/ 2r(w)b(w)<p(w)—1/f(w)+Err(w)d
Chor

r(w)(z —w)

Therefore, by (4.9), we have

TN Vi ,
/ 2r(w)bW)e™ (w) — Y (w) + Br7(w) | = O<n_2e_(1og1v) ) 4.12)
chor

r(w)(z —w)

On the other hand, for w on Cyer, we have 2r(w)b(w)<p'%(w) — ¥ (w) +Err'%’(w) = 0(1)
(using that under /,L;V@ particles are at a distance larger than 7/2 from Cyer), sO

Z (w) — 4
/ 2r(w)b(w)g” (w) — ¥ (w) +Err” (w) dw:O(r]_lN_w)- (4.13)
CVC]"

r(w)(z —w)

Combining (4.12) and (4.13), we get

/ 2r(u))b(w)g0'%(w) —Y(w) + Err%(w) (
dw =0
c r(w)(z —w)

. (4.14)
(Nn)? )
We now estimate each term in the last integral successively.

We start with the part involving (p%(w). The function w +— 2b(w)g0°%(w)/(z —w)is
analytic on and outside C, except for the pole at z, and it behaves as O(w~2) as |w| — 0.
Therefore, by the Cauchy integral formula with residue at infinity, we get

/ 2b(w)e” (w)
C

; 1
o dw = 4inb(2)p” (z) = 4imb(2)¢(z) + O (W) . (415

using again (4.9).
Now we evaluate the part involving ¥ (w). Recall the definition of ¥ (w) in (4.4) and
note that the third term is analytic in w € Q. Moreover,by (2.5), we have m/, (w) =

—%V”(w) + (rb) (w), where V”(w) is also analytic in w € . Since the contour C is
included in €2, z is exterior to C and r has no zero inside C (see the choice of 7 in Lemma
B.3), these analytic terms disappear and we get

/ Y (w) d
— dw
cr(w)(z—w)
_ 2t (B f(s) 1 /2 , dw
- /c (ﬂ_N/A WOy (E - 1) b (w)) () — w)

dirt B f(s) 1 /2 B _2i(rt)(s)
=— ov(s)ds——|—=—1 —————ds
BN Ja r(s)(z—s) N \p A r@s)(z—s)
where, for the first term, we applied Cauchy’s integral formula and, for the second
term, we let the contour approach the segment [A, B] and used lim,_ o+ (rb) (x £iy) =
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+i(rt)/(x) forx € (A, B),recalling T (x) = +/(x — A)(B — x).Recalling the definition
of ¢(z) in (4.7) and that oy = %rr, we get

f Y (w) dw
¢ r(w)(z—w)

B ¢/ B / /
= 2i (i/ &T(S) ds—l <E_1>/ (T () + r(s)T(s) )ds)(4-16)
s —2z N \pB A \s—2z r(s)(s—2)

417'rb(z) 7).

where we used that fA TS(S) ds = fA (T(SZ))Z ds = 7(b'(z) — 1) because ff :(Tsz)ds =
(&8 — 2+ b(2)). 7
Finally, we deal with the part involving Err” (w). We deform the contour C into C’,

the positively oriented rectangle with vertices A — 7 +1in/2, B + 1 £1in/2. The function
w > Err” (w)/(r(w)(z — w)) is analytic on and outside these contours, so

/ ErrZ (w) f ErrZ (w)
— " dw=| —————dw
cr(w)(z—w) o r(w)(z—w)

(log N)?0! (log N)?0T & 1
=0 (—2) +0 — > — ,
(Nm) N= = me(ne Vz = zel)

4.17)

where we used that |r(w)| is uniformly lower bounded and we applied (4.8) on the
horizontal pieces of C’ and (4.10) on the vertical pieces. Coming back to (4.14) and
combining (4.15), (4.16) and (4.17), the result is proved. O

‘We now prove the following Lemma 4.7 in which we estimate Z(¢) (defined in (4.2))
via the Hellfer—Sjostrand formula applied to [E iy [Sn (f)], and the estimates of Lemma
4.5. Here our method essentially follows Section 5 of [20]. In order to state the lemma,
first introduce

B (B _
a%f)::#/A fA £ (s) <w) %dsdt, (4.18)
2 A B
5/ <E_1> (f( )+ (8)
1 B Br(s)(s)
) T <rr +p.v.//; —r(s)(x 5 ds> dx>, 4.19)

recalling t(s) := /(s — A)(B — s) We will study the asymptotic behavior of these quan-
tities in Sect. 4.4.

Lemma 4.7. Foranym > 1, Ey,...,E, € [A,Bl, a1, ...,am,b1,...,by € [—1,1]
and any |t| < ty, with to from Lemma 4.4, we have

Z(1) —exp( o (f)+t8(f)+o( (10gN)1/4/3>>,

where the implied constant in the error term depends only on 8, V and m.
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Proof. Recall Z'(t) = Z(t)IEMV[SN(f)], SO we estimate EM;}[SN(f)]. By linearity, we

canassumem = l,i.e. f = fiin Sy(f) (the measure 'y still depends on f). Recall also
n > 0 is the constant given by Lemma B.3. Let x : R — [0, 1] be a smooth symmetric
function such that x (y) = 1 for y € (—n/4, 1/4) and x(y) = O for |y| > 1/2. By the
Hellfer-Sjostrand formula,

1
B,y IS = 5 / /R @ @X ) +A) + A )X (DN dx dy,
(4.20)

where we set z = x +1iy for brevity. We denote
1 ~
2= 5 [ [ G X0 + A + i) )7 dx dy,

Then, abbreviating r| = (£(E1)n)"/? = €(E;)e(02 N)1/4/2’ integrating by parts (first in
x, then in y) using analyticity of N¢ — @ on {y > 0}, we have,

1
B, SNl =2(f1) = —Im // Oyf"(x))((y) (No(2) — 9(2))
y>

1 ~
+ - Im / / )+ 0) (Vo) = 72)
y>

=)+ dD + (II) + (IV)
1 ~
(D:=—1Im // yf1'(x) (No(z) — @(2)) dy dx
T O<y<ry
I = — :T—lRe/ fl’(x) (No(x +ir)) — @(x +1iry)) dx
1 ~
W0 := — p Re[ J1)3y(yx () (No(z) — @(2)) dy dx
y>r

1
(V) =~ m / A+ 0) (Vo) = 7 dy
y>

We now bound each of the above four terms. Note that thanks to our choice of the cutoff
functions x and ¢ (involved in the definition of f), these integrals have support in the
region where we can apply Lemma 4.5.

The contribution of (IV) is trivial, as x’ # 0 together with Lemma 4.5 imply |[Ng —
§l < Clog N N='Y0 ;" so that [(IV)] < C(log N)?Pe=10eM™ [ £y +
£ < (log N)2Te=(loe M,

We now bound (I). A simple analysis of s > s/|s — w]|? shows the maximum is
obtained for s = |w|, so that

7(s) <cC VK (2) < C“/K(Z),
|z — 5| lz—A—k@|A|B—z—k(2)] y
recalling  «(z) = lz — Al A |z — B|. Together with [|f’|

< Cmlog N and [/ r’(/g();fz)) ds| < Clog(1/y) and recalling the definition of § in
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(4.7), this gives

VK (2) ClogN

+ Clog(l/y)) < :
y

+

C C
9(2)] < —— [ Cm(log N
lo()] m( m(log N) e

Using (4.8) and (4.9) to control ¢, we conclude that

T ClogN
< 4 < _ = =
(D] < Clog N) / /0 o TNy dx s Clog Nk = e s

For (II), we bound N¢ — ¢ with Lemma 4.5 and obtain (in the equation below
Z=Xx+1iry)

201 / m
D] < ry (log N) Lf1 )] iz+z 1 dr.
N b@1 \ri = nelne vV lz = zel)

and we now distinguish the cases ny > r;/10 and n, < r1/10. If n; > r1/10 the above
sum is absorbed in the |~ 2 term and these terms are bounded through

dx
/ [x — z1|/K(x +1rp)

dx f dx

< _ + e —
/K(x)>/c(z1)/10 [x — z1]4/K(x) k(x)<k(z1)/10 |x — z1]4/K(x)

< C / dx N C dx

S V@ ) =l k@) Jew <o V@)
ClogN

< . 4.21)
VK (z1)

If ng < r1/10, denoting z = x +ir; we have ny < |z¢ — z| and k (E¢) > «(E1) + 11, SO
the relevant bound is

1 /‘K(Z])/lo /‘E[/2 /oo dx
— + +
ne \Jex)=0 kz/10 JE2) 121 — XKk (2) |z — z¢l

C <@ dy

1 / dx
<——— Xy
nek(zDlzr —zel Jo o Vuo nelzi — zelVe () J 1z — x|
dx

]“ < ¢ vV K(Z / Z ¢
+

log N 1
sup _
VK21 Ey>c(ED+m [E1— Eelne

Nlog N Vic(Ep)
= sup —_—
eoeMVE [0 w(En>k(Eny+n 1 E1 — Egl
CNlogN
= ellog M)A
From the previous equations we deduce that
C(log N)>* . C(log N)?%2r _ Cllog N)?0?
Nrive)  eloeMVip = plogN)/4/2

N

Dl <
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The main error comes from (IIT). The contribution from ffy>r1 fl’ X)yx' () (Ne(z)—
©(2)) already appeared in (IV). The remaining term is (z = x + iy below)

(log N)*! N)201 f/ |fl €3] 1 A i 1 dy dx
oy [b(x +iy)] = ne(ne vz —zel) '

For a given ¢, we bound the contribution from the domain 7, > y/10 using

// dxdy P X P ClogN
vor |21 = x|V +ip)y? )z — xlVeGe+irr  rde @)
C(log N)
= ellogN)4/2”
where the second inequality follows from (4.21). On the complementary domain, note
that ny < |z¢ — z| and

// dx dy <ca N)/ dx
og

y>rivion Nelz1 — x|k (2)z — z¢] nelzy — x|k (E¢)
- C(log N)?

nev/k(Eg)
CN(log N)?
elog N)1/4

We have therefore proved that

N4

N 203
E,. [Sx(/)]=E(f)+0 <&>

From Lemma 4.8 below, we can also write this as
By, [SV()1 = 102(F) +8(f) +0 (702 M),
Since Z'(¢)/ Z(t) = ]EMtN [Sn (f)], the result follows by integrating with respect to ¢. O

Lemma 4.8. For any real function g of class C? with compact support, we have

g(s) —g@) (s)
x(g) = B2 fff() p— ()dtd+5(g)

Proof. We write 0; = %(ax +idy). Let g(z) := (g(x) + ig’(x)y) x () so that

1
s = [[ eroroad=in [ come
yl>e

e—>0TT

using that ;¢ (z) = 0 because ¢(z) is analytic. Then, applying Green’s formula, we get

Y(g) = hm — / (Z(x +i)p(x +ie) — g(x —ie)@(x —ig)) dx

= lim l/ Im (g(x +ie)@(x +ie)) dx, (4.22)
R

e—~>0t T
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noting that g(z) = g(z) and ¢(z) = ¢(2).

We start with the first term appearing in $(z), that is @} (z) := ﬁn';)(z) fB ') 27 (s)ds.
Note that, as ¢ — 0%, b(x +i¢) tends to it (x) if x € (A, B) and to </|x — A||x — BJif
x ¢ [A, B]. On the other hand, we have

B () p.v. f I6) 7 (5) ds +imf'(x)t(x), ifx € (A, B),
/ — () ds —— " p ) T .
A S—()C+l8) 0* fA ET(S)dS, 1fx§é[A,B],

and finally g(x +ie) — g(x). In order to apply the dominated convergence theorem, we

use
B B
/ f—(s)r(s)ds = V log(s —2)(f'1)(s)ds
A S —2 A

B 1 +log|s — x|

< Cf oo + ||f//||oo)/
A 7(s)

< CULSf oo + 1" llo0)s

s0 that [2(2)@1(2)] < Crllglloo(llflloo + 11 f"lloo) (| = Allx — B))™"/*1yesupp - There-
fore, we get

lim ! / Im (Z(x +ie)@ (x +ig)) dx
e=0t 1T JR
—t g(x) B f(s)
13712 /A r(x) (p.V./A s — x‘r(s) ds) dx
_ B
= 5 f £/($)(s) <p-v. / £() de> ds
s —x 7(x)

/f(s)z()f 860) =8 1 4 45 (4.23)

s —Xx r(x)

where we used that p.v. f o m dx =0.
We now deal with the second term appearing in ¢(z), thatis ¢»(z) := — (% -1 é’l;(é)) .
Note that, as & — 0%, @»(x + ie) has a real limit for any x ¢ {A, B}, but it cannot be

dominated for any x. Therefore, we fix some § € (0, 33;‘4] and distinguish between the

cases k(x) < 8 and k(x) > §. In the case «(x) > 8, we can bound @, (x + i¢) uniformly
by some constant depending on § and we get

e—>0t 1T

1 ~ o~ .
lim — / Im (g(x +1ie)@o(x +1ig))dx = 0. 4.24)
{x(x)>6}

‘We now deal with the case k(x) < 8, thatisx € [A —§,A+5]orx € [B— 65, B+§6].
Both parts are treated similarly, so we focus on the integral on [B — &, B +4]. Integrating
by parts b’ /b and then letting ¢ — 07, we get

) B+s b (x+1ie)
lim g(x+1s)—,dx=g(3+5)1og< (B+6—A)8>
e—0Jp_s b(x +ie)

— ¢(B—8)log (i (B—6— A)a)
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B
- / g'(x) log(it (x)) dx
-5

B+3
- [ g (Vi = Hi =) ar.
B

which converges to —i%g(B ) as § — 0. Proceeding similarly for the integral on [A —
8, A + 6], we finally get

8(A) +5(B)

. (4.25)

e—>0t T

lim lf Im (3(x +i8)@ (x +ig)) dx = <3 - 1)
R B

.. .~ .~ B r'(s)t(:
The remaining terms in ¢(z) is ¢3(z) := #(z)(% — D@ — fA % ds) and
proceeding as for ¢ (z), we get

1
lim — / Im (Z(x +ie)@3(x +1ig)) dx
e—=0t 1T JR

-1 2 B B /
- (21 / 80 n—p.v./ RACLCRFR N (4.26)
2n2 \ B A T(x) A r(s)(s—x)
Coming back to (4.22) and combining (4.23), (4.25) and (4.26), we get the result. O
4.4. Rewriting the limiting characteristic function. Inthe previous section, we have seen

that the limiting behavior of Z(#) can be expressed in terms of o2(f) and 8(f), defined
in (4.18) and (4.19). Before proving Proposition 4.1, we prove the following lemma.

Lemmad4.9. For any m > 1, Ey,...,E, € (A,B) and ay,...,ay,b1,...,by, €
[—1, 1], we have
m
8(f) L(2 1) " arlog(r v ne) +O(1)
=—|-=- 0
2\ 3 aglog(ke V e )

=1

m 7 .
o2(f) = 1 Z (aga.,' log |Z_£ - zj| +bgbjlog <M A 1) ) + O (loglog N).

B2 Ke Ve
Proof. The estimate for  ( f) is direct from its definition in (4.19), noting that the integral

partis bounded. Hence we focus on Uz(f) in this proof. Recall T () = /(B — t)(t — A).
By bilinearity, it is sufficient to estimate

) ,._L/B/B 1 <1og(z’—s)—1og(z/—t)>@
G(Z’Z)'_nzﬂ A Ja s—2 s—t r(t)det’

where z = E+in(E) forsome E € [#, B)andz7’ = E’+in(E") forsome E’ € (A, B).

Note that we assumed here w.l.0.g. that Re(z) > # and Im(z’) > 0. In the sequel,
error terms are uniform in z and z’. Writing log(z’ — s) = fz l/i/ﬂ log N 5 1 —dw+log(E"+

ilog N — ), we get

5 , _L/B/B 1 /E’+ilogN 1 @
o (Z’Z)—ﬂzﬁ L p— y —(a)—s)(t—a))dwr(t)det+O(1)
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1 E/+i10gNZ_a)+\/a)—A\/a)—B—\/Z_A\/Z_B
_ ! daw +0(1),
ﬁ Z/ (Z_w)\/a)_AVw_B

where the second equality results of the identities f AT T‘Z) = «/wf;—f/ﬁ’ then
1 — (s) _ . (A+B
e = Z_—w(s ——— z) andﬁnallyf L2hds = 1(55% —o+vo — AVw — B).

Furthermore, we have the following explicit antiderivative

f L VR Avio B ppannt (YO AVECE 4.27)
1—wJo—AJo—B Jo—BJz—A)’ '
where tanh ! (w) = 1 log( 1+“’)for w € C\((—oo, —1]U[1, 00)). Using that Re(z) >
A;B and Im(z’) > 0, one can check that for any w € [7/, E +1i log N] the argument of
tanh~! in (4.27) is in C\((—o0, —1] U [1, 00)), except if w = 7’ = z. Hence, assuming
for now that z # 7/, we get
1 V7 — AVz—B
2 ’ / —1
0°(z,7) == | —log|z — 7| —2tanh _—— + O(loglog N).
B ( | | <\/Z/—B\/Z—A>)
(4.28)

We now assume that |z — 7’| < |z — Al|z — B|/log N. Then, letting & = +1 denote
the sign of Im(z) and using that Im(z’) > O and E, E’ € (A, B), we have the following
expansion

vi'—AVz—B 7 —z 7 —z
== = (o) (1= g o)
(z'—2)(A—B)
92(Z_A)(Z_B)(l+o(l)).

Since tanh =1 (6 + h) = —% log|lh| + O(1) as h — 0, it follows that

lz — 2|

1
2 / /
0°(z,7) == (—log 72—z +610g<—
B | | |z — Allz — B

)) +O(loglog N). (4.29)

On the other hand, in the case |z — 7’| > |z — Al|z — B|/log N, the argument of
tanh~! in (4. 28) is at distance at least ¢/ log N from %1 for some ¢ > 0 and therefore
02(z,7) = —+ log |z — 7’| + O(loglog N). Combining this with (4.29), we get, in any

case such that 7#7,

lz = 2|
k(E) Vv n(E)
Taking the limit 7/ — z in the previous equation, we find 02(z z7) = —% log(k(E) Vv

n(E)). Recall now that f(s) = 2’; | 5 (log(z¢ — 5) +log(ze — ) + ~(10g(ze —5)+
log(z¢ — 5)). Since the main term on the right-hand side of (4.30) is real, we get

n . bob:
(=), (% (02 (ze.2j) + 0 (20 Zj)) - % (02 (ze,zj) — 0 (z‘zw,-)))

¢,j=1

o(z,7) = % (_ log |z — 2| + 6 log ( A 1)) +0O(loglog N). (4.30)
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+ O(loglog N).

For each ¢ and j, we apply (4.30) and check that we get the desired result by distin-

I lze—z,] lze—z;1 lZe—z)l
Zczrulslhmg the cases AT <land 1 < PRV In the first case, note that P <
Ne+lze—2z;

VT l < 3, so we can omit the “A1” part in o2(Z, z;) as well. In the second case,
we have |z¢ — z;| < |Z¢ —zj| < lze —zj1+2n¢ < 3lze — 2|, 50 |z¢ — zj] and |Z¢ — 2|
are of the same order and this is sufficient to conclude. |

Proof of Proposition 4.1. The result follows from Lemmas 4.9 and 4.7, with the choice

ag =&g/B/log N, by = {¢/B/log N. o

4.5. Proof of Lemma 4.10. In the following Lemma, for any £ € [A + N 23 B —
N~2/3], the function fo is a smoothed version of 1| p) defined before Lemma 3.9.

Lemma 4.10. There exists t1 > 0 such that for any |t| < t1, uniformly in E € [A +
]\]—2/37 B — N_2/3],

log E [et(z fofofod/Av)] = O(log N).

Proof. The proof is identical to the proof of Proposition 4.1 and in fact gives the follow-
ing stronger estimate, analogous to Lemma 4.7: Denoting Z(t) :=E,,, [e’ Sn(fi 0)], there
exists 11 > 0 such that for any |¢| < £

2
Z(t) = exp <%02(f0) + t8(fo)> : (1 +o ((1og N)?20,(log N>”“)) @31

Indeed, denoting z = E+in(E) and g(s) = ¢ (s) Imlog(z —s), forany 0 < n < 2 there
exists C, such that | fo(")| < Cplg™| pointwise, so that the proof of the above equation
is exactly the same as Lemma 4.7, through first the analogue of Lemma 4.4, i.e. rigidity
of the measures biased by ¢'/0.

With (4.31) in hand, the end of the proof is elementary, as § ( fo) = O(1) and o2 (fo) =
O(log N) follow from their definitions. O
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Appendix A: Loop Equations

In this appendix we recall the loop equation hierarchy as stated in [15]. We then give
equivalent forms of these equations which are combinatorially simpler and more con-
venient for the purpose of this paper, in terms of moments and centered moments.
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Cumulants. To simplify notation, we remove the dependence on N and write s(z) := sy (z).
Let

& @1 zn) =k (5 @15 @) = By, (log B[ X060 ])

& =0
denote the joint cumulant of s (z1), ..., s (z,). Recall the well known formulas relating
moments and cumulants, for complex random variables X1, ..., X;, with sufficiently

high finite moments,

IEI[X1~-~X,,]:Z HK(Xi:iEB) (A.1)
neP, Berx
kn (X1, X)) = Y (el = D! =D E[]‘[ X} (A2)
neP, Ben ieB
where P, denotes the set of partitions of {1, . . ., n}. Moreover, forn > 2, joint cumulants

are multilinear functions invariant by determmlstlc shifts:
Kn(Xl_wlvn-an_wn):Kn(le-n,Xn)s (A3)

for any constants wi, ..., w, € C, see for example the proof of [4, Proposition 5.3.16].
We now quote from [15] where the authors write loop equations for the measure (1.1)
multiplied by ]_[fv:l Lia_.a,1(A;) for some —oo < a— < ay < 00 (see also (A.6) below).
Under our assumptions on V, we can take the limit ax+ — 00, and this gives us the
following. If I is a set of indices, we write z; = (Z;)iel-

Theorem A.1l. (Theorems 3.3 and 3.4 in [15]) For any z € C\R, we have

N
1 2 V' (M)
201 _ & _ = /
E[s(z) ] S (1 ﬁ)]E[s (z)]+IE|: 1;1 " _Z} (A4)
Moreover, foranyn > 2, 2,21, ...,2n—1 € C\R, we have, with I = {1, ...,n — 1},

Crot o202+ 3 e G2 un @ 2n) = o (1= 2 ) Avenz. 20
n+l (2,2, 21 2 [J1+1 (2, 27) Cn—101(Z, Z1\J N B dZnZ,ZI

1LV
+Kn (NZ )Lk(_kZ),S(ZI),---qs(Zn—l)>

k=1
2 d n—1(2, ) — Cph—
.2 Z_(Cz 1z, 21\iy) — ¢n ](Zl)>:0.
NB = dz 7=z

The following result rewrites the two first terms in the above loop equations forn > 2.

Lemma A.2. Foranyn > 2,7,21,...,2n—1 € C\R, we have, with I = {1, ..., n—1},

cnv1 (2, 2,21) + Z clr+1(z, z20)en—171(2, 21\J) = Kn (sz(z), s(x1),...,s (xnfl)) .

JCI
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Proof. Recall that by definition,

Cne1 (2,2,215 -+ 25 Zn—1)
=Ky (5(2), 5(2), 5 (21) ..., 8 (Zn—1))

= i+ (0 E [ PONEI we))

o,B,6i=0
E[S(Z)zezrl;ll SiS(Zi):I E[S(Z)ezy;]l gis(zi)]

El:ez;l;]l sis(Zi):I E[eZ:-:]l a,'s(zl')]

= 881...8,,,1

& =0
Note first that

]E[s (2)2eXit W(Z")]
E[eZi”;ll a;s(z,»)]

n—1
851...8,,4 — aa£|...6,,,1 <IOgE I:eas(z)2+zi:1 EiS(Zi):I

& =0

=k (@.5 @5 @)

o, & =0

On the other hand, denoting by 9; the partial differentiation with respect to the ¢;’s for
J € J, the general Leibniz rule implies

E[s(z)ez?;ll Sif(zi)]
E[ez?;l Sis(zi)]

]E[s(z)eZ?;ll EiS(z,-)] E[S(Z)eZ;.’;l‘ e,-s(z,-)]

01

=) i g
JZC, E[eZ?:"n‘ m(z,-)] ) E[EZ?;‘ 81S(z1)]
Therefore, we get
E[s(peXini @
ey ..en_ — =) cy+1(z 25)cn—151(z: 21\J)
ftn EI:@Zi:ll SiS(Zi)] JZQ " \
& =0

and this proves the result. O

Moments. In this section, we use Theorem A.l to prove loop equations in terms of
moments and centered moments. One can also prove the following proposition directly
using integrations by parts. We omit the loop equation of rank 1 for which the formulas
in terms of moments and cumulants are already identical.
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Proposition A.3. Foranyn > 2, z,z1, ..., zn—1 € C\R, we have

n—1
, 1 1 V' (M) _
EKS(Z) —ﬁ< _B)s() Zkk_z>]"[s(z,>

k 1 i=1

n—1

2 ) — .
+N_2;3 Z 3ZjM HS(Zi) —0.
j=1

ST g

Proof. We will show that the loop equation in moments of rank » is a sum over loop
equations in cumulants of rank up to n. As before, « (-) and c(-) denote joint cumulants,
however we omit their indices which are implied by the number of its arguments. By
(A.1), we can re-write the claimed loop equation for moments as

1 2 1 vV (A
> x <S(z)2 - (1 - E)s/(zn NZ xk( 9 s <zl>},e1) [] ce»

k=1 z¢Bem

n—1
N22,3 Z Z [[ecee) =D [[cen |=0. (A.5)

Tj Bem; 7 Bem

where 7 denotes a partition of (z, z1 .. .z,—1), I = I (;r) denotes those variables that ap-
pearin the same block as zin, 77 ; denotes apartitionof(z, FATI 40 B 4 7% P z,,_l)
for j € {1,...,n— 1}, and 7 denotes a partition of (z; ... z,—1). We re-write the deriva-
tive terms as sums over partitions 7. First,

= 3z P ZK(Z’ZI(;T_,)) ]_[ c(zp)

j=1 T z¢Ben;

1
- Z 9z (Z —..¢ (@ 21on\)) ]_[ C(ZB)> :
T jel(r) J

z¢Bem

Similarly,

W

Therefore the claimed rank n loop equation for moments is equivalent to

1 V' (A
Z( [1 c(m)) (x (s(z)2 - N( - E)s @)+ Z Ak( 9 s (z»}le[(n))

Z]_[c(zs) =2 2 % _(C(Zl(m) I1 C(ZB)>-

T Bem T jel(m) 7¢Bem

T z¢Bem k 1
2 c —c
- Z 0, (T, Z1o\)) (Zl(ﬂ))> _o.
N-B —zj
Jel(m)

This indeed vanishes by Theorem A.1 and Lemma A.2. O
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As a consequence of the previous proposition, it follows from a direct calculation that the
product of s(z;)’s can be replaced by a product of the centered versions of these random
variables. We do not use these loop equations for centered moments in this paper, but
they may be useful in another context.

Corollary A4. Foranyn > 2, 2,21, ...,2u—1 € C\R, letting §(z) :=5(z) — E[s(2)],

we have
1 2\ V' ()
E[(S(Z)Z—N(I—E>S(z)+1vz )1‘[ (z1)

k=1

Confined loop equations. In this section we state the loop equations for particles chosen
according to the following modified probability measure

N
b 1 —ﬂ—NV A
du% ]()\1 ----- )LN)ZZW' | | (YL | | e Ve k)l}»ke[a,b] dig.  (A.6)
N I<k<I<N k=1

where we restrict ourselves to particles in an interval [a, b] for some —oco < a < b < o0.

We denote by E[®?] the integral with respect to ug\a,’b]. Then the loop equations for
moments can be deduced as before from the loop equations for cumulants stated in [15,
Theorems 3.3 and 3.4].

Proposition A.5. Let a < b be real numbers. For any z € C\[a, b], we have
N
1 2 1 V' (M)
]E[a,b] 2 o 1 - ! + —
|:s(z) v 5 s'(2) N};Ak_z

2 (3, nZ$" gy zle?
= + s
BN?2 z—a z—b

Moreover, foranyn > 2, z,z1, ..., zn—1 € C\la, b], we have
N n—1
1 2 1 V' (M)
B | [ s(z)? — — (1 — —) s'(2) + — s(zi)
N B N ]; Mo— 2 E ’
o ol s(z) — z
+ g LB o s
=1 S
2 aazaw’bl[l‘[?;f s@1, BEIT sl
N2B z—a z—>b

2 (8,0 z? 5,1 Z14P] ol
=5V ( TN 2’ Ele-b] l—[s(zi) )

—a —
< < i=1
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Moreover, the additional terms appearing in this new loop equation can be controlled
using the following lemma.

Lemma A.6. Foranya < A and b > B, there exists ¢ = c(a, b) > 0 such that, for any
N>1,

0, In Zl[g’b] ‘ <e N

and, foranyn > 2, zy, ..., z,—1 € C\[a, b],

n—1
0, B! {]‘[ s(z,->]

i=1

2€—CN

M= di, la, b))

<

Moreover, the same inequalities hold with 9, instead of 0.

Proof. The first inequality is stated in [15, Proposition 2.3]. The second inequality
follows from the bound

n—1
9 Ele?] |:1_[ s(zi):|
i=1

which can be found in the proof of the aforementioned result. O

3, In 253"’]) ,

S T
1_[;1:1 d(Zis [as b])

Appendix B: Stability of the Fixed Point Equation

Recall from (2.5) and (2.8) that the Stieljes transform my (z) of the equilibrium measure
satisfies my (z) = —@ +r(z)b(z) for z € C\[A, B] and is a solution of the equation

w2+ V'(QDu +h(z) = 0. Itis then easy to check that the other root of this equation can
be written as

V/
iy ()= — Z(Z) — r@)b(2).

For z € C\[A, B], these roots are identical if and only if (z) = 0. Our goal in this
section is to study the stability of the equation u? + V'(z)u + h(z) = 0 with respect to a
shift ¢ in the constant term.

Lemma B.1. There exists C > 0 depending only on V such that the following results
hold, with 1 from Lemma B.3. Let ¢ € Candz = E+inwith E € [A — 7, B+ 1] and
n € (0, n). Let u be a solution ofu2 + V' (Qu +h(z) = ¢. Then,

lu —my ()| A lu— iy (2)] <c(|b'f—z')lA|;|”2>. (B.1)
IfIm(u) > O, then
lIm(u — my ()] <5(u —my @A lu—y@)]). (B.2)

IfIm(u) > 0and A —n < E < B+, then

_ e 1/2>
lu —my(2)| < C <|b(z)| AL . (B.3)
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To prove this we will first establish two preliminary technical results.

Lemma B.2. Let z = E+inwith E € Randn > 0. IfA—n < E < B+n, then

Imb(z) > |b;_z)| (B.4)
IfE ¢ (A—n, B+n), then
(B—A)n
ETER <Imb(z)
n

<|2E—-A - B|——, B.5
| |Ib(z)l (B3
Reb(z) > |b(2Z)|. (B.6)

Proof. Let 0y = Arg(z — A) € (0, ) and 0p = Arg(z — B) € (0, ). Then b(z) =
Vz—AVz— B = |b(2)|¢!®4*%8)/2 Thus, Im b(z) = |b(z)|sin(“43%2). Now, we deal
with the case Re(z) > #, the other case being treated similarly. In this case, we have
04 +0p < m, and therefore Im b(z) is increasing as a function of 64 + 9p.

In the case E < B + 1, we have 6 > % and therefore sin(%) > % which proves

(B.4). In the case E > B + 1, we use that sin(%) > % sin(64 + 0p) to get

Im((z—A)z—B)) _QE—A—B)n _ (B—An

Imb > Z
mb) 206(2)] 2062)] 206)]

’

using £ > B. For the upper bound, we use that sin(%) < sin(f4 + 6p) because
04 +6p € [0, %] and proceed similarly to prove (B.5). Finally, note that Re b(z) >
|b(z)] - cos % and (B.6) follows. ]

Lemma B.3. There exist constants 1, ¢, C > 0 depending only on V such that for any
z=E+inwith E € [A—1, B+n]andn € (0, 1], the function V is analytic at point
z and we have

[r(2)] = ¢, (B.7)
Im(r(2)b(z)) = |Im V'(2)|. (B.8)

Moreover, if A—n < E < B+,
Im(r(2)b(2)) = c|r(2)b(2)], (B.9)

and, if E ¢ [A —n, B + 1),
~ Cn
Immy ()| V [Immy (2)| < —, (B.10)
1D(2)]

Re(my (z0) — my (2)) = c|r(2)b(2)], (B.11)

where zo:=B +nif E> B+nandzo:=A—nifE <A —n.
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Proof. Recall r and V' are analytic functions in an open set containing [A, B], so we
can choose 7 small enough so that the point z considered is included in this open set.
Moreover, r is positive in [A, B] and V' is real in [A, B], so we can choose 7, ¢, C > 0
such that, forany z = E +in with E € [A — 7, B+ 7] and € (0, 1)),

Imr(z)| < Cn, c<r@<C, Rer(z)=>c,
MmV'(z)| < Cn, ey < |b(2)| < C.
In particular, (B.7) holds. Moreover, we get

Im(r(z)b(z)) = Im(r(z)) Re(b(z2)) + Re(r(z)) Im(b(z)) > —Czn +cImb(z). (B.12)

Inthecase A—n < E < B+n, applying (B.4), we get Im(r (2)b(z)) > —C2n+ % |b(z)|.
Since |b(z)| > c,/7, the second term will dominate for n small enough, so up to a
modification of the choice of 7 (depending on ¢, C), we have

Im(r(2)b(2)) = %Ib(Z)I > [ImV'(2)| v élr(z)b(z)l.

So up to a modification of the choice of ¢, both (B.8) and (B.9) hold in this region. Now
we consider the case £ ¢ [A —n, B+n].If E > B +n, we have

b)) <VB—A-|z—B|'"><VB—A-27,

using that E < B +1). The same inequality holds in the case £ < A — . Hence, coming
back to (B.12) and applying (B.4), we get

cn(B — A) > —Czn N cn«/ B j A'
2|b(2)| 2./27
Recalling |Im V'(z)| < Cn, we can see that, choosing 7 small enough, (B.9) holds.

Then, (B.10) is an easy consequence of (B.5). Finally, we have to prove (B.11). Proceed
in the same way as for (B.9), we have, using in particular (B.6),

Im(r(2)b(z)) > —C?n +

Re(r(2)b(2)) = c|r(2)b(2)], (B.13)
for E ¢ [A — n, B + n]. Using this, we get

V'(z) — V'(z0)

Re(my (z0) —my(z)) = Re ( 5

+7r(2)b(z) + r(zo)’?(zo))

1
> clr(z)b(z)| — EIV’(Z) - V'(20)l.

Since |V'(z) — V'(z0)| is of order n and |r(z)b(z)| of order /1, (B.11) holds if we
choose ¢ and 7 small enough. This concludes the proof. O

Proof of Lemma B.1. For brevity, in this proof, we write V', h, r, b, my, niy instead
of V'(2), h(z), r(z), b(z), my (z), nmy (z). Moreover, we define ¢ and 7 as the constants
given by Lemma B.3.

We first prove (B.1). Since my and my are the two roots of the polynomial X 24V X +h,
we have

C=u?+Vu+h=@—my)(u—ny). (B.14)
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It follows immediately that
u—my| Al —niy] < g2

On the other hand, if |u — my| < |u — my], then |u — my| > % lmy —my| = |rb|,
so it follows from (B.14) that |u — my| < |¢]/|rb]. Proceeding similarly in the case
lu —my| > |u—myl, we get

1)

lu —my| Alu—my| < bl
By Lemma B.3, |r| > ¢, so the two previous displayed equation prove (B.1).
Now we assume Im(#) > 0 and prove (B.2). It follows that

1 1
m(u — fiy)| > Im(u = iy) > —Im@iiy) = 5 Im(V') + Im(rb) > 5 Im(b)

where we used that Im(rb) > |Im V’| by Lemma B.3 in the last inequality. Note that it
follows from the same inequality that Im(rd) > 0, so [Im(my — my)| = 2Im(rb) <
4|Im(u — my)|. We deduce that

Im@u —my)| < Im@u — ny)| + Im(my — my)| < SIm@u —mny)l,

and (B.2) follows.

Finally we assume both Im(z) > Oand A —n < E < B+, and prove (B.3). As before,
we have [Im(u — my)| > % Im(rb). But now we can apply bound (B.9) of Lemma B.3
which states that Im(rb) > c|rb|. We get

~ -~ c c N
lu —my| 2 [Im(u —my)| > Elrbl = Z|mV —my|.

Itfollows that [u—my | < (1+3)|u—niy|andso [u—my| < (1+3) (lu—my|Alu—riy]).
Thus (B.3) follows from (B.1). O
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