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Abstract. RFID technology is playing an increasingly more important role in the 
Internet of Things, especially in the dense deployment model. In such networks, 
in addition to communication, nodes may also need to harvest energy from the 
environment to operate. In particular, we assume that our network model relies 
on RFID sensor network consisting of Wireless Identification and Sensing Plat-
form (WISP) devices and RFID exciters. In WISP, the sensors harvest ambient 
energy from the RFID exciters and use this energy for communication back to the 
exciter. However, as the number of exciters is typically small, sensors further 
away from an exciter will need longer charging time to be able to transmit the 
same amount of information than a closer by sensor. Thus, further away sensors 
limit the overall throughput of the network. In this paper, we propose to use a 
multi-modulation scheme, which trades off power for transmission duration. 
More specifically, in this scheme, sensors closer to the exciter use a higher-order 
modulation, which requires more power than a lower-order modulation assigned 
to further away sensors, for the same bit error rate of all the sensors’ transmis-
sions. This reduces the transmission time of the closer sensors, while also reduc-
ing the charging time of the further away sensors, overall increasing the total net-
work throughput. The evaluation results show that the RFID sensor network with 
our multi-modulation scheme has significantly higher throughput as compared 
with the traditional single-modulation scheme. 

Keywords: RFID systems; IoT; WISP; energy harvesting; multi-modulation 
scheme; throughput optimization; sensor network 

1 Introduction and Motivation 

The Internet of Things (IoT) networking paradigm continues to draw a lot of attention, 
especially with the deployment of novel and exciting applications, many of which re-
quiring dense deployment of sensing/processing/communicating devices (“things”). At 
the same time, radio frequency identification (RFID) technologies and RFID sensor net-
works (RSNs), which consist of exciters and RFID nodes, promise to broaden RFID 
systems by incorporating sensing technologies [1]. Nodes in RSNs are Wireless Identi-
fication and Sensing Platform (WISP)1 sensor devices which are capable of harvesting 

 
1 RSNs and especially the WISP technology is extensively discussed in [1-4]. 
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their operating energy from RFID transmissions [2]. The problem that we investigate in 
this paper relates to energy harvesting by sensor nodes in RSN with dense deployment.2  
    In general, an RSN consists of sensor nodes and RFID exciters3 deployed among the 
nodes. The RFID exciters transmit to the RFID devices by continuous wave (CW) sig-
nals, and the sensor nodes convert these signals to DC, charging their on-board energy 
storage elements (e.g., a super capacitor). When a sensor node accumulates enough en-
ergy from an exciter, it will be able to transmit their own signals back to the exciter. In 
this study, we adopt a combination of RFID tags and sensors [3] functioning as sensor 
nodes capable of energy harvesting. This kind of sensor nodes could gather information 
by its sensor, harvest and store energy in the sensor node, and then send the information 
to the exciter upon receiving permission from the exciter. (The energy harvesting circuit 
is similar to the circuit in semi-passive tag-based sensor nodes [4]. And although our 
system model does not employ passive backscattering techniques, other systems models 
could be considered in future work.  
    RFID technology is already pervasive in applications such as bar codes [5] and ap-
plying the technology to IoT system is becoming widespread in Smart Cities and in 
Smart Homes projects [6]. RFID technology has also been extensively deployed in var-
ious and distinctive fields, such as access control, biomedical implants, identification, 
tracking, logistics, sensor networks, security, fast payment system, loss prevention and 
shopping malls [7]. The use of WISP devices as RFID sensor nodes augments the RFID 
technology with increased computational capabilities [1].    
    With the growing demand for large size RSNs, the energy harvesting efficiency be-
comes a constraint that limits the throughput of a sensor network. This paper is aiming 
at the optimization of RSN communication in dense sensor nodes deployment [8]. In 
this kind of RSNs, nodes which are deployed further from the exciter experience larger 
attenuation of the CW signal, and thus will be charged at a slower pace than nodes 
located closer to the reader. Furthermore, such further-away nodes require more energy 
to transmit back to the exciter (again because of the signal attenuation with distance) to 
achieve the same bit error rate (BER) as nodes located close-by to the exciter. Thus, the 
required charging time is prolonged by the “ineffective energy harvesting” of the far-
away nodes, reducing the overall throughput of the whole RSN.  
    To address this limitation, we propose a multi-modulation scheme, where based on a 
node’s distance from the exciter, different modulation methods are used by the net-
work’s nodes. Although RFID system that apply different modulation schemes were 
previously proposed in [9], however, that work didn’t provide any strategy to improve 
the performance of the RFID system by the use of multi-modulation. In our study, we 
focus on the RSN design of such multi-modulation-based RFID sensor networks to sig-
nificantly improve the network’s performance. Since different modulation methods 
have different Signal to Noise Ratio (SNR) requirements, we can balance the energy 
harvesting effectiveness of the different nodes by applying the different modulation 

 
2 Imagine that the hardware of a dense IoT device requires changing a battery once in 4 years. In 
a deployment of 100,000 devices, this means that there is a need to replace 2,500 batteries every 
year or ~70 batteries every day!  
3 The terms “reader” and “exciter” are interchangeably used in technical literature. 
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schemes according to the sensor nodes’ distances to the exciter. In our work, we assume 
that there is a single channel that is used sequentially by the sensor nodes to transmit. 
Since one transmission cycle for the RSN consists of the charging time in addition to 
the transmission times of all the nodes, to maximize the network throughput, we need 
to reduce the sum of these two components. Because higher order modulation methods 
result in shorter transmission times (as discussed in Section 3), the multi-modulation 
scheme needs to judiciously trade-off between the transmission time and the required 
charging time, as to minimize the overall performance. In other words, the multi-mod-
ulation scheme allows: (1) saving the overall charging time compared with the case of 
a single modulation scheme, and (2) saving the overall transmission time compared with 
the case of a single modulation scheme. In summary, the result shows that our multi-
modulation scheme has a significant improvement in throughput of the RSN, as com-
pared with the traditional single-modulation scheme.  
    The rest of the paper is organized as follows: In Section 2, we introduce our multi-
modulation scheme, with the theoretical results of the scheme presented in Section 3. In 
Section 4, we show how our scheme works in a multi-exciter environment. In Section 
5, we present numerical results that demonstrate the improvement of our scheme com-
pared with the traditional single-modulation scheme. Section 6 concludes the paper. 

2 Multi Modulation Scheme  

In the proposed multi-modulation scheme for RFID sensor networks hundreds/thou-
sands of sensor nodes are deployed in the RFID reader coverage area. We assume that 
nodes in the coverage area follow a uniform distribution, and that the communication 
requirements (i.e., the amounts of data) that all the nodes need to transmit to the exciter 
are the same. An RFID exciter (sometimes referred to as a reader) emits CW signals to 
supply energy to sensor nodes in the coverage area. The exciter also serves as a router 
that is responsible for scheduling data transmissions of the sensor nodes and for receiv-
ing messages from nodes. Sensor nodes are designed to harvest energy from the ambient 
RF signal of the exciter, using known energy harvesting techniques in the RFID sys-
tems, as are known to be applied to semi-passive tags [10]. A sensor node can transmit 
its message only after it has been sufficiently charged and it receives the permission 
from the exciter. In our model, we assume that sensor nodes cannot harvest energy and 
transmit data to the exciter at the same time (i.e., all the harvested energy is used to 
charge the sensor node’s energy storage). 
    In our RSN, all the sensor nodes within the exciter coverage area share one commu-
nication channel. As the exciter arranges the schedule of the sensor nodes’ transmissions 
in each cycle, the exciter needs to query each node within its coverage area in each 
transmission cycle whether the node has data to transmit. The amount of data that each 
node transmits in a cycle is the same for all the nodes and the symbol rate (discussed in 
Section 3) for all the node-to-exciter transmissions is the same for all the nodes. Thus, 
the bandwidth requirements of all the nodes are the same too. Since we want to improve 
the throughput of the RFID sensor network and the throughput of a network has an 
inverse relation to the cycle time, the cycle time needs to be minimized.  
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    As shown in Fig. 1, there are three major phases in a transmission cycle: Query, 
Charging, and Transmissions. In the Query phase, the exciter identifies the sensor nodes 
that have data to transmit. (We note that if the network allows the set of sensor nodes to 
change over time, this phase could also be used to discover nodes in the coverage area.) 
Since before any node can transmit it needs to collect sufficient energy, the Query phase 
includes a short charging time (not shown in the figure) to allow a node to respond to 
the exciter’s query. Based on the nodes’ responses, the exciter starts sending CW (in the 
Charging phase) to sufficiently charge the nodes. The exciter then sequentially sends 
short polling messages to the next node that is scheduled to transmit (not shown in the 
figure), so that the nodes can transmit their data. Only nodes who announced to the 
exciter in the Query phase that they have data to transmit will be polled in this Trans-
missions phase.  

 
Fig. 1: Phases of a transmission cycle 

    In general, the charging time period depends on the required charging time of the 
furthest node, which is determined by the exciter-to-node distance R.  To maximize the 
network throughput, we apply a family of modulation schemes (e.g., PSK) to the nodes 
in the network, where the further away nodes are assigned such an order of the modu-
lation family (e.g., 8-PSK or 16-PSK) that requires less power to transmit. This way, in 
each cycle of data transmission, our network will take a shorter time to finish all the 
transmissions than when a single-modulation scheme is used by all the nodes. In gen-
eral, the total transmission time of a cycle in this scheme is: 

                        𝑡𝑡𝑜𝑡𝑎𝑙 = 𝑡𝑞𝑢𝑒𝑟𝑦 +∑ 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 +Max(𝑡𝑐ℎ𝑎𝑟𝑔𝑒) ,                                   (1) 

where 𝑡𝑞𝑢𝑒𝑟𝑦 is the time needed for the Query phase, ∑ 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 is the summation of 
the transmission times of all the sensor nodes, and Max(𝑡𝑐ℎ𝑎𝑟𝑔𝑒) represents the maxi-
mum charging time among all the nodes. Thus, the charging time needed for the whole 
network depends on the charging time of the sensor node that needs the most time to 
charge, while the transmission time for the whole network depends on the summation 
of the all the transmission times of the nodes, because we assume a single channel, so 
that the exciter cannot receive signals from different nodes at the same time. 
    Since different modulation schemes require different levels of the energy-per-bit to 
noise-power-spectral-density ratio (𝐸𝑏

𝑁0
) to achieve the same bit error rate (BER), the 

energy-per-bit, 𝐸𝑏 , required for different modulations are also different. If we apply the 
same modulation scheme to all the sensor nodes, the closer nodes would need to wait 
for the further nodes to finish charging. However, if we assign to the furthest nodes a 
modulation scheme that requires less energy to transmit, the charging time for the nodes 
will decrease; thus, the total cycle time will decrease as well. The motivation behind our 
scheme is as follows. Since in this network, the symbol rate of the system remains the 
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same for all the nodes, modulation schemes that require less energy to transmit results 
in a less charging time but longer transmission time (as discussed in Section 3). Conse-
quently, assume we have modulation schemes A and B, and nodes applying the scheme 
A require less energy to transmit per bit than nodes applying the scheme B, while the 
latter can transmit more bits per unit time. Thus, we can apply scheme A to the further 
nodes, and apply scheme B to the closer nodes. Since applying modulation scheme B 
will reduce the transmission time of the closer nodes, the total transmission time will be 
reduced compared with networks that only apply the modulation scheme A; and because 
the modulation scheme A reduces the charging time of the whole network, the multi-
modulation scheme has a shorter cycle time compared with networks that only apply 
the modulation scheme B. Hence, the sum of transmission time and charging time (i.e., 
eq. (1)) could be optimized under our multi-modulation scheme. To summarize, the 
scheme that we propose in this paper applies different modulation methods to sensor 
nodes according to their distance to exciter R, as to optimize the throughput of the net-
work.  
    We first calculate the maximum RFID exciter-to-node range R. There are two main 
criteria to constrain the maximum range of exciter-to-node communication (further dis-
cussed in Section 3): (1) the reading range of the RFID exciter, and (2) the required 
BER of the application. The first criterion determines the furthest possible range of ex-
citer coverage area (𝑅𝑐𝑜𝑣𝑒𝑟), and the second criterion determines the furthest range of 
exciter-to-node communication for particular modulations (𝑅𝑚𝑎𝑥)  under particular 
charging time limitation. Although we can extend the charging time to increase  𝑅𝑚𝑎𝑥, 
 𝑅𝑚𝑎𝑥 cannot be larger than 𝑅𝑐𝑜𝑣𝑒𝑟 . 
    The references [11] – [18] outline the main modulation schemes used for RFID UHF 
schemes: QAM, QPSK, BPSK, ASK, and OOK.4. We choose PSK, PAM, and QAM 
[12] modulations with different number of bits per symbol 𝑘 (M = 2𝑘), because they 
are the more commonly used schemes in RFID systems. 
     In the particular example presented in Section 5, we apply three different orders of 
the PSK family of modulations: QPSK, 8-PSK, and 16-PSK to the 100 sensor nodes in 
the exciter coverage area. These 100 nodes are deployed within the area determined by 
the QPSK modulation scheme, 𝑅max (𝑄𝑃𝑆𝐾). The exciter’s coverage area is divided into 
four areas: (1) the circle with 16-PSK modulation, where the distance of the nodes to 
the exciter is no larger than 𝑅max (16−𝑃𝑆𝐾); (2) the annulus region with 8-PSK modula-
tion, where the distance of the nodes to the exciter is between 𝑅max (16−𝑃𝑆𝐾) and 
𝑅max (8−𝑃𝑆𝐾); (3) the annulus region with QPSK modulation, where the distance of 
nodes to the exciter is between 𝑅max (8−𝑃𝑆𝐾)  and 𝑅max (𝑄𝑃𝑆𝐾). Fig. 2 shows the region 
partition for our multi-modulation scheme.   

 
4 We do not use the OOK modulation scheme, since with this modulation we cannot apply differ-
ent number of bits per symbol, 𝑘 [17]. 
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Fig. 2: The region partition and assignments of the modulation schemes 

    Although we divided the coverage area into the three regions above, the distances of 
the sensor nodes to the exciter within each ring are not exactly the same. Thus, the length 
of the charging phase is determined by the node with the largest required charging time; 
i.e., a node that is the furthest distance from the exciter and is still in its ring area; in 
other words, a node located on the boundary to the next ring. 

3 Derivation of the Multi-modulation Scheme Improvement 

In this section, we derive the performance improvement of our multi-modulation 
scheme. First, we briefly discuss the basic concepts used throughout this section. In this 
study, the BER required by the application is the main design criterion that limits the 
node-to-exciter communication range. For a particular modulation scheme, the 𝐸𝑏

𝑁0
 has a 

direct relation to BER. SER represents the symbol error rate, with the energy per symbol  
𝐸𝑠 = 𝑘 × 𝐸𝑏  being another parameter in our research, where 𝑘 represents the number of 
bits-per-symbol of a particular modulation scheme [19]. We also consider an additive 
white Gaussian noise (AWGN) in our work [19].  
    According to the requirement of the modulation methods assignment in Fig. 2, we 
should first figure out the 𝐸𝑏

𝑁0
 of the different modulation schemes based on the same 

required BER, so that we can determine the partition rings of our scheme. The SER-
SNR and BER-SNR formulas of the various modulation schemes are shown in Table 1 
[20]. 

Table 1. SER v. SNR and BER v. SNR for various modulation orders 
 K=1 K=2 K=3 
 

SER 𝑄(√2
𝐸𝑠
𝑁0
) 2𝑄(√2

𝐸𝑠
𝑁0
) 2𝑄(√2

𝐸𝑠
𝑁0
𝑠𝑖𝑛

𝜋

𝑀
) 

 
BER 𝑄(√2

𝐸𝑏
𝑁0
) 𝑄(√2

𝐸𝑏
𝑁0
) 

2

𝑘
𝑄(√2𝑘

𝐸𝑏
𝑁0
𝑠𝑖𝑛

𝜋

𝑀
) 
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    Using the Table 1 and the inverse Q-function, one can derive the required 𝐸𝑏
𝑁0

 for a 

particular value of BER. Then for a choice of M-PSK, we obtain the formulas for 𝐸𝑏
𝑁0

 

and 𝐸𝑆
𝑁0
 in Table 2 [20]. 

Table 2. 𝐸𝑆
𝑁0

 and 𝐸𝑏
𝑁0
 as a function of SER for various M-PSK modulations 

 BPSK QPSK M-PSK(M>4) 
𝐸𝑠
𝑁0

  
(𝑒𝑟𝑓𝑐−1(𝑆𝐸𝑅))2 

 
2(𝑒𝑟𝑓𝑐−1(𝑆𝐸𝑅))2 

2(𝑒𝑟𝑓𝑐−1(𝑆𝐸𝑅))2

2(𝑠𝑖𝑛
𝜋
𝑀
)2

 

𝐸𝑏
𝑁0

 
 

(𝑒𝑟𝑓𝑐−1(𝐵𝐸𝑅))2 
 

(𝑒𝑟𝑓𝑐−1(𝐵𝐸𝑅))2 
(𝑒𝑟𝑓𝑐−1(

𝑘
2
𝐵𝐸𝑅))2

𝑘(𝑠𝑖𝑛
𝜋
𝑀
)2

 

    Next, we study the energy transfer in our RFID sensor network to find the exact cri-
terion for 𝑅𝑚𝑎𝑥. The downlink power which shows the exciter-to-node power received 
at the sensor nodes, 𝑃𝑛𝑜𝑑𝑒 , is: 

                                            𝑃𝑛𝑜𝑑𝑒 = 𝑃𝑐𝑤(
𝜆𝑐𝑤

4𝜋𝑅
)2𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒 ,                           (2) 

where 𝑃𝑐𝑤  is the power of the CW emitted from the exciter, 𝑅 is the distance between 
the exciter and a sensor node, 𝜆𝑐𝑤 is the wavelength of the CW signal, 𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟   and 
𝐺𝑛𝑜𝑑𝑒 are the power gains of the exciter and node antennas, respectively [21], and all 
powers are expressed in units of Watts.  
     For the uplink power, the node-to-exciter power received at the exciter, 𝑃𝑟𝑑 , is: 

                                          𝑃𝑟𝑑 = 𝑃𝑏𝑎𝑐𝑘(
𝜆𝑐𝑤

4𝜋𝑅
)2𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒 ,                                        (3) 

where 𝑃𝑏𝑎𝑐𝑘  is the modulated power emitted by a sensor node. By studying the relation-
ship between 𝑃𝑏𝑎𝑐𝑘 and 𝑃𝑛𝑜𝑑𝑒 , we can find the modulation region partition in Fig. 2. If 
we label the power efficiency of energy harvesting in the nodes as 𝜌𝑡, the charging time 
in each cycle as 𝑡𝑐ℎ𝑎𝑟𝑔𝑒 , and the time duration that a node transmits in each cycle as 
𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 , the relationship between 𝑃𝑏𝑎𝑐𝑘  and 𝑃𝑛𝑜𝑑𝑒  is: 

                                  𝑃𝑏𝑎𝑐𝑘 ∙ 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 = 𝜌𝑡 ∙ 𝑃𝑛𝑜𝑑𝑒 ∙ 𝑡𝑐ℎ𝑎𝑟𝑔𝑒 ,                                        (4) 

where 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 = 𝐿/𝑅𝑏 is the transmission time needed for transmission of 𝐿 bits (i.e., 
𝐿 is the length of the data needed to be transmitted (in bits)), and 𝑅𝑏 is the bit rate. We 
assume the symbol rate 𝑆𝑏 (in units of symbols/sec) is fixed for all the network trans-
missions. Thus, the data rates 𝑅𝑏 of the different modulations with different bits-per-
symbol are different, because 𝑅𝑏 =  𝑘 × 𝑆𝑏 . The bandwidth 𝐵 of the PSK/QAM modu-
lated signal is 𝐵 = 2𝑅𝑏

𝑘
 [22]. Hence, 𝐵 = 2𝑆𝑏, and the same bandwidth is used by all the 

sensor nodes.  
    In this study, we use the criteria in reference [23] as the value of 𝑅𝑐𝑜𝑣𝑒𝑟 , which is 30.5 
meter for semi-passive tags, as we assume that our nodes rely on similar circuitry as 
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semi-passive tags. Next, we concentrate on obtaining 𝑅𝑚𝑎𝑥 ,which is constrained  by the 
acceptable maximum BER for all the modulations. Eq. (5) represents the relationship 
between 𝑃𝑟𝑑 and 𝐸𝑠

𝑁0
  [24]: 

                                𝑃𝑟𝑑
𝑁0
= 𝑅𝑏 (

𝐸𝑏

𝑁0
) = 𝑘 × 𝑆𝑏 (

𝐸𝑠

𝑘𝑁0
) = 𝑆𝑏 (

𝐸𝑠

𝑁0
).                                   (5) 

    In our scheme, a sensor node is charged by the exciter as per eq. (2). After a charging 
time 𝑡𝑐ℎ𝑎𝑟𝑔𝑒 , the node will have enough power to transmit its data of 𝐿 bits. Then by eq. 
(4), the power sent back from the node is calculated. The back power received in the 
exciter, 𝑃𝑟𝑑 , is calculated by eq. (3). For all the nodes, independent of the modulation 
scheme, the maximum acceptable BER of the nodes’ signals received by the exciter 
should be the same and is given by the application.  Therefore, knowing the required 
BER, we can find the corresponding required minimum 𝐸𝑏

𝑁0
 for PSK modulation with 

different M by using formulas in Table 1 and Table 2.  Then by eq. (5), we obtain the 
minimum power 𝑃𝑟𝑑 needed in the exciter for the different modulations: 

                                 𝑃𝑟𝑑(𝑚𝑖𝑛) = 𝑁0𝑆𝑏 (
𝐸𝑠

𝑁0
) = 𝑁0𝑆𝑏𝑘 (

𝐸𝑏

𝑁0
),                                         (6) 

where 𝐸𝑏
𝑁0

 is calculated by formulas in Table 2. Combining eq. (2), (3), (4), and (6), we 
obtain the constraint of the distance 𝑅𝑚𝑎𝑥 for the different modulation schemes: 

𝑁0𝑆𝑏𝑘 (
𝐸𝑏
𝑁0
) = 𝑃𝑏𝑎𝑐𝑘(

𝜆𝑐𝑤
4𝜋𝑅𝑚𝑎𝑥

)2𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒

=
𝜌𝑡 ∙ 𝑃𝑛𝑜𝑑𝑒 ∙ 𝑡𝑐ℎ𝑎𝑟𝑔𝑒

𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡
(
𝜆𝑐𝑤

4𝜋𝑅𝑚𝑎𝑥
)2𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒

=
𝑃𝑐𝑤𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒𝜌𝑡𝑡𝑐ℎ𝑎𝑟𝑔𝑒

𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡
(
𝜆𝑐𝑤

4𝜋𝑅𝑚𝑎𝑥
)4𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒 

                       𝑅𝑚𝑎𝑥 = √
𝑃𝑐𝑤𝜌𝑡𝑡𝑐ℎ𝑎𝑟𝑔𝑒

𝑁0𝑆𝑏𝑘(
𝐸𝑏
𝑁0
)𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡

(
𝜆𝑐𝑤

4𝜋
)4(𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒)

24
=

                                        √
𝑃𝑐𝑤𝜌𝑡𝑡𝑐ℎ𝑎𝑟𝑔𝑒

𝑁0(
𝐸𝑏
𝑁0
)𝐿

(
𝜆𝑐𝑤

4𝜋
)4(𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒)

24                                         (7) 

    Thus 𝑅𝑚𝑎𝑥 is determined by the charging time, 𝑡𝑐ℎ𝑎𝑟𝑔𝑒  and by 𝐸𝑏
𝑁0

. Since we want the 
maximum charging time for all the different modulations to be the same, and we assume 
that all the sensor nodes have the same amount of data 𝐿 to transmit and the same trans-
mitted symbol rate 𝑆𝑏, we have the relationship between the distances 𝑅1 and 𝑅2 as a 
function of 𝐸𝑏1

𝑁0
 and 𝐸𝑏2

𝑁0
 for two different modulations as: 

                                                  𝑅1
𝑅2
== √

𝐸𝑏2

𝑁0
/
𝐸𝑏1

𝑁0

4
 .                                                     (8) 
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Then the charging time is calculated as: 

                                       𝑡𝑐ℎ𝑎𝑟𝑔𝑒 =
𝑁0(

𝐸𝑏
𝑁0
)𝐿

𝑃𝑐𝑤𝜌𝑡(𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒)
2 (
4𝜋𝑅

𝜆𝑐𝑤
)4 .                                   (9) 

    Assume that we have 𝑛 nodes distributed throughout the three regions (in Fig. 2) as 
follows: 𝑥 nodes using QPSK, 𝑦 nodes using 8-PSK, and 𝑧 nodes using 16-PSK, where 
𝑛 = 𝑥 + 𝑦 + 𝑧, and the furthest node is at the distance of 𝑅𝑚𝑎𝑥. Assuming uniform ge-
ographic distribution of the nodes in the network, the number of nodes deployed in the 
different regions is: 

𝑥 = 𝑛 ×
𝐴(𝑄𝑃𝑆𝐾)

𝐴(𝑄𝑃𝑆𝐾) + 𝐴(8−𝑃𝑆𝐾) + 𝐴(16−𝑃𝑆𝐾)
=
𝑅max (𝑄𝑃𝑆𝐾)
2 − 𝑅max (8−𝑃𝑆𝐾)

2

𝑅max (𝑄𝑃𝑆𝐾)
2  , 

𝑦 = 𝑛 ×
𝐴(8−𝑃𝑆𝐾)

𝐴(𝑄𝑃𝑆𝐾) + 𝐴(8−𝑃𝑆𝐾) + 𝐴(16−𝑃𝑆𝐾)

𝑅max (8−𝑃𝑆𝐾)
2 − 𝑅max (16−𝑃𝑆𝐾)

2

𝑅max (𝑄𝑃𝑆𝐾)
2  , 

𝑧 = 𝑛 ×
𝐴(16−𝑃𝑆𝐾)

𝐴(𝑄𝑃𝑆𝐾) + 𝐴(8−𝑃𝑆𝐾) + 𝐴(16−𝑃𝑆𝐾)
=
𝑅max (16−𝑃𝑆𝐾)
2

𝑅max (𝑄𝑃𝑆𝐾)
2 .                            (10) 

                                                                                                                                                                                     
    Based on eq. (10), we can calculate the duration of the cycles in the multi-modulation 
and in the single-modulation schemes: 

𝑡𝑡𝑜𝑡𝑎𝑙−𝑚𝑚 = 𝑡𝑞𝑢𝑒𝑟𝑦 +∑𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 + 𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑚𝑎𝑥) = 𝑡𝑞𝑢𝑒𝑟𝑦 +
𝐿

𝑘1 × 𝑆𝑏
𝑥 +

𝐿

𝑘2 × 𝑆𝑏
𝑦

+
𝐿

𝑘3 × 𝑆𝑏
𝑧 + 𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(𝑄𝑃𝑆𝐾)) 

  𝑡𝑡𝑜𝑡𝑎𝑙−𝑠𝑚 = 𝑡𝑞𝑢𝑒𝑟𝑦 +∑ 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 + 𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑚𝑎𝑥) = 𝑡𝑞𝑢𝑒𝑟𝑦 +
𝑛𝐿

𝑘𝑖×𝑆𝑏
+ 

    𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(𝑖−𝑃𝑆𝐾)) ,        (11)         

where 𝑘𝑖 represents the number of bits-per-symbol in the various modulation schemes 
(i.e., QPSK, 8-PSK, and 16-PSK), and  𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(𝑄𝑆𝐾)) < 𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(8−𝑃𝑆𝐾)) <
𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(16−𝑃𝑆𝐾)) are calculated by eq. (9). 
    Thus, the reduction of the cycle duration time by our scheme compared with single-
modulation scheme is: 

𝑡𝑡𝑜𝑡𝑎𝑙−𝑠𝑚 − 𝑡𝑡𝑜𝑡𝑎𝑙−𝑚𝑚 =
𝑛𝐿

𝑘𝑖×𝑆𝑏
−

𝐿

𝑘1×𝑆𝑏
𝑥 −

𝐿

𝑘2×𝑆𝑏
𝑦 −

𝐿

𝑘3×𝑆𝑏
𝑧 + 𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(𝑖−𝑃𝑆𝐾)) −

                                                                               𝑡𝑐ℎ𝑎𝑟𝑔𝑒(𝑀𝑎𝑥(𝑄𝑃𝑆𝐾)) .                                  (12)                                                                                                                                                         

    We note that when we calculate the improvement of the network throughput, our 
multi-modulation scheme should be compared with the single-modulation scheme that 
performs the best among all the three single-modulation schemes which are used in our 
multi-modulation scheme. Hence, the throughput improvement, 𝐵𝑚𝑢𝑙𝑡𝑖 , is calculated by 
eq. (13):         
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𝐵𝑚𝑢𝑙𝑡𝑖 =

(
1

𝑡𝑡𝑜𝑡𝑎𝑙(𝑀𝑢𝑙𝑡𝑖)
 − 

1

𝑀𝐼𝑁(𝑡𝑡𝑜𝑡𝑎𝑙(𝑄𝑃𝑆𝐾),𝑡𝑡𝑜𝑡𝑎𝑙(8−𝑃𝑆𝐾), 𝑡𝑡𝑜𝑡𝑎𝑙(16−𝑃𝑆𝐾))
)

1

𝑀𝐼𝑁(𝑡𝑡𝑜𝑡𝑎𝑙(𝑄𝑃𝑆𝐾),𝑡𝑡𝑜𝑡𝑎𝑙(8−𝑃𝑆𝐾), 𝑡𝑡𝑜𝑡𝑎𝑙(16−𝑃𝑆𝐾))

                        (13) 

4 Multi-Modulation Scheme with Multiple Exciters 

It is likely that in a large deployment of an RSN, there will be more than one exciter 
present (e.g., multi-exciter network as in [25]). In this section, we assume that the ex-
citers are uniformly deployed in the network (this is a reasonable assumption, given the 
fact that the sensor nodes are randomly, but uniformly, distributed too). We also assume 
that the antennas of the sensor nodes are unidirectional, so that the nodes are able to 
receive power from different directions at the same time. We consider the locations of 
the exciters at the centers of a hexagonal grid. Then the received power by a node de-
pends on the distances between the node and the exciters (and is calculated by eq. (2)), 
and the total received energy of a node is calculated by the sum of their received energy 
from the all the exciters. Because of the exponential dependence on distance in eq. (2), 
in calculating the power collected by a sensor node, we need to consider only the closest 
several exciters to the node, and we can ignore the power received from the other further 
away exciters.  
    Consider an area covered by 7 exciters arranged in a hexagonal grid, as depicted in 
Fig. 3.  

 
Fig. 3: Structure of a multi-exciter network 

    Assume that the middle exciter is at the origin, (0, 0), while the coordinates of the 
other six exciters are: (0, √3𝑅), (3

2
𝑅,

√3

2
𝑅), (3

2
, −

√3

2
𝑅), (0, −√3𝑅), (− 3

2
𝑅,

√3

2
𝑅), 

and (− 3

2
𝑅,−

√3

2
𝑅). We label the coordinates of an exemplary node in the middle of the 

hexagonal grid as (𝑥, 𝑦). The power received by the exemplary node in the central hex-
agon is: 
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𝑃𝑛𝑜𝑑𝑒(𝑥, 𝑦) = 𝑃𝑐𝑤(
𝜆𝑐𝑤

4𝜋
)2𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒 × (

1

𝑥2+𝑦2
+

1

𝑥2+(𝑦−√3𝑅)
2 +

1

𝑥2+(𝑦+√3𝑅)
2 +

1

(𝑥−
3

2
𝑅)
2
+(𝑦−

√3

2
𝑅)
2 +

1

(𝑥−
3

2
𝑅)
2
+(𝑦+

√3

2
𝑅)
2 +

1

(𝑥+
3

2
𝑅)
2
+(𝑦−

√3

2
𝑅)
2 +

1

(𝑥+
3

2
𝑅)
2
+(𝑦+

√3

2
𝑅)
2)       (14)                                                                                                                         

The level of the received power (displayed only for the central hexagon) as a function 
of the node’s location, (𝑥, 𝑦), is shown in Fig. 4.  
    Next, we study the behavior of eq. (14) for different locations of the sensor node, (𝑥,
𝑦). More specifically, we show that 𝑃𝑛𝑜𝑑𝑒(𝑥, 𝑦) is a strictly increasing function as we 
move the location of the node from a boundary of the hexagon to its vertex. 

   

 
Fig. 4: The received power plot as a function of the sensor node’s location in the central hexa-

gon (the plot is truncated at received power of 0.01W) 

    Using the polar coordinate system, where 𝑥 = 𝑟 cos 𝜃 , 𝑦 = 𝑟 ∙ sin 𝜃;  r is the distance 
from node to the origin, and 𝜃 is the angle of node location relative to the 𝑥 −axis, eq. 
(14) can be rewritten as: 
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𝑃𝑛𝑜𝑑𝑒(𝑟, 𝜃) = 𝑃𝑐𝑤 (
𝜆𝑐𝑤

4𝜋
)
2

𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒 × (
1

𝑟2
+

1

𝑟2+3𝑅2−2√3𝑟𝑅 sin 𝜃
+

1

𝑟2+3𝑅2+2√3𝑟𝑅 sin 𝜃
+

1

𝑟2+3𝑅2−3𝑟𝑅cos 𝜃−√3𝑟𝑅 sin 𝜃
+

1

𝑟2+3𝑅2−3𝑟𝑅cos𝜃+√3𝑟𝑅sin 𝜃
+

1

𝑟2+3𝑅2+3𝑟𝑅cos 𝜃−√3𝑟𝑅 sin𝜃
+

1

𝑟2+3𝑅2+3𝑟𝑅 cos 𝜃+√3𝑟𝑅 sin𝜃
)                                                 (15)                                                 

    Now, taking a derivative of 𝑃𝑛𝑜𝑑𝑒(𝑟, 𝜃) with respect to 𝑟, one can easily verify that 
𝜕𝑃𝑛𝑜𝑑𝑒(𝑟, 𝜃)

𝜕𝑟
⁄ < 0.     Hence, the received power gain in any direction is a monoton-

ically increasing function from the boundary to the vertex of a hexagon.  Furthermore, 
as can be demonstrated by eq. (15) (and is also evident in Fig. 5), there exists 𝑟0 for 
which the received power at a node is relatively constant for 𝑟0 ≤ 𝑟 ≤ 1. This indicates 
that the sensor nodes in the area 𝑟0 ≤ 𝑟 ≤ 1 could be assigned the same modulation 
scheme. Combining eq. (15) with eqs. (3), (4), and (6), we obtain the region partition 
formula for any direction 𝜃 from the center of a hexagon to its edge: 

(
𝐸𝑏1
𝑁0
)

(
𝐸𝑏2
𝑁0
)
=                                                                                                                                               (16) 

(

 
 
𝑟2
2

(

 

1
𝑟12
+

1

𝑟12 + 3𝑅2 − 2√3𝑟1𝑅sin 𝜃
+

1

𝑟12 + 3𝑅2 + 2√3𝑟1𝑅sin 𝜃
+

1

𝑟12 + 3𝑅2 − 3𝑟1𝑅cos𝜃 − √3𝑟1 𝑅sin 𝜃
+

1

𝑟12 + 3𝑅2 − 3𝑟1 𝑅cos𝜃 + √3𝑟1𝑅 sin 𝜃
+

1

𝑟12 + 3𝑅2 + 3 𝑟1𝑅cos𝜃 − √3𝑟1𝑅 sin 𝜃
+

1

𝑟12 + 3𝑅2 + 3𝑟1𝑅cos𝜃 + √3𝑟1𝑅 sin 𝜃)

 

)

 
 

(

 
 
𝑟12

(

 
 
1
𝑟22
+

1

𝑟22 + 3𝑅2 − 2√3𝑟2𝑅 sin 𝜃
+

1

𝑟22 + 3𝑅2 + 2√3𝑟2𝑅 sin 𝜃
+

1

𝑟22 + 3𝑅2 − 3𝑟𝑅cos𝜃 − √3𝑟2𝑅 sin 𝜃
+

1

𝑟22 + 3𝑅2 − 3𝑟2𝑅 cos 𝜃 + √3𝑟2𝑅 sin 𝜃
+

1

𝑟22 + 3𝑅2 + 3 𝑟2𝑅cos𝜃 − √3𝑟2𝑅 sin 𝜃
+

1

𝑟22 + 3𝑅2 + 3𝑟2𝑅cos𝜃 + √3𝑟2 𝑅sin 𝜃)

 

)

 
 

  ,  

where 𝑟1 is the furthest exciter-to-node distance for modulation scheme 1, and 𝑟2 is the 
furthest exciter-to-node distance for modulation scheme 2. For example, using QPSK 
modulation as modulation scheme 1, 𝑟1 = 𝑟max (𝑄𝑃𝑆𝐾). Let 𝑢1 =

𝑅

𝑟1
, 𝑢2 =

𝑅

𝑟2
, eq. (16) is 

now changed to: 

(
𝐸𝑏1
𝑁0
)

(
𝐸𝑏2
𝑁0
)
=                                                                                                                                               (17) 

(

 
 
𝑢1
4

(

 
1 +

1

1 + 3𝑢1
2 − 2√3𝑢1 sin 𝜃

+
1

1 + 3𝑢1
2 + 2√3𝑢1 sin 𝜃

+
1

1 + 3𝑢1
2 − 3𝑢1cos 𝜃 − √3𝑢1 sin 𝜃

+

1

1 + 3𝑢1
2 − 3𝑢1 cos 𝜃 + √3𝑢1 sin 𝜃

+
1

1 + 3𝑢1
2 + 3𝑢1cos 𝜃 − √3𝑢1 sin 𝜃

+
1

1 + 3𝑢1
2 + 3𝑢1cos 𝜃 + √3𝑢1 sin 𝜃)

 

)

 
 

(

 
 
𝑢2
4

(

 
1 +

1

1 + 3𝑢2
2 − 2√3𝑢2 sin 𝜃

+
1

1 + 3𝑢2
2 + 2√3𝑢2 sin 𝜃

+
1

1 + 3𝑢2
2 − 3𝑢1cos 𝜃 − √3𝑢2 sin 𝜃

+

1

1 + 3𝑢2
2 − 3𝑢2 cos 𝜃 + √3𝑢2 sin 𝜃

+
1

1 + 3𝑢2
2 + 3𝑢2cos 𝜃 − √3𝑢2 sin 𝜃

+
1

1 + 3𝑢2
2 + 3𝑢2cos 𝜃 + √3𝑢2 sin 𝜃)

 

)

 
 

,                           

    As represented in eq. (17), since we use the ratio of 𝑟1 to R, or 𝑟2 to R instead of an 
actual value of R, the region partition principle is not dependent on the value of R. Thus, 
in our example of a multi-exciter network, the region partition for the three modulations 



13 

is shown in Fig. 5. For each direction 𝜃, the relation between 𝑟max (𝑄𝑃𝑆𝐾), 𝑟max (8−𝑃𝑆𝐾), 
and 𝑟max (16−𝑃𝑆𝐾),  should follow eq. (16) or eq. (17).     

 
Fig. 5: Partition of the hexagon area by three modulation type (QPSK, 8-PSK, and 16-PSK) in a 

multi-exciter network 

    In Fig. 5, there are three rings: the black (outer) ring represents the boundary of 
QPSK; the red (middle) ring represents the boundary for 8-PSK; and the blue (inner) 
ring represents the boundary for 16-PSK. The area between hexagon boundary (green 
lines) and the middle ring is the region where QPSK is used by the nodes in this hexag-
onal area; the area between the middle ring and the inner ring is the region where 8-PSK 
is used by the nodes in this hexagon; the area within the inner ring is the region where 
16-PSK is used by the nodes in this hexagon. The area between the outer ring and hex-
agon boundary will apply QPSK as well; however, since this area belongs partially to 
other hexagon regions, some nodes in this area are assigned to the other exciters based 
on the region partition by the hexagonal grid.     
    If we have a sensor node using modulation scheme 1 where 𝑢1 =

𝑅

𝑟1
, we can calculate 

the charging time for this node in one cycle by eq. (18) which is extension of eq. (9)  
and by eq. (17) which presents the charging time of sensor nodes in multi-exciter 
scheme (proof omitted): 
 
𝑡𝑐ℎ𝑎𝑟𝑔𝑒−𝑚𝑒 =                                                                                                               (18) 

 
𝑁0 (

𝐸𝑏1
𝑁0
)𝐿

𝑃𝑐𝑤𝜌𝑡(𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟𝐺𝑛𝑜𝑑𝑒)2
(
4𝜋
𝜆𝑐𝑤
)
4

∙ 𝑟1
4

(

 
1 +

1

1 + 3𝑢1
2 − 2√3𝑢1 sin𝜃

+
1

1 + 3𝑢1
2 + 2√3𝑢1 sin𝜃

+
1

1 + 3𝑢1
2 − 3𝑢1cos𝜃 − √3𝑢1 sin 𝜃

+

1

1 + 3𝑢1
2 − 3𝑢1 cos 𝜃 + √3𝑢1 sin 𝜃

+
1

1 + 3𝑢1
2 + 3𝑢1cos 𝜃 − √3𝑢1 sin𝜃

+
1

1 + 3𝑢1
2 + 3𝑢1cos𝜃 + √3𝑢1 sin𝜃)
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5 Numerical Results 

In IEEE 802.15.4 standard [26], the UHF communication frequencies are specified as 
868 [MHz], 915 [MHz], and 2.45 [GHz]. Those frequencies could be applied in RFID 
systems [27]. In our scheme, we also assume a fixed symbol rate of 200kHz as per [11], 
which allows at most 32-PSK modulation in the IEEE 802.15.4 standard. 
    Now we will calculate the numerical result of 𝑅𝑚𝑎𝑥 in a single exciter network for 
QPSK, 8-PSK and 16-PSK, using Tables 1-2 and equations in Section 3. 
    We assume the following parameter values: BER threshold of 10−6 [28], 𝛾𝑏(𝑄𝑃𝑆𝐾) =
10.779𝑑𝐵 , 𝛾𝑏(8−𝑃𝑆𝐾) = 14.205𝑑𝐵, 𝛾𝑏(16−𝑃𝑆𝐾) = 18.7𝑑𝐵  (using Table 2),  𝑃𝑐𝑤 =
1𝑊,    𝐺𝑒𝑥𝑐𝑖𝑡𝑒𝑟 = 6𝑑𝐵𝑖,    𝐺𝑛𝑜𝑑𝑒 = 2𝑑𝐵𝑖,   𝜆𝑐𝑤 = 0.12245𝑚 (for frequency of 
2.45GHz), and 𝑁0 = −140𝑑𝑏𝑚/𝐻𝑧 [29,30]. We further assume that L=16 kb [31] as 
the message size to transmit, 𝑆𝑏 = 200𝑘𝐻𝑧 [11],  and 𝜌𝑡=0.6667 [24,32]. We use three 
levels of PSK modulations: QPSK, 8-PSK, and 16-PSK, so that 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡 =
𝐿

𝑘×𝑆𝑏
, 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝑘=2) = 0.04𝑠𝑒𝑐, 𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝑘=3) = 0.00268𝑠𝑒𝑐,   and  𝑡𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡(𝑘=4) =

0.02𝑠𝑒𝑐. 𝑅𝑐𝑜𝑣𝑒𝑟= 30.5m [23]. 
    The charging time is then calculated by eq. (9). If, as an example, 𝑅max (𝑄𝑃𝑆𝐾) =
20𝑚, then 𝑡𝑐ℎ𝑎𝑟𝑔𝑒 = 1.2798𝑠. 
    For k=3, the 8-PSK boundary, which is the middle ring, by eq.(8): 

𝑅max (8−𝑃𝑆𝐾) = 20 × √
101.0778

101.4205

4

=  16.422𝑚. 

    For k=4, the 16-PSK boundary, which is the inner ring, 

𝑅max (16−𝑃𝑆𝐾) = 20 × √
101.0778

101.87

4

= 12.6774𝑚. 

    Next, we use these 𝑅max values to implement the region partition of our multi-mod-
ulation scheme. As a specific example, we again assume that 100 sensor nodes are dis-
tributed within the exciter’s coverage area following a uniform distribution. Thus, the 
percentage of nodes with different modulations is proportional to the area of these three 
regions (as per eq. (10)). For the first region with 16-PSK modulation, the area is 
𝐴(16−𝑃𝑆𝐾) = 𝜋𝑅max (16−𝑃𝑆𝐾)

2 ; for the second region with 8-PSK modulation, the area is  
𝐴(8−𝑃𝑆𝐾) = 𝜋𝑅max (8−𝑃𝑆𝐾)

2 − 𝜋𝑅max (16−𝑃𝑆𝐾)
2 ; for the last region with QPSK modula-

tion, the area is 𝐴(𝑄𝑃𝑆𝐾) = 𝜋𝑅max (𝑄𝑃𝑆𝐾)2 − 𝜋𝑅max (8−𝑃𝑆𝐾)
2 . The coverage area is 

𝑅𝑐𝑜𝑣𝑒𝑟 = 30.5𝑚 , and 𝑅max (𝑄𝑃𝑆𝐾) = 20𝑚, which is the furthest exciter-to-node dis-
tance. Thus, using the region partition equations that we obtained above, the 100 nodes 
are distributed in the range of 0~20𝑚 from the central point which represents the loca-
tion of the exciter. By eq. (10), we have 33 nodes using QPSK, 27 nodes using 8-PSK, 
and 40 nodes using 16-PSK. 

Next, we can compare the performance of the proposed multi-modulation scheme 
(with QPSK, 8-PSK, and 16-PSK in the different regions and with the distribution of 
sensor nodes following the region partition above) with the three cases of the single-
modulation scheme of either QPSK, 8-PSK, or 16-PSK. We assume that at the 
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beginning of the first cycle, all the nodes have no energy stored. The charging time is 
then calculated by eq. (9). Assuming 𝑡𝑞𝑢𝑒𝑟𝑦 = 0.01𝑠𝑒𝑐, the results of the comparison 
are shown in Table 3. 

Table 3. Comparison of cycle times for the three modulation schemes 

  
Query 

Charging 
time 

Transmis-
sion Time 

Cycle 
Time 

Multi modulation (QPSK, 
8-PSK, 16-PSK) 

0.01 1.2798 2.8436 4.1334 

Single modulation (QPSK) 0.01 1.2798 4 5.2898 
Single modulation (8-PSK) 0.01 2.7865 2.68 5.4765 

Single modulation (16-
PSK) 

0.01 7.8445 2 9.8545 

    Based on the comparison in Table 3, in this example, the proposed multi-modulation 
scheme results in significantly shorter cycle time relative to all the three single-modu-
lation schemes of either QPSK, 8-PSK, or 16-PSK. If we label the total transmission 
time in a cycle as 𝑡𝑡𝑜𝑡𝑎𝑙, the throughput improvement is calculated by eq. (13). Compar-
ing with the most efficient single-modulation QPSK in Table 3, we gain about 28% in 
throughput improvement.  
    In evaluating the performance of the different schemes, we need to take into consid-
eration the maximal distance of a sensor node to the exciter, which will change in dif-
ferent networks, which in the case of M-PSK is 𝑅max (𝑄𝑃𝑆𝐾). In the Fig. 6, we show the 
total cycle time to maximal node-to-exciter distance diagram for multi-modulation and 
single-modulation schemes of M-PSK.  

 
Fig. 6: Comparison of cycle times for different schemes 
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    By eq. (9) and eq. (12), the improvement of the cycle time follows equation with only 
one variable R. As can be seen from Fig. 6, the “best” choice of the scheme depends on 
the maximal node-to-exciter distance. For instance, for small maximal node-to-exciter 
distances, the single modulation 16-PSK results in the shortest cycle, while for large 
maximal node-to-exciter distances, the multi-modulation scheme leads to the shortest 
cycle time.  
    To show a more comprehensive performance evaluation of our multi-modulation 
scheme, we also compare the following three multi-modulation schemes with the PSK 
multi-modulation scheme of a single-exciter network: 

1. Multi-modulation scheme for a multi-exciter network applying M-PSK modula-
tions: In multi-exciter networks, the charging time is calculated by (18), and the re-
gion partition follows Fig. 5.  
2. Multi-modulation scheme for a single-exciter network applying M-QAM modu-
lations: QAM multi-modulation scheme with M equal to 4, 8, 16.5 
3. Multi-modulation scheme for a single-exciter network applying M-PAM modula-
tions: PAM multi-modulation scheme with M equal to 2, 4, 8.6 

 

 
Fig. 7: Comparison of throughput improvement of the different multi-modulation schemes vs. 

the “best” single-modulation scheme 

 
5 The function of BER vs 𝐸𝑏

𝑁0
 for the QAM and the PAM schemes are evaluated using the Matlab 

BER tool. 
6 For M-PSK scheme, BPSK and QPSK have the same 𝐸𝑏

𝑁0
 at 𝐵𝐸𝑅 = 10−6, so we cannot use 

BPSK, together with QPSK. For M-QAM scheme, 2-QAM cannot be found in the Matlab BER 
tool, so we use 4-QAM as the lowest order modulation. 
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    Next, we evaluate the throughput of all these three multi-modulation schemes, to-
gether with the M-PSK scheme with a single-exciter. The throughput improvement is 
calculated by eq. (13), following the results in Fig. 6; for any maximal node-to-exciter 
distance, we should compare the throughput with the “best” (i.e., shortest cycle time) 
scheme.   In Fig. 7, we show the comparison of the throughput improvement or degra-
dation (based on eq. (13)) for the above three schemes, together with the previously 
discussed PSK single exciter case, relative to the performance of the multi-modulation 
schemes. With the exceptions outlined below, most of the parameters remain the same 
as in Table 3.7. As can be seen from Fig. 7, in our example, the multi-modulation scheme 
results in throughput improvement for networks with the maximal node-to-exciter dis-
tance greater than about 17 m. The improvement depends on the maximal node-to-ex-
citer distance, but is most pronounced for larger networks. (The singular points in Fig. 
7 are due to the fact that at these points the choice of the “best” scheme changes. For 
example, in Fig. 6, we observe that the choice of the “best” M-PSK scheme changes at 
a different maximal exciter-to-exciter distance; those “best” choices will now be used 
in eq. (13) for comparison with the multi-modulation scheme. In Fig. 7, the throughput 
of each curve is calculated at each maximal node-to-exciter distance for the “best” sin-
gle-modulation scheme of the particular modulation family.) 
    In conclusion, the throughput improvement by our multi-modulation scheme is sig-
nificant, as shown in Fig. 7 (e.g., up to nearly 40% improvement for the PAM scheme). 
However, the improvement depends on the maximal exciter-to-node distance, and for 
different schemes the throughput improvement curves are different. To maximize the 
benefits of the multi-modulation scheme, a network designer should choose the best 
multi-modulation scheme according to the furthest exciter-to-node distance and the 
throughput improvement curves in Fig. 7.  

6 Conclusion and Future Work 
In this paper, we propose a multi-modulation scheme to optimize the throughput of 
RFID Sensor Networks by minimizing the single cycle time of the network. Our scheme 
is applied to WSIP sensor nodes whose circuits harvest energy for communication and 
are able to implement different modulation methods. By applying different modulation 
methods in the nodes according to their distance to the exciter, our multi-modulation 
scheme minimizes the cycle time by saving the charging time of nodes located further 
from the exciter or by saving on the transmission time of nodes closer to the exciter, as 
compared with traditional single-modulation schemes. Our scheme could be applied to 
both the single-exciter network and multi-exciter network. We demonstrated an im-
provement of up to 40% of throughput according to our evaluation results. Our proposed 
scheme is in particular applicable to large scale / dense RFID Sensor Networks.  

 
7 Based on eq. (10), since the 𝐸𝑏

𝑁0
 obtained from the Maltab BER tool for the QAM and the PAM 

schemes are different from PSK, the region partitions for QAM and PAM schemes are different 
from that of the PSK scheme. As a result, the number of nodes for different regions are changed 
as well. In addition, since we apply 2-PAM, 4-PAM, and 8-PAM in the PAM scheme, the trans-
mission time for sensor nodes is changed to: 0.08sec, 0.04sec, and 0.0268sec, respectively 
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