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Abstract—The docket sheet of a court case contains a wealth
of information about the progression of a case, the parties’ and
judge’s decision-making along the way, and the case’s ultimate
outcome that can be used in analytical applications. However, the
unstructured text of the docket sheet and the terse and variable
phrasing of docket entries require the development of new models
to identify key entities to enable analysis at a systematic level.
We developed a judge entity recognition language model and
disambiguation pipeline for US District Court records. Our
model can robustly identify mentions of judicial entities in free
text (⇠99% F-1 Score) and outperforms general state-of-the-
art language models by 13%. Our disambiguation pipeline is
able to robustly identify both appointed and non-appointed
judicial actors and correctly infer the type of appointment
(⇠99% precision). Lastly, we show with a case study on in forma
pauperis decision-making that there is substantial error (⇠30%)
attributing decision outcomes to judicial actors if the free text of
the docket is not used to make the identification and attribution.

Index Terms—named entity recognition, disambiguation, court
records, judicial entities

I. INTRODUCTION

The court system is a pillar of US government, charged
with resolving disputes, issuing punishment, and deciding how
to interpret the law. A fundamental aspect of these functions
is that courts should operate impartially, showing favor to
neither the plaintiff nor defendant. While judges may view
their work as akin to an umpire [1], managing cases based
only on procedure and precedent, there is continued academic
and industrial interest in analyzing court activity and decision-
making at the judge level [2, 3, 4, 5, 6]. Indeed, studies
have documented variations in judicial decision-making across
both ideologically hot-button topics and seemingly neutral
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procedural issues, [7, 8, 9] warranting further research to help
improve the function of the courts.

However, at the lowest level of the federal court system –
the 94 district courts, which collectively handle over a quarter
of a million civil and criminal cases per year – systematically
attributing decisions to individual judges is not trivial for two
main reasons.

The first has to do with how responsibilities within the
courts are structured. There are two types of judges who pri-
marily work in the federal district courts: district judges, who
are Presidentially-nominated and Senate-confirmed judges ap-
pointed under Article III of the U.S. Constitution, and mag-
istrate judges hired as fixed-term employees of the courts.
Magistrate judges’ responsibilities are not universally de-
fined; instead the scope of their authority is decided on a
district-by-district basis, within some broad statutory limits
[10, 11, 12, 13]. This makes it nearly impossible to establish a
priori rules governing when or how a magistrate judge could
be involved in a case without consulting the data. The picture
is complicated further by transfers of cases between and within
district courts or the appearance of other Article III judicial
actors (such as those from appeals and bankrupcty courts)
when a case moves out of or into the district courts. Though
court dockets have current judge fields, those fields do not
reliably record which of the many possible judicial officers is
making decisions in a case at any given moment in litigation.
A judicial actor may recuse themselves, be promoted, retire, or
die during the course of litigation, precipitating a change in the
judge presiding over the case and complicating the attribution
of actions and decisions.

The second reason is simple: while court records are public
documents, the judiciary charges the public for electronic
access on the Public Access to Court Electronic Records



(PACER) site [14]. This has largely prevented the creation
of a comprehensive, public dataset that systematically repre-
sents all districts and case types that would be necessary to
develop a robust pipeline for named entity recognition and
disambiguation of judges in court records.

There is prior work on training named entity recognition
(NER) models on legal corpora, generally in countries where
legal data is more freely available or on limited sets of court
opinions in the United States [15, 16, 17, 18, 19]. These efforts
have sought to develop models that recognize traditional entity
classes (e.g., Person, Organization, Document) like generally
available NER models, but are tuned to legal documents,
which have a number of unique structural variations. While the
performance of standard NER models and training weights has
improved greatly with the advent of transformer based models
[20, 21], it is still possible to improve on this performance for
specific tasks with subject matter training data [22].

Disambiguation of named entities has not received as much
research attention in US legal corpora at scale. The Federal
Judicial Center (FJC) maintains an official biographical dataset
for all appointed district judges since the 1700s [23], but
does not maintain records on non-appointed judges. Efforts
to identify and profile all magistrate judges that are employed
in the federal courts is one of the most significant research
contributions in the area of disambiguation [24, 25]; however,
these efforts are built by hand and require continuous effort to
maintain. There is a wealth of research in the area of author
name disambiguation for scholarly works [26, 27], which
includes the use of advanced methods like feature extraction
from the published text [28, 29] and graph embedding [30, 31].
However, the appearance of a judge on a court docket sheet
differs dramatically from the context of academic authors in
scholarly works. The former appears by procedural random
assignment, while the latter generally appears in relation to
the subject matter of the work. This limits the utility of
more advanced approaches as the only additional information
present on a docket about a judge apart from their name is
their title (e.g., District Judge, Magistrate Judge), which has
no relation to the case matter.

Here we present a model to recognize and disambiguate
judicial entities (PRESIDE) in the free text of docket sheets.
We develop our model using federal district court cases filed
in 2016 and find that it outperforms a general model in
identifying judges and their titles. Using our disambiguation
methods we are able to uniquely attribute judge mentions in
free text to a single entity and even recognize judges who
are not identified in external data sources. We further test the
model on cases filed in a different year to verify its ability
to generalize. Finally, we use decisions on in forma pauperis
applications as an example to demonstrate the inaccuracy of
an approach that uses only the docket sheet current judge field
to identify the responsible actor for a decision within a case.

II. DATA AND METHODS

A. Federal District Court Records

To establish the universe of cases that were filed in 2016, we
queried for a list of all cases filed from ‘01-01-2016’ to ‘12-31-
2016’ on PACER in all 94 US district courts. Using the query
results, we then collected the docket sheet for each case from
one of two sources: a free online archive called RECAP [32]
(accounting for 135,867 docket sheets) and the paid PACER
system (accounting for 205,399 docket sheets), producing a
corpus of 341,086 dockets. We processed the HTML docket
sheets with a custom parser [33] that produces a structured
JSON data format.

Court docket sheets are a semi-structured data source and
contain two primary sections of research interest, the header
and the docket entry table. The header of a docket sheet is
a structured layout that lists specific case-level information
(e.g., current judge, parties, nature of suit) with a preceding
key (e.g., ‘Judge:’, ‘Plaintiff:’, ‘Nature of Suit:’) that provides
the data mapping. The docket entry table contains the chrono-
logical record of the case progression and is structured HTML,
where each litigation event is logged as a table row with the
event index, date, and entry text. Docket entries are entered
into the record by the parties or court actors (e.g., judges,
clerks) and are generated from a drop-down menu followed
by a free text entry field.

B. Dataset Construction

To bootstrap the creation of our judge entity dataset we
exploited the structured header of the docket sheets and the
prevalent usage of honorific titles in the data. We extracted
all judge names and titles from the structured header of
each case, cleaned the title, and combined this name list
with the FJC Article III judge biographical data to create a
dictionary of both appointed and non-appointed judge names.
Supplementing the FJC biographical dataset with header judge
names increased the universe of known names 52%, from
3,762 to 5,730. We then enhanced the judge name dictionary
by generating additional name format variations, like “Sara
Ellis”, “S. L. Ellis”, and “Ellis, Sara”. This expansion included
generating name variants with abbreviated initials, name re-
versals, standalone surnames, suffix detection, and possessive
detection, which increased the dictionary to 159,063 variants.
This judge name dictionary is also combined with a dictionary
of 40 different honorific variations.

To generate training data, we performed a brute force extrac-
tion of judge entities from the unstructured docket entry text
based on the judge name dictionary. To combat the spurious
identification of entity mentions in the docket entry text, e.g.,
‘Judge John Doe’ triggering a search for just ‘Doe’ across
all text, we developed a different logic rule for single-token
(surname) than multi-token (full names) pattern extraction
from the text. For single-token names to be extracted as a
training sample we require that the single-token entity be
directly preceded or followed by a honorific token (‘Judge’,
‘Magistrate Judge’, etc.). As an example, we would extract



Judge Doe as training data from the following two examples,
but not the third example.

1) Order signed by District Judge Doe
2) Preliminary hearing held in chambers of Doe, District

Judge. All parties advised...
3) Plaintiff Doe’s motion for extension of time.

Our compiled dictionary of honorific variations and judge
names resulted in over 10 million string combinations that
would have to be considered during brute force text extraction.
In order to scale the extraction process to our corpus of
>300,000 docket sheets we used the FlashText package [34],
which implements the trie-based FlashText algorithm [35]. As
a first pass on a docket sheet we search for the appearance
of any surname in the judge name corpus. If it is found then
we apply the trie patterns for both judge name entities and
combined honorific and name entities in a single pass. This
process takes approximately 40 minutes (Windows 10 OS,
with a 2.60 Ghz i7-10750H processor and 32 GB RAM) to
consider 427 million tokens from 10.7 million docket entries
and extracted 8.4 million tagged spans. In total, this extraction
method generated 3.4 million docket entries with tagged spans
and was split 80/14/6 into training, validation, and holdout
datasets.

C. Model Training
We used the spaCy non-transformer architecture [21] for

entity recognition with a custom tokenizer. The custom tok-
enizer was employed to standardize span detection even with
punctuation at the end of names. Specifically, samples with
suffixes where the punctuation is an optional inclusion (e.g.
‘Jr’ versus ‘Jr.’) create sentence collision issues with out of
the box tokenizers. The architecture trained a custom NER
pipeline on two entity labels: “honorific” and “judge”. Training
scoring was balanced between both labels, and no preference
was given to precision or recall.

Due to limitations in memory, our training corpus was cut in
half and streamed into the model. The model was trained on
roughly 1.4 million docket entries containing approximately
3.4 million tagged spans. The remainder of the dataset was
unchanged, with a validation set of 480,000 docket entries
containing 1.2 million tagged spans. Training was conducted
with a dropout rate of 0.1 and batch sizes that compounded
from 100 to 1000 at a rate of 1.001. Patience was set
such that 1,600 steps with no improvement would terminate
training. Data was continuously streamed and the process was
manually stopped at 70 hours. The best model in terms of
the unweighted F-score across both entity tags was selected
from hour 66. The model weights and accompanying code for
PRESIDE are available online [36, 37].

D. Extraction
We extracted entities from all 94 US district courts’ dockets

with the trained PRESIDE model and applied a uniform
adjustment and cleaning method. The adjustment methods
were developed to handle traditionally non-English multi-
token surnames. Our training data handled punctuation based

tokenization issues such as hyphenation or infixed apostro-
phes (such as “O’Sullivan”) and trained the model for these
tokenization patterns. However, the model struggled with
multi-token surnames that are whitespace bounded, leading to
some entities being partially captured. For example magistrate
judge “Susan Gregory Van Keulen” was frequently captured
as “Susan Gregory Van”. The adjustment method examines
nearby extracted spans for an entity token and expands the
detected span to include the full name if recognizable patterns
like “a Van B” or “a De b” were found and the expanded
pattern matched a longer extracted entity.

As a cleaning method to reduce the chance of false positives,
i.e. incorrectly identifying a party or lawyer as a judge, we
compared our list of extracted judge entities with known
parties and lawyers appearing alongside them in the same case.
We performed this comparison on extracted judge predictions
that appeared in only one case in the corpus. This is a
restrictive choice operating under the assumption that a judicial
entity prediction is unlikely to be a false positive if it appears
on multiple dockets. However, if a representation appears on
only on one docket out of 300,000, and that appearance is a
strong fuzzy match (>95%) to a listed party or lawyer in that
case, then the entity is dropped from the pool of extracted
judicial entities.

E. Disambiguation
We use string similarity methods to determine if predicted

entities match with each other and should both map to the
same single entity. We leverage custom implementations of
token subset and overlap algorithms, as well as fuzzy matching
based on the Levenshtein distance (fuzzywuzzy library [38]).
Our custom implementations of token subset matching were
designed to handle the usage of abbreviations in names,
which court clerks commonly use when writing judge names
in docket text. For example, in our algorithm “Matthew
Kennelly” is a total subset of “Matthew F. Kennelly”, and
“M. F. Kennelly” is a total subset of an abbreviated form
of the same name. These functions also handle basic name
standardization and nicknames. For example, a clerk may
inadvertently spell “Matt” as “Mat” or abbreviate “Edward” to
“Ed”. We built a dictionary of known nicknames and universal
spelling mappings associated with formal names and leveraged
this dictionary when evaluating token overlap. When all other
tokens are considered equal, the nickname or universal spelling
enabled a proper match (i.e. “Sara Lee Ellis” matches to
“Sarah Lee Ellis”). The algorithm maintains a directed network
of all predicted entities and creates links between two entities
when they are predicted to match. This network is updated
throughout the disambiguation process and at the end we
resolve what is the official name to use for the single entity
based on token length and frequency.

The disambiguation methods are applied in a four step
sequential process (Figure 1) to disambiguate the entire pool
of predicted judicial entities: (i) intra-case matching, (ii) intra-
court matching, (iii) external data matching, and (iv) clustering
matches.
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Fig. 1. Visual diagram of the four step disambigutation pipeline on entities extracted from docket text. In this example, we constructed three examples cases to
demonstrate the flow of the disambiguation pipeline: two cases that originate in the U.S. District Court for the Northern District of Illinois and are reassigned
to a new judge during the case (1:16-cv-XXXX1 and 1:16-cv-XXXX2) and one case that originates in the Northern District of Illinois and is transferred to
the Central District of Illinois (1:16-cv-XXX11). Entities are first extracted from individual case docket sheets and matched within the case (1. Intra-Case).
Entities are then matched between cases within the same court districts (2. intra-court) and then external datasets with official judge information (grey entity
boxes) are added and matched (3. External Data). Finally, a clustering step is taken over the entire disambiguation network and titles are inferred for judges
without a given title from an official external data source (4. Clustering).

We first disambiguate all predicted entities that appear
within a single case since this is a constrained setting and
repeated appearances, even with spelling variations, are likely
to be the same single entity. Because fewer judges will be
involved in a single case we loosen the thresholds on fuzzy
matching to 90% if one spelling form appears 20 times more
frequently than the other within the overall court. This helps to
resolve infrequent typos and the selective inclusion of middle
initials. Additionally, the restrictive case entity comparison
matches standalone surnames to full names, even in the
presence of spelling mistakes.

Next we pool the predicted judicial entities from all cases
within a single district court together and repeat disam-
biguation. This allows us to further construct edges in the
disambiguation network, without introducing the potential
collisions of judges in different courts with similar names.
After disambiguation at the court level, we add all entities from
the FJC biographical dataset [23] as nodes in the network.
With the addition of these official entity nodes we repeat the
disambiguation process across the network. Finally, we reduce
the pool of all predicted entities across all 94 districts with
a network clustering approach. Throughout disambiguation

a node is restricted to only one edge to another entity or
itself, creating clusters of entity representations that all map
to the same single entity once comparisons are done across
the network.

Once the disambiguation network is fully generated the final
entity representation is chosen for each entity cluster and the
metadata is then generated in order to produce an inferred
entity label as a district or magistrate judge. The metadata in-
cludes cumulative case appearances, district appearances, case
header appearances, the total number of appearances alongside
five honorific labels (District, Magistrate, Bankruptcy, General
Judicial Actor, None), and, if available, the FJC biographical
data unique identifier. While bankruptcy judges are not regular
judicial actors in district courts, our model effectively extracts
their honorifics and names whenever proceedings involve their
interaction, and thus we account for them in entity labelling.
Additionally, a subset of honorifics do not clarify a judge’s
true role, for instance “Honorable” could be referring to any
number of judge types and “Justice” may refer to state or
federal appeals judges when a case is transferred out of or into
district courts. These honorifics are not discarded, but instead
considered as a generalized label indicating the entity is a



judicial actor in some capacity. Entities that possess an official
FJC biographical dataset unique identifier are automatically
labeled as an Article III judge. For all other entities that do
not contain a link to a node with a unique identifier from
the FJC dataset, the proportion of honorific appearances helps
determine their entity labels. If a judge appeared 70% of
the time with a “Magistrate” label and 20% with a “General
Judicial Actor” label (such as “Honorable”), and 10% of the
time standalone, we infer this entity was in fact a Magistrate
Judge.

III. RESULTS

A. NER Model Performance
The trained NER model performs well, with an F-Score of

99.2% on prediction for both the honorific and judge entity
tokens (Table I). This performance remains effectively the
same in the validation data, removing concerns that the model
is overfit to the training data to produce the high F-Score. As
an additional test to make sure that the model is not overfit we
built a dataset of ⇠180,000 docket entries from cases that were
filed in 2017 and assessed model performance (Table I). We
find that its ability to detect honorifics is largely unchanged
and the performance in detecting judge entity tokens is slightly
decreased (99.2% to 98.7%).

TABLE I
Model performance on training, validation, and out of sample 2017 data (N

of 1.4 ⇤ 106, 2.05 ⇤ 105, and 1.81 ⇤ 105, respectively.)

Training Validation 2017 Data
Honorific Judge Honorific Judge Honorific Judge

F-Score 99.2% 99.2% 99.3% 99.2% 99.1% 98.7%
Precision 98.6% 99.1% 98.7% 99.2% 98.4% 98.6%
Recall 99.9% 99.2% 99.9% 99.2% 99.8% 98.8%

As a comparison, we also performed predictions of judge
entity tokens with the standard spaCy en_core_web_lg
NER model on the 2017 data. To perform a comparison
we consider any “PERSON” entity that the standard spaCy
model predicts as a potential judge entity and do not pe-
nalize it for the identification of any additional “PERSON”
entity predictions, which restricts us to only considering
precision as a comparison metric. We find that the standard
en_core_web_lg has a precision of 85.90%, which is
nearly a 13 percentage point decrease in comparison to the
custom trained PRESIDE model result (98.6%).

B. Disambiguation Performance
The disambiguation pipeline identified 2,549 distinct judge

entities in the 2016 dockets, of which it captured 1,056 out of
1,124 Article III judges who were sitting on the bench between
2016 and 2018 according to the FJC biographical dataset. Of
the 68 district judges missing from our results, 58 attained se-
nior status before the start of 2016 and, while were technically
commissioned district judges, were functionally retired. Upon
further inspection, we did not find those 58 judges mentioned
in our docket samples. Nine of the remaining ten judges

are explained by undetectable nicknames (such as “Margaret
Catharine Rogers” going by “M. Casey Rogers”), initialisms
(“Paul Kinloch Holmes, III” going by “P.K. Holmes, III”),
and suffix dropping (“Stephen Nathaniel Limbaugh, Jr.” sans
“Jr.”). All of these variations were captured as their nicknames,
but inadequately mapped back to their official identifier. The
remaining judge did not appear on any docket entries in the
entire corpus. This results in a precision of 99.2% for district
judges when we consider only the judges who appeared in the
dataset.

The model also identified an additional 285 Article III ap-
pointed judges who do not primarily preside in district courts
(i.e. Appeals or the Supreme Court) and about 1,200 judges
who were not in the FJC biographical dataset and were labeled
with their appropriate non-Article III judge title. Of note, our
model detected and labelled five judges in the Districts of
Guam and the Northern Mariana Islands, despite not being in
the FJC biographical dataset. Though judges in these territories
are not appointed via Article III, the districts themselves enjoy
near equivalent Article III jurisdiction, making their judicial
entities relevant as a ‘district judge’ in research. We manually
verified their appointments and found that the model extracted
all five of these judges and correctly inferred “district judge”
as their honorific.

To examine the disambiguation performance on magistrate
judges we evaluate how many magistrate entities we capture
that are in the publicly available BR/MAG database [25],
which has been developed through hand-review of printed
and online reference materials. The BR/MAG dataset lists 504
judges who would have been active magistrate judges between
2016 and 2018. Our disambiguation model uniquely identified
all but five of those 504 judges. Upon further inspection, two
of those judges are listed as part time and appeared only three
times in all 300,000 dockets, two do not appear at all in docket
text, and one was mislabeled by our model to a similarly
named Article III judge (“Karen M. Williams” was mapped to
District Judge “Karen J. Williams”). This results in a precision
of 99.4% for magistrate judges when we consider only judges
who appeared in the BR/MAG dataset.

C. Case study on decision attribution
Many analytical questions that involve judges require ag-

gregating decision outcomes, like how often Judge X grants
Motion type Y or how long discovery lasts in Z type of case
with Judge X. By default the only named judge on a docket
sheet is the judge who is currently presiding over the case
and listed in the docket header. To demonstrate why entity
recognition and disambiguation are critical for court analytics,
we perform a case study that examines in forma pauperis
(IFP) application decision attribution. An IFP application is a
request by a plaintiff in a civil case for a filing fee waiver. The
IFP application and the judge’s grant or denial can determine
whether the courthouse doors are effectively open or closed
to indigent plaintiffs.

We identified all instances of IFP applications with a regular
expression algorithm [8] in the 2016 case corpus and identified



which judge made the decision on the application using
the PRESIDE model. We then assessed how frequently the
deciding judge was the same as the judge who was listed
in the current judge field in the header of the case docket
(Figure 2). We find that attributing the decision to the judge
listed in the header is only the correct inference about 70%
of the time. Further, incorrect attributions are more prevalent
with magistrate judges, where more than half of the magistrate
judges who decided on IFP application outcomes were not
currently presiding over the case and listed in the docket
header.
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Fig. 2. Assessing whether the attribution of a decision on an in forma pauperis
request to the judge listed in the header of a docket sheet is correct. Out of
all in forma pauperis applications in 2016, 45,499 were decided by district
judges and 33,238 were decided by magistrate judges. Decision attribution
was more often correct when an Article III district judge issued the IFP
decision (45% correct); however, there is still a high error in the base rate of
decision attribution whether the deciding judge was a district or magistrate
judge when the header is used for assignment (28% incorrect for both district
and magistrate judges).

IV. DISCUSSION

Here we present the PRESIDE model for the recognition
and disambiguation of judicial entities in federal district docket
sheet text. The model is able to robustly recognize and identify
judge entities in unstructured text and appropriately classify
them as district or magistrate judges. Importantly, it is able
to correctly classify the title of entities even if they are not
captured in external datasets.

There are limitations to the PRESIDE model related to
generalization because of training data homogeneity and its
ability to fully resolve judicial entities with common names.
In addition, a known issue with NLP models trained on an
English corpus is their ability to recognize and fully capture

non-English names, which we observe in the PRESIDE results
with Dutch surnames in particular. Without the creation of
synthetic data to train the model on a larger lexicon of
names our model will largely rely on the identification of
honorific titles to identify judges with non-stereotypically
English names. This results in the likely chance the model
makes errors in detecting the full token span of their name
(e.g., predicting ‘Judge van’ instead of the full span of ‘Judge
van Gogh’).

An additional limitation stems from the prevalence of names
such as ‘James’ or ‘Thomas’ that may double as first names
and surnames. These names create a chance of false positive
brute force tags if we erroneously tag ‘Judge James’ as an
entity when ‘James’ is actually one of three name tokens such
as ‘James J. Jameson’. These false positives occur when newer
judges are appointed but we do not have the docket metadata
to know their full name patterns, and thus their first name is
erroneously tagged as a different judge’s surname. As a result,
when testing the model, a limited subset of validation samples
are incorrect and the model is penalized when it extracts the
correct entities as all three tokens instead of the single ‘James’
we claimed was a surname. This issue was trivial for the
2016 dataset; however, we detected a twofold increase in false
positives with the out of sample 2017 data because of multiple
newly appointed judges with a first name of ‘James’.

A further limitation of the model is that it is only trained
on federal court docket sheets. We have not developed or
tested its ability to recognize judge entities in long-form
prose, like in court opinions or party-filed documents, or
in state court docket records. Increasing the variety of data
sources that are a part of the training corpus and scaling it
to handle English language court documents generally would
dramatically increase its utility for researchers. The model
might also be further extended to recognize judge entities even
in non-English legal corpora, to the extent that honorifics are
present as identifiers in those texts.

Overall, court dockets provide a wealth of data for down-
stream analyses about the function and activity of courts and
greatly expand the types of research questions that can be
asked and answered about the judiciary. However, they also
require the development of new language models that can
appropriately extract entities if the resulting analyses are to be
trusted. Our model is one piece of the downstream analysis
pipeline on judge actions or decisions that can aid researchers.
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