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ABSTRACT: An analytical model is presented for the generation of a Blackadar-like nocturnal low-level jet in a broad
baroclinic zone. The flow is forced from below (flat ground) by a surface buoyancy gradient and from above (free
atmosphere) by a constant pressure gradient force. Diurnally varying mixing coefficients are specified to increase abruptly
at sunrise and decrease abruptly at sunset. With attention restricted to a surface buoyancy that varies linearly with a
horizontal coordinate, the Boussinesq-approximated equations of motion, thermal energy, and mass conservation reduce
to a system of one-dimensional equations that can be solved analytically. Sensitivity tests with southerly jets suggest that
(i) stronger jets are associated with larger decreases of the eddy viscosity at sunset (as in Blackadar theory); (ii) the night-
time surface buoyancy gradient has little impact on jet strength; and (iii) for pure baroclinic forcing (no free-atmosphere
geostrophic wind), the nighttime eddy diffusivity has little impact on jet strength, but the daytime eddy diffusivity is very
important and has a larger impact than the daytime eddy viscosity. The model was applied to a jet that developed in fair
weather conditions over the Great Plains from southern Texas to northern South Dakota on 1 May 2020. The ECMWF
Reanalysis v5 (ERA5) for the afternoon prior to jet formation showed that a broad north–south-oriented baroclinic zone
covered much of the region. The peak model-predicted winds were in good agreement with ERA5 winds and lidar data
from the Atmospheric Radiation Measurement (ARM) Southern Great Plains (SGP) central facility in north-central
Oklahoma.
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1. Introduction

a. Overview of nocturnal low-level jets and their impacts

A common type of low-altitude wind maximum develops at
night during the warm season in fair weather conditions after
an afternoon of strong dry convective mixing. These nocturnal
low-level jets (NLLJs) have been extensively documented
over the Great Plains of the United States (Hoecker 1963,
1965; Bonner 1968; Parish et al. 1988; Stensrud 1996; White-
man et al. 1997; Arritt et al. 1997; Banta et al. 2002; Song et al.
2005; Banta 2008; Walters et al. 2014; Parish and Oolman
2010; Berg et al. 2015; Parish 2016, 2017; Klein et al. 2016;
Gebauer et al. 2018; Carroll et al. 2019; Smith et al. 2019;
Bonin et al. 2020), but also occur in Australia, China, Russia,
Germany, the Netherlands, Brazil, and many other countries
(Sladkovic and Kanter 1977; Brook 1985; Van Ulden and
Wieringa 1996; Stensrud 1996; Beyrich et al. 1997; Pham et al.
2008; Baas et al. 2009; Rife et al. 2010; Du et al. 2012, 2014;
Kallistratova and Kouznetsov 2012; Fiedler et al. 2013; Oliveira
et al. 2018). NLLJ winds typically peak in the 15–20 m s21 range,
but can exceed 30 m s21. The jet usually attains peak intensity
0–3 h after local midnight, at heights less than 1 km above
ground level (AGL), often less than 500 m AGL, and occa-
sionally as low as ∼100 m AGL. These winds typically have a
dominant southerly component (over the Great Plains), but
turn anticyclonically through the night. NLLJs arise from (or
are at least heavily influenced by) the rapid decay of dry con-
vective turbulence during the evening transition (Stull 1988),

possibly against a backdrop of baroclinic forcing, the subject
of our study. NLLJs mix out during the morning transition,
with the resumption of dry convective turbulence. We do not
consider low-level wind maxima associated with coupled
upper–lower-tropospheric jet streaks (Uccellini and Johnson
1979), surface cold fronts (Lackmann 2002), downslope wind-
storms (Lilly 1978), gap winds (Macklin et al. 1990), or katabatic
flows (Poulos and Zhong 2008).

NLLJs have numerous impacts on weather and climate.
NLLJs can support and possibly initiate deep convection and
heavy rains over the Great Plains by enhancing moisture
transport and forcing ascent at the (typically) northern jet ter-
minus (Trier and Parsons 1993; Stensrud 1996; Higgins et al.
1997; Arritt et al. 1997; Wu and Raman 1998; Walters and
Winkler 2001; Tuttle and Davis 2006; Trier et al. 2006, 2014,
2017; French and Parker 2010; Weckwerth et al. 2019). NLLJ-
enhanced convection along fronts also occurs in China,
Argentina, and Brazil (Monaghan et al. 2010; Chen et al.
2017; Xue et al. 2018; Zeng et al. 2019; Du and Chen 2019).
NLLJs can also support and possibly initiate convection along
their lateral flanks (Walters and Winkler 2001; Reif and Blue-
stein 2017, 2018; Gebauer et al. 2018; Shapiro et al. 2018;
Smith et al. 2019; Weckwerth et al. 2019; Parish et al. 2020),
although the mechanism(s) for this phenomenon are not well
understood. Air pollutants can be transported hundreds of
kilometers by NLLJ winds before being mixed down to the
surface during the morning transition (Corsmeier et al. 1997;
Banta et al. 1998; Solomon et al. 2000; Mao and Talbot 2004;
Bao et al. 2008; Klein et al. 2014; Sullivan et al. 2017; Miao
et al. 2019). NLLJs also transport fungi, pollen, spores,Corresponding author: Alan Shapiro, ashapiro@ou.edu
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viruses, and insects (Drake and Farrow 1988; Wolf et al. 1990;
Westbrook and Isard 1999; Isard and Gage 2001; Zhu et al.
2006; Westbrook 2008; Wainwright et al. 2020). During the
North American spring, migratory birds use NLLJs as a flight
aid (La Sorte et al. 2014; Wainwright et al. 2016; Shamoun-
Baranes and Vansteelant 2017). NLLJs are an important
source of wind energy (Cosack et al. 2007; Banta et al. 2008,
2013; Storm et al. 2009; Emeis 2013; Wilczak et al. 2019). Dur-
ing the morning transition, high momentum NLLJ air mixed
down to the surface can intensify wildfires (Chandler et al.
1991; Dentoni et al. 2001; Charney et al. 2003; Lindley et al.
2019) and loft mineral dust (Washington and Todd 2005;
Washington et al. 2006; Todd et al. 2008; Schepanski et al.
2009; Knippertz and Todd 2012; Heinold et al. 2013; Fiedler
et al. 2013; Allen and Washington 2014; Ge et al. 2016;
Vandenbussche et al. 2020).

b. Blackadar theory for the nocturnal low-level jet as
an inertial oscillation

Many observational studies have attributed a major role in
jet development to the Blackadar (1957, hereafter B57) con-
ceptual model of the NLLJ as an inertial oscillation (IO) of
the ageostrophic wind that is triggered by the shutdown of dry
convective turbulence near sunset (Hoecker 1965; Brook
1985; Parish et al. 1988; Van Ulden and Wieringa 1996; Zhong
et al. 1996; Andreas et al. 2000; Banta et al. 2002; Baas et al.
2009; Parish and Oolman 2010; Kallistratova and Kouznetsov
2012; Parish 2016, 2017; Parish and Clark 2017). B57
described the IO as an inviscid postsunset phenomenon for
which the equations of motion admit a simple analytical solu-
tion. When plotted on a hodograph diagram, the velocity vec-
tor at any height traces an arc of a circle centered on the point
representing the (assumed temporally constant) geostrophic
wind at that height, with a radius equal to the initial (sunset)
ageostrophic wind speed at that height. The velocity vector
turns anticyclonically with time, and the speed peaks when
the ageostrophic wind aligns with the geostrophic wind. For
midlatitude IOs during the warm season, the speed maximum
is predicted to occur within a few hours of (after) midnight.

Buajitti and Blackadar (1957) extended the B57 IO theory
to include nighttime friction (turbulent stress), with a variety
of time–height dependencies considered for the eddy viscos-
ity. Solutions were obtained analytically for wind oscillations
arising from an eddy viscosity that varied gradually over 24 h
(single harmonic function of time), and numerically for oscil-
lations arising from more realistic (rapid) decreases in eddy
viscosity during the evening transition. However, as the com-
putational grid had only five vertical levels, the numerically
simulated flows were only coarsely resolved. Shapiro and
Fedorovich (2010) solved the Navier–Stokes equations analyt-
ically for a viscosity that varied as a step function of time,
with an abrupt decrease at sunset. The solution reproduced
the main features of the Blackadar IO, but also displayed a
strongly sheared layer adjacent to the ground within which
the wind speed increased from zero to a low-altitude maxi-
mum. The peak winds were more intense and closer to the
ground for larger ratios of daytime to nighttime viscosities.

Van de Wiel et al. (2010) explored post-sunset IO-like solu-
tions of an equation of motion in which the divergence of
the turbulent stress was assumed to be temporally cons-
tant. The hodograph in that study depicted an undamped
oscillation around a nocturnal equilibrium state. Smith
et al. (2017) tested the analytical models of Shapiro and
Fedorovich (2010) and Van de Wiel et al. (2010) using
a direct numerical simulation (DNS) of a low-level jet
over flat terrain. The two analytical solutions gradually
diverged with time, with the quasi-spiral hodograph from
the Shapiro and Fedorovich (2010) solution being in bet-
ter agreement with the DNS.

c. Baroclinic nocturnal low-level jets

Although B57 did not explore the role of baroclinicity, the
B57 discussion of their Fig. 10 makes clear that the basic IO
theory also applies to the (baroclinic) case of a height-varying
geostrophic wind. Interestingly, Buajitti and Blackadar (1957)
attributed the large differences between winds in their
numerical simulations and in their pibal data to deficiencies
in the eddy viscosity specifications}even noting that the
“distribution of eddy viscosity with height probably depends
upon the temperature structure of the air mass”}but did not
mention baroclinicity as a possible factor in the discrepancies.

To explain the geographical preference of the NLLJ
over the southern Great Plains, Wexler (1961) hypothesized
that the strong southerly current observed over that region
during the warm season (“basic flow” on which the IO mecha-
nism could operate) was generated by a deflection of trade
winds by the Rocky Mountains in a manner similar to the
Stommel mechanism for westward intensification of the Gulf
Stream. However, according to Holton (1967), scale analysis
of the governing equations showed that the Gulf Stream ana-
log was not appropriate for the Great Plains NLLJ. Also in an
attempt to understand the geographical preference for the
NLLJ, Holton (1967) developed a one-dimensional (1D)1

theory (in slope following coordinates) for oscillations of a
viscous/diffusive fluid driven by a diurnally heated/cooled pla-
nar slope. The imposed surface (slope) buoyancy was tempo-
rally periodic but spatially constant. Horizontal vorticity was
generated by virtue of air parcels near the slope being warmer
or cooler than parcels in the free atmosphere at the same ele-
vation. As the eddy viscosity and diffusivity did not vary with
time, the IO mechanism could not operate. The diurnally
varying slope buoyancy did induce wind oscillations, but the
phase of the oscillations was not realistic, and the wind pro-
files were weak and not very jet-like. Shapiro et al. (2016,
hereafter S16) derived an analytical solution of the governing
equations for wind oscillations over a slope that combined the
main aspects of the Blackadar (diurnally varying mixing coef-
ficients) and Holton (diurnally varying slope buoyancy) theo-
ries. In the unified theory, the Holton mechanism produced

1 We describe a flow as one-dimensional (1D) if there is a coor-
dinate system in which the velocity components vary in only one
coordinate (height or slope-normal coordinate), regardless of the
number of nonzero velocity components.
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only weak wind maxima, but there was a synergistic effect
when it acted in concert with the Blackadar mechanism (with
the latter dominating).

The Holton (1967) slope–buoyancy theory is fairly
restrictive, and other scenarios may be more relevant for
baroclinic NLLJs. The slope buoyancies considered by
Holton (1967) were (i) diurnally periodic about a zero
mean, and (ii) spatially constant. Concerning (i), Bonner
and Paegle (1970) showed that the southerly geostrophic
wind over western Oklahoma and north-central Texas dur-
ing a 1-week period in August 1960 was dominated by its
mean, not by its diurnal variations. Additionally, Parish and
Oolman (2010), Parish (2016, 2017), Parish and Clark
(2017), and Parish et al. (2020) concluded that it was the
strong warm-season mean southerly geostrophic wind over
the southern Great Plains}not diurnal variations of the
geostrophic wind}that promoted NLLJ development over
the region. Concerning (ii), if the ground is flat, a spatially
constant surface buoyancy cannot generate vorticity; a lat-
erally varying buoyancy is needed to generate vorticity over
flat terrain. Based on an analysis of 19 years of Oklahoma
Mesonet data, Gebauer and Shapiro (2019) concluded that
a mean warm-season westward-directed along-surface
buoyancy gradient extended across Oklahoma and sup-
ported a strong southerly geostrophic wind at the surface,
and that the contribution of the mean along-surface buoy-
ancy gradient to that geostrophic wind was as important as
the contribution by the diurnally heated slope. Several stud-
ies of Great Plains NLLJs have identified warm-air advec-
tion in westerly flow above the level of the wind maximum
(Gebauer et al. 2018; Smith et al. 2019; Parsons et al. 2019;
Parish et al. 2020), which is consistent with a westward
increase in buoyancy over the region. It has long been rec-
ognized that sharp, nonlinear gradients in potential temper-
ature and water vapor can occur over the sloping Great
Plains during the warm season (e.g., Carlson and Ludlam
1968; Sun and Ogura 1979; Anthes et al. 1982; Benjamin
and Carlson 1986; Parsons et al. 1991; Sun and Wu 1992).
Carlson and Ludlam (1968) noted that intense thermal gra-
dients could develop ahead of an approaching trough when
moist air from the Gulf of Mexico collided with hot dry air
that had descended from deserts to the west. Sun and Wu
(1992) found that sloping terrain and strong westerly verti-
cal shear were more important than the soil moisture gradi-
ent in creating a strong thermal gradient. It should be
noted, however, that these studies focused on synoptic
regimes that contained nonlinear thermodynamic gradients
associated with drylines, and were often motivated by the
need to understand the triggering of severe convection.

d. Outline of the study

We develop an analytical model for the generation of a
Blackadar-like (though frictional) IO/NLLJ from a broad bar-
oclinic zone over flat terrain. The starting point is the specifi-
cation of a surface buoyancy that varies linearly with a
horizontal coordinate (section 2). Spatial ansatzes for the
dependent variables consistent with this form of surface

buoyancy reduce the Boussinesq-approximated equations of
motion, thermal energy, and mass conservation to a system of
1D partial differential equations (section 2). The reduced
equations are solved analytically in section 3. A reference run
and sensitivity experiments are presented in section 4. In
section 5, the model is applied to a baroclinic jet that devel-
oped over the Great Plains on 1 May 2020. The model winds
are compared to output from the ECMWF Reanalysis v5
(ERA5) and Doppler lidar data from the Atmospheric Radia-
tion Measurement (ARM) Southern Great Plains (SGP) cen-
tral facility in north-central Oklahoma. Conclusions follow in
section 6.

2. Problem formulation

We consider 1D flows forced from the ground (a horizontal
surface) by a uniform horizontal buoyancy gradient, and from
the free atmosphere by a uniform horizontal pressure gradi-
ent force (PGF). Diurnally varying eddy viscosity and diffu-
sivity coefficients are specified to model (albeit crudely) the
turbulent mixings of momentum and heat in the dry convec-
tive boundary layer, with a rapid decrease at sunset and a
rapid increase at sunrise. Far above the surface, in the free
atmosphere, the flow is barotropic and in geostrophic balance.
In 1D theories for viscous/diffusive flow over a slope, a neces-
sary condition for the existence of diurnally periodic solutions
is that the free-atmosphere geostrophic wind is parallel to
contours of terrain height (Holton 1967; S16). As there is no
slope in the present study, there is no such restriction on the
free-atmosphere geostrophic wind. With attention restricted
to temporally periodic flows, there is no need to specify an
initial state, and no spinup artifacts to contend with. As in
Holton (1967) and S16, a radiative damping term is included
in the thermal energy equation.

We work in a right-handed Cartesian coordinate system
(x, y, z) in which z is the vertical coordinate (ground is at
z = 0), and the x axis is antiparallel to the along-surface buoy-
ancy gradient, or antiparallel to that gradient during the day-
time if it reverses during the 24-h period. This coordinate
system reduces to the standard meteorological Cartesian sys-
tem (x points eastward) when the surface buoyancy gradient
points westward. The governing equations are the Boussi-
nesq-approximated equations of motion, thermal energy and
mass conservation (incompressibility condition), considered
in their Reynolds-averaged forms:

­u

­t
1 u · $( )u 52$P 1 bk 2 fk 3 u 1 n(t)$2u; (1)

­b
­t

1 u · $b 52N2w 1 k t( )$2b 2 db, (2)

$ · u 5 0: (3)

Here u ≡ ui 1 yj1 wk is the velocity vector; i, j, and k are the
unit vectors parallel to the x, y, and z axes, respectively; u, y,
and w are the x, y, and z components of velocity; $ ≡ i­/­x 1

j­/­y 1 k­/­z; b ≡ g[uy 2 Qy(z)]/Qy(0) is buoyancy [g is

S HA P I R O E T A L . 1365MAY 2022

Brought to you by UNIVERSITY OF OKLAHOMA LIBRARY | Unauthenticated | Downloaded 08/30/22 07:59 PM UTC



acceleration due to gravity, uy is virtual potential temperature,
Qy(z) is virtual potential temperature in a motionless refer-
ence atmosphere]; and P ≡ [p 2 P(z)]/rc is the kinematic
pressure perturbation [p is pressure, P(z) is pressure in the
reference atmosphere, and rc is a constant reference value
of density]. The radiative damping parameter d (reciprocal
damping time scale) in the radiative damping term 2db
in (2) is constant. With Qy(z) considered to vary linearly

with z, the Brunt–Väsälä frequency N ≡
�����������������������
g=Qy 0( )[ ]

dQy=dz
√

is constant. Since P(z) is independent of x and y, a free-
atmosphere PGF and associated free-atmosphere geo-
strophic wind components ug and yg are specified through
remote (z → ‘) conditions on ­P/­x and ­P/­y. These
remote components are spatially and temporally constant.
The eddy viscosity n and eddy diffusivity k are functions of
time, but independent of x, y, and z. They may be unequal.
The Coriolis parameter f is constant.

As the surface buoyancy gradient is uniform and antiparal-
lel to the x axis, we can write

­b
­x

∣∣∣∣
z50

5 bxs t( ), ­b
­y

∣∣∣∣
z50

5 0, (4)

where bxs = (t) is a prescribed diurnally periodic function of
time. Based on the forms of the governing equations, we
anticipate that solutions exist in which the dependent varia-
bles satisfy the ansatzes:2

u 5 u0 z, t( ), (5a)

y 5 y0 z, t( ), (5b)

b 5 b0 z, t( ) 1 xbx z, t( ), (5c)

P 5 P0 z, t( ) 1 xPx z, t( ) 1 yPy z, t( ), (5d)

where u0, y0, b0, bx, P0, Px, and Py are independent of x and
y. Since ­u/­x and ­y/­y are zero, integration of (3) with
respect to z and application of the impermeability condition
(w = 0 at z = 0) shows that w vanishes everywhere:

w 5 0: (5e)

Differentiating (5c) and (5d) with respect to x, and (5d)
with respect to y, yields bx = ­b/­x, Px = ­P/­x, and Py =
­P/­y. Applying (5c) and (5e) in the equation that results
from taking ­/­y of the z-component of (1), yields ­Py/­z = 0.
Since Py is independent of z, the x component of the geo-
strophic wind is independent of z and is therefore equal to its

free-atmosphere value, ug. In contrast, Px and the associated
y-component geostrophic wind vary with z due to baroclinic-
ity (thermal wind).

These ansatzes are similar to those in Gutman (1972,
section 7.2), and we agree with Gutman’s assessment that
such ansatzes “can have physical meaning only at moderate
x,” since they preclude the horizontal convergence and
accompanying vertical motion that would invariably arise
near the ends of a more realistic surface thermal forcing of
finite extent. These ansatzes may therefore be of more rele-
vance for the broad baroclinic zone envisioned in our study
than for the narrower zone of temperature contrasts more
typical of a sea breeze or inland sea breeze. These ansatzes
would also have limited applicability to a dryline, a narrow
zone of strong temperature contrasts that develops inter-
nally on a slope (Parsons et al. 2000).

In view of (5a)–(5e), the incompressibility condition (3) is
automatically satisfied, while (1) and (2) become

­u0
­t

52Px 1 fy0 1 n(t) ­
2u0
­z2

, (6)

­y0
­t

52Py 2 fu0 1 n(t) ­
2y0
­z2

, (7)

0 52
­P0

­z
1 b0, (8)

0 52
­Px

­z
1 bx, (9)

0 52
­Py

­z
, (10)

­b0
­t

52u0bx 1 k(t) ­
2b0
­z2

2 db0, (11)

­bx
­t

5 k(t) ­
2bx
­z2

2 dbx: (12)

Thus, (5a)–(5e) have removed one dimension (x) from the
governing equations, and rendered all but one of the non-
linear terms [buoyancy advection term 2u0bx in (11)] identi-
cally zero. We refer to (6)–(12) as the reduced governing
equations.

We seek periodic solutions of (6)–(12) subject to boundary
condition (4), written as

bx(0, t) 5 bxs(t), (13)

and the no-slip condition (u = y = 0 at z = 0), which becomes

u0(0, t) 5 0, y0(0, t) 5 0: (14)

We omit descriptions of the lower boundary conditions for
b0 and P0 since those variables do not affect the wind field
(section 3a), and we do not solve for them. The solutions of

2 Restricting thermodynamic variables to vary linearly with a
spatial coordinate has led to exact solutions of the nonlinear
governing equations for sea breezes (Gutman 1972), motions
due to thermocapillarity (Smith and Davis 1983a,b; Mercier and
Normand 1996), thermal convection in a layer (Hart 1972; Aristov
and Frik 1988; Ingel 1996; Fiedler 1999; Shvarts and Boudlal 2010;
Medelfef et al. 2017), and katabatic flows on a differentially cooled
slope (Shapiro and Fedorovich 2007).
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(6)–(12) should also satisfy the remote (free-atmosphere)
conditions:

lim
z→‘

u0(z, t) 5 ug, lim
z→‘

y0(z, t) 5 yg, (15a)

lim
z→‘

bx(z, t) 5 0, lim
z→‘

b0(z, t) 5 0, (15b)

lim
z→‘

Px 5 fyg, lim
z→‘

Py 52fug, lim
z→‘

P0 5 0: (15c)

Gutman (1972) solved a version of the reduced governing
equations analytically for a diurnally varying surface buoy-
ancy gradient. However, unlike the present study, Gutman
did not consider planetary rotation, flow in the free atmo-
sphere, a time dependence for n or k, or unequal values for n
and k.

3. Analytical solution

The reduced governing equations are solved using the sequen-
tial procedure outlined in section 3a. Detailed derivations are
given for the solutions of bx (section 3b), Px (section 3c), and u0
and y0 (section 3d).

a. Overview of solution procedure

Step I: In view of (15c), integration of (10) produces

Py 52f ug: (16)

Step II: Solve (12) for bx using the method of separation of
variables subject to temporal periodicity and boundary condi-
tions (13) and (15b). To contend with the time dependence in
n and k, we use the orthogonal function expansion procedure
developed in S16.

Step III: With bx determined from step II, integrate (9) and
use (15c) to obtain Px as

Px 5 fyg 2
�‘

z
bx z′, t( )dz′: (17)

Thus, the x-component PGF is due to (i) an impressing of
the free-atmosphere PGF (expressed as fyg) on the boundary
layer, and (ii) a hydrostatic contribution by the horizontal
buoyancy gradient.

Step IV: Applying (16) in (7), and (17) in (6), then multiply-
ing (7) by the imaginary unit i (≡ ����

21
√

), and adding the result-
ing equation to (6), yields an equation for the complex
ageostrophic wind G (defined with respect to the free-atmo-
sphere geostrophic wind):

­G

­t
52i f G 1 n(t) ­

2G

­z2
1

�‘

z
bx z′, t( )dz′, (18)

G ≡ u0 2 ug 1 i y0 2 yg( ): (19)

The procedure to solve (18) for G subject to temporal peri-
odicity and boundary conditions (14) and (15a) is similar to
that used to solve for bx, but is more laborious because of the

complexity of the integral of bx. Once G has been obtained, u0
and y0 follow from its real (<) and imaginary (�) parts as

u0 5 ug 1 <(G), y0 5 yg 1 �(G): (20)

Step V: Although (11) is linear (with bx and u0 known from
steps II and IV), its solution is made difficult by the complex-
ity of the u0bx term. However, since b0 does not affect the
winds, it is of secondary interest, and we forego its solution.

Step VI: Integration of (8) with use of (15c) yields P0 as

P0 52

�‘

z
b0 z′, t( )dz′: (21)

Like b0, P0 does not affect the wind field, and its evaluation
is not pursued.

b. Solving for bx

Substituting a trial solution for bx in the separated variables
form

bx(z, t) 5 Z(z)T(t) (22)

into (12) produces

dT
dt

52 d 2 sk(t)[ ]
T, (23)

d2Z
dz2

2 sZ 5 0, (24)

where s is a separation constant. The general solutions of
(23) and (24) yield bx as

bx 5 const 3 e
6z

��
s

√
2dt1s

�t
0
k t′( )dt′

, (25)

where a prime denotes a dummy integration variable,
and the 6 symbol indicates that a sign choice must be
made to ensure that (15b) is satisfied. In view of (25), the
periodicity condition bx(z, 0) = bx(z, t24), where t24 ≡ 24 h,
yields

1 5 e2t24(d2sk), (26)

where an overbar (of any variable) denotes the 24-h average
of that variable, for example,

k ≡ 1
t24

� t24

0
k t′( )dt′: (27)

With the 1 in (26) written as e2mpi (m is an integer), we find
that 2 t24(d 2 sk)5 2mpi, and thus obtain a distinct s for
eachm as

sm 5
d

k
1 i

2mp

kt24
: (28)

Generalized to include summation overm, (25) becomes

bx 5 e2d[t2h(t)] ∑‘
m52‘

DmFm(t)e2z
���
sm

√
, (29)

S HA P I R O E T A L . 1367MAY 2022

Brought to you by UNIVERSITY OF OKLAHOMA LIBRARY | Unauthenticated | Downloaded 08/30/22 07:59 PM UTC



Fm(t) ≡ e2mpih(t)=t24 , (30)

h(t) ≡ 1
k

� t

0
k t′( )dt′, (31)

whereDm are unknown constants.
In arriving at (29), we have chosen the minus sign for the 6

symbol to ensure that bx → 0 as z → ‘ since, as will now be
shown, < ����

sm
√( )

. 0 for all m. Setting sm 5 RmeiFm in (28)
yields RmcosFm 5 d=k and RmsinFm 5 2mp= kt24( ), from
which we find that

Rm 5

����������������������
d2 1 2mp=t24

( )2√
k

, (32)

cosFm . 0 for allm, sinFm has the same sign asm, and

Fm 5 tan21 2mp

dt24

( )
, (33)

where tan21, the principal value of the inverse tangent, is
between2p/2 and p/2. Since

����
sm

√
5 R1=2

m eiFm=2 5 R1=2
m cos

Fm

2

( )
1 i sin

Fm

2

( )[ ]
, (34)

< ����
sm

√( )
has the sign of cos(Fm/2). For m . 0, (33) yields Fm

between 0 and p/2, so 0 , Fm/2 , p/4, cos(Fm/2). 0, and
< ����

sm
√( )

. 0. For m , 0, Fm lies between 0 and 2p/2, so
2p/4 , Fm/2 , 0, cos(Fm/2) . 0, and < ����

sm
√( )

is again
positive.

To determine Dm, apply (13) in (29) evaluated at z = 0,
obtaining

∑‘
m52‘

DmFm(t) 5 bxs(t)ed[t2h(t)]: (35)

Multiplying (35) by k(t)F*
n(t) (asterisk denotes complex conju-

gation), and integrating the resulting equation over 24 h using
an orthogonality relation derived in S16:

� t24

0
k t′( )Fm t′( )F*

n t′( )dt′ 5 dmnt24k, (36)

where dmn is the Kronecker delta, then yields

Dm 5
1

t24k

� t24

0
bxs t′( )k t′( ) ed t′2h t′( )[ ]e22mpih t′( )=t24dt′: (37)

The solution for bx(z, t) is (29)–(31) with Dm given by (37).
Note that if bxs(t) = 0 over the 24-h period, Dm = 0 for all m,
and bx(z, t) = 0 at all heights and times.

c. Solving for P x

In view of (29), bx integrates to�‘

z
bx z′, t( )dz′ 5 e2d[t2h(t)] ∑‘

m52‘

Dm����
sm

√ Fm(t)e2z
���
sm

√
: (38)

Applying (38) and (34) in (17) yields

Px 5 fyg 2 e2d[t2h(t)] ∑‘
m52‘

Dme2iFm=2

R1=2
m

Fm(t)e2z
���
sm

√
: (39)

d. Solving for u0 and y0

Applying (38) in (18) yields

­G

­t
52i f G 1 n(t) ­

2G

­z2
1 e2d[t2h(t)] ∑‘

m52‘

Dm����
sm

√ Fm(t)e2z
���
sm

√
:

(40)

To solve (40), we first seek its homogeneous solution, that is,
the general solution Gh of

­Gh

­t
52i f Gh 1 n(t) ­

2Gh

­z2
: (41)

Separation of variables yields the solution of (41) as

Gh 5 const 3 e6z
��
l

√
e
2i f t1l

�t

0
n(t′)dt′

, (42)

where l is a separation constant and the 6 symbol indicates
that a sign choice must be made to ensure that Gh → 0 as z→ ‘.
In view of (42), the periodicity condition Gh (z, 0) = Gh (z, t24) is
satisfied by an infinite number of l (one for each integer m) of
the following form:

lm 5 i
f
n
1

2mp

nt24

( )
: (43)

The solution (42), generalized to include summation over
m, is

Gh 5 e2i f [t2j(t)] ∑‘
m52‘

Gm(t)Eme2z
���
lm

√
, (44)

Gm(t) ≡ e2mpi j(t)=t24 , (45)

j(t) ≡ 1
n

� t

0
n t′( )dt′, (46)

where Em are unknown constants. We have chosen the minus
sign for the 6 symbol in (42) because, as will now show,
< ����

lm
√( )

. 0 for allm.
Setting lm 5 rmeiwm in (43), yields rmcoswm = 0 and

rmsinwm 5 2mp=t24 1 f
( )

=n, from which follow

rm 5

��������������������
2mp=t24 1 f
( )2√

n
5

2mp=t24 1 f| |
n

, (47)

coswm = 0, and sinwm 5 sgn 2mp1 ft24( )(=1 for 2mp 1

ft24 . 0; =21 for 2mp 1 ft24 , 0). We thus find that,

wm 5
p

2
Sm, (48)

where Sm ≡ sgn 2mp1 ft24( ), so
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����
lm

√
5 r1=2m eiwm=2 5 r1=2m cos

wm

2

( )
1 i sin

wm

2

( )[ ]

5
r1=2m��
2

√ 1 1 Smi( ), (49)

which shows that < ����
lm

√( )
. 0 for all m.

We seek a particular solution Gp of (40) in the same form as
the inhomogeneous term in that equation:

Gp 5
∑‘

m52‘

Dm����
sm

√ Hm(t)e2z
���
sm

√
, (50)

whereHm(t) is an unknown function. Applying (50) in (40) yields

dHm

dt
5 smn(t) 2 i f

[ ]
Hm(t) 1 e2d t2h(t)[ ]Fm(t): (51)

Using the method of integrating factors, we solve (51) as

Hm(t) 5 e2i f t1smn j(t) Im(t) 1 Qm
[ ]

, (52)

where Qm are unknown constants and Im(t) ≡
� t

0
ed[h(t

′)2t′]

ei ft
′2smnj(t′)Fm(t′)dt′, or

Im(t) 5
� t

0
ed h t′( )2Prj t′( )2t′[ ] ei f t′12mp h t′( )2Prj t′( )[ ]=t24{ }dt′, (53)

where Pr ≡ n=k is a Prandtl number. Since Gh is periodic, we
need only impose the periodicity condition on Gp (via Hm)
to ensure periodicity of the full solution. Setting Hm(0) =
Hm(t24) in (52) and using j(t24) = t24 yields Qm 5

e2i f t241smn t24 Im t24( )1Qm
[ ]

, from which follows:

Qm 52Im t24( ) 1 2 e2Prdt24e2i f t2422mpPr( )

1 2 2e2Prd t24 cos ft24 2 2mpPr( ) 1 e22Prdt24

[ ]
:

(54)

We obtainHm as

Hm(t) 5 ePrdj(t)ei[2f t12mpPrj(t)=t24]

3 Im(t) 2 Im t24( ) 1 2 e2Prdt24e2i ft2422mpPr( )

1 2 2e2Prdt24 cos f t24 2 2mpPr( ) 1 e22Prdt24

[ ]{ }
:

(55)

Affixing Gp to the homogeneous solution Gh yields the gen-
eral solution of (40) as

G 5
∑‘

m52‘

e2iFm=2

R1=2
m

DmHm(t)e2zR1=2
m cos Fm=2( )1isin Fm=2( )[ ]

1 e2i f [t2j(t)] ∑‘
m52‘

EmGm(t) e2zr1=2m 11Smi( )= ��
2

√
:

(56)

To determine Em, apply the no-slip condition (14) [G(0, t) =
2(ug 1 iyg)] in (56), and rearrange the result, obtaining

∑‘
m52‘

EmGm(t) 52ei f [t2j(t)] ug 1 i yg 1
∑‘

m52‘

e2iFm=2

R1=2
m

DmHm(t)
[ ]

:

(57)

Multiplying (57) by n(t)G*
n(t), and integrating the resulting

equation over 24 h using

� t24

0
n t′( )Gm t′( )G*

n t′( )dt′ 5 dmnt24n, (58)

[the proof of which is virtually the same as that leading to
(36)] then yields:

Em 52
1

t24n

� t24

0
n t′( )ei f t′2j t′( )[ ]22mpj t′( ){ }/t24

3 ug 1 i yg 1
∑‘

q52‘

e2iFq=2

R1=2
q

DqHq t′( )
[ ]

dt′: (59)

e. Comment on the composite problem

It can be shown that the ageostrophic wind solution (56)
with Dm given by (37) and Em given by (59) can be parti-
tioned into the sum of the solution of a free-atmosphere-PGF
(free-atmosphere geostrophic wind)-forced problem, and the
solution of a surface-buoyancy-gradient-forced problem. In
other words, the solution of the composite problem, where
both forcings are operating, is the sum of the solutions associ-
ated with the individual forcings. Accordingly, if the times
and heights of a local wind extremum in the two individually
forced problems are similar, the magnitude of that extremum
in the composite solution is similar to the sum of the magni-
tudes of the extrema in the individually forced problems.

4. Reference run and sensitivity experiments

The solutions were evaluated over 24 h starting from sun-
rise (t = 0 s) with 10 001 terms retained in each series, and the
integrals approximated using the trapezoidal formula with a
time step of Dt = 4.32 s (20 001 computational times). Results
were output with a vertical grid spacing of Dz = 20 m. The
wind speeds, heights, and times of features in the analytical
solution are expressed to the nearest 0.1 m s21, 20 m, and
0.1 h, respectively.

The mixing coefficients n(t) and k(t) were slightly modified
step functions that decreased rapidly at sunset (t = tset) from
large daytime values of nd and kd to small nighttime values of
nn and kn, and increased rapidly back to daytime values at
sunrise. These changes occurred as linear-in-time variations
over very short (3 min) intervals.3 The values chosen for nd,
kd, nn, and kn were informed by estimates of n and k (or n and
Pr ≡ n/k) from laboratory and atmospheric measurements in
statically stable (relevant to nighttime) and unstable (relevant
to daytime) environments. Under unstable conditions, n is
typically in a 10–100 m2 s21 range (Yamada and Mellor 1975;
Tombrou et al. 2007; Dandou et al. 2009), and k is less than
n (Pr , 1), with Pr as low as 0.3 in very unstable regimes

3 Use of these intervals reduced the number of terms in the
Fourier series needed to accurately represent the winds. The com-
puted surface values of u and y at any time in any of our experi-
ments differed from 0 m s21 (no-slip condition) by no more than
0.08 m s21.

S HA P I R O E T A L . 1369MAY 2022

Brought to you by UNIVERSITY OF OKLAHOMA LIBRARY | Unauthenticated | Downloaded 08/30/22 07:59 PM UTC



(Businger et al. 1971; Gibson and Launder 1978; Ueda et al.
1981). In stable conditions, n is typically in a 0.01–1 m2 s21

range (Sharan and Gopalakrishnan 1997; Mahrt and Vickers
2005; Dandou et al. 2009), while Pr varies from ∼1 to over 100
(Ueda et al. 1981; Howell and Sun 1999; Kurbatskiy and
Kurbatskaya 2011; Kitamura et al. 2013).

a. Reference run

A reference experiment (REF) was conducted in which the
free-atmosphere geostrophic wind was southerly at 10 m s21,
and the surface buoyancy decreased eastward at a rate of
20.2 m s22 (1000 km)21 [virtual potential temperature
decreased eastward at a rate of 26 K (1000 km)21], that is,
bxs = 22 3 1027 s22 (independent of time). Associated with
this buoyancy gradient was a northerly thermal wind. The
free-atmosphere PGF and the PGF associated with the

buoyancy gradient both pointed westward and contributed to
a southerly low-level geostrophic wind. The mixing coeffi-
cients decreased at sunset (tset = 12 h) from daytime values of
nd = kd = 50 m2 s21 to nighttime values of nn = kn = 1 m2 s21.
The Coriolis parameter was set to f = 8.63 1025 s21 (latitude ≈
36.48N). As in Egger (1985) and S16, the radiative damping time
scale was set at 5 days (d = 0.2 day21). The parameter values
in REF (Table 1) are also the default values in the southerly
jet sensitivity experiments (Table 2).

Time–height plots of the winds in REF are shown in Fig. 1.
During much of the afternoon, the low-level y was subgeo-
strophic, and the low-level u was negative (easterly) with a
peak of about 28 m s21. This easterly flow component was
directed across isobars toward low pressure. The easterly and
southerly flow components intensified rapidly after sunset,
especially at low levels. The southerly wind peaked at ymax =
27.4 m s21 at time tymax = 20.7 h at height zymax = 420 m. The
easterly wind peaked at umin = 213.2 m s21 at time tumin =
16.2 h at height zumin = 240 m. Additionally, after sunset, a
zone of westerly flow on top of the low-level easterly flow
descended and intensified. The intensification ended abruptly
at sunrise, with the westerly wind peaking at umax = 8.7 m s21

at height zumax = 640 m. The results are summarized in Table 3.
To compare the time of the wind speed maximum in REF

with that predicted from the inviscid IO theory, we con-
structed a circular IO hodograph (not shown) that was (i) cen-
tered on the free-atmosphere geostrophic wind and (ii)
passed through the model-predicted wind at sunset at the
height at which the peak wind speed eventually occurred.

TABLE 1. Parameter settings for reference experiment REF.
Time of sunset (tset) is in hours after sunrise.

Parameter Value

f 8.6 3 1025 s21 (lat ≈ 36.48N)
bxs 22 3 1027 s22

tset 12 h
nd, kd 50 m2 s21

nn, kn 1 m2 s21

ug 0 m s21

yg 10 m s21

d 0.2 day21

TABLE 2. Southerly low-level jet experiments. The parameter values in each experiment are as in REF (Table 1) except as noted in
the description.

Expt Description

REF Reference experiment
WEAKBX Weak surface buoyancy gradient: bxs = 21 3 1027 s22

STRONGBX Strong surface buoyancy gradient: bxs = 23 3 1027 s22

NOBX No surface buoyancy gradient: bxs = 0 s22

NOBXn2d As in NOBX, but with daytime n reduced to 20 m2 s21

NOBXn1d As in NOBX, but with daytime n increased to 100 m2 s21

NONIGHTBX No surface buoyancy gradient at night: bxs = 0 s22 for t . tset
REVNIGHTBX Reversed surface buoyancy gradient at night: bxs = 2 3 1027 s22 for t . tset
NOGEOS No free-atmosphere geostrophic wind: ug, yg = (0, 0) m s21

NOGEOSn2d k
2
d As in NOGEOS, but with daytime n and k reduced to 20 m2 s21

NOGEOSn1d k
1
d As in NOGEOS, but with daytime n and k increased to 100 m2 s21

NOGEOSn2d As in NOGEOS, but with daytime n reduced to 20 m2 s21

NOGEOSn1d As in NOGEOS, but with daytime n increased to 100 m2 s21

NOGEOSk2d As in NOGEOS, but with daytime k reduced to 20 m2 s21

NOGEOSk1d As in NOGEOS, but with daytime k increased to 100 m2 s21

NOGEOSn2n k
2
n As in NOGEOS, but with nighttime n and k reduced to 0.2 m2 s21

NOGEOSn1n k
1
n As in NOGEOS, but with nighttime n and k increased to 5 m2 s21

NOGEOSn2n As in NOGEOS, but with nighttime n reduced to 0.2 m2 s21

NOGEOSn1n As in NOGEOS, but with nighttime n increased to 5 m2 s21

NOGEOSk2n As in NOGEOS, but with nighttime k reduced to 0.2 m2 s21

NOGEOSk1n As in NOGEOS, but with nighttime k increased to 5 m2 s21

CORf2 f = 7.3 3 1025 s21 (lat ≈ 308N)
CORf1 f = 9.7 3 1025 s21 (lat ≈ 428N)
DAMPd2 d = 0.1 day21 (10-day radiative damping time scale)
DAMPd1 d = 1 day21 (1-day radiative damping time scale)
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That hodograph showed that a parcel in an inviscid IO
launched at sunset with wind components from the analytical
model would attain its peak speed after traversing about 75%
of half of the IO circle. The inviscid theory would therefore
predict the time to the speed maximum to be about 75% of
half of the inertial period, that is, 0.75 3 0.5 3 2p/f = ∼7.6 h
after sunset, or ∼19.6 h after sunrise. This was about 1 h ear-
lier than the model prediction of ∼20.7 h. Additional experi-
ments (not shown) explored the sensitivity of the time of the
peak speed to the mixing coefficients. When nd and kd were
reduced to 20 m2 s21, the wind speed peaked only ∼0.5 h later
than in the inviscid theory. However, when kd alone was
reduced, the time of the speed maximum hardly changed.
Similar experiments with the nighttime mixing coefficients
showed that the time of the speed maximum decreased when
nn increased (opposite to the trend seen with nd) but was rela-
tively insensitive to kn. We conclude that the time of the
speed maximum in REF is qualitatively similar to that pre-
dicted by the inviscid theory, with differences that arise, in
large part, from the mixing of momentum.

b. Southerly low-level jet experiments

Experiments (Table 2) were conducted to explore model
sensitivities in REF-like cases where the PGF forcings}the
free-atmosphere PGF and/or the PGF arising from the buoy-
ancy gradient}pointed westward (southerly geostrophic
wind). In these runs, the model predicted that a southerly

wind component would dominate, with y being positive above
the ground. Results from these experiments are summarized
in Table 3.

NOBX and NOGEOS were run to see how much of the
flow in REF was driven by the free-atmosphere PGF (free-
atmosphere geostrophic wind) versus the PGF associated
with the buoyancy gradient. There was no surface buoyancy
gradient (bxs = 0 s22) in NOBX [so bx(z, t) = 0 for all z and t;
see discussion of (37)], and no free-atmosphere geostrophic
wind (ug = yg = 0 m s21) in NOGEOS. From Figs. 2 and 3 and
Table 3 we see that the spatial and temporal patterns of the
wind components, including the times and heights of the
extrema, are similar to those in REF, but with amplitudes
reduced by ∼40% in NOBX and by ∼60% in NOGEOS. Con-
sistent with the composition principle of section 3e, the ymax

in REF is close to the sum of the ymax from NOBX and
NOGEOS, while the umax (and umin) in REF are close to the
corresponding sums of umax (and umin) from NOBX and
NOGEOS.

Additional REF-like runs were made with a surface
buoyancy gradient that was 50% weaker than in REF (bxs =
21 3 1027 s22 in WEAKBX) and 50% stronger than in REF
(bxs = 23 3 1027 s22 in STRONGBX); these yielded peak
southerly, easterly, and westerly winds that were ∼20% weaker
and ∼20% stronger, respectively, than the corresponding com-
ponents in REF, with little change in the times or heights of
the extrema.

Further experiments of NOBX- and NOGEOS-type exam-
ined the sensitivity of purely free-atmosphere-PGF-forced
and purely surface-buoyancy-gradient-forced flows to the
eddy mixing coefficients. Experiment NOBX4 was rerun with
the daytime eddy viscosity decreased to nd = 20 m2 s21 in
NOBXn2d , and increased to nd = 100 m2 s21 in NOBXn1d .
Since nn was not changed, there was a greater decrease in
eddy viscosity from day to night in NOBXn1d than in
NOBXn2d and, consistent with the B57 premise of a turbu-
lence-shutdown-induced IO, the Shapiro and Fedorovich
(2010) theory, and S16, the peak winds were larger in the run
with the larger decrease of turbulence at sunset (NOBXn1d ).
However, the effect of the larger decrease was modest,
with ymax in NOBXn1d exceeding that in NOBXn2d by only
2.1 m s21.

Unlike the NOBX-like flows, the NOGEOS-like flows var-
ied with k as well as n. The daytime values of n and k were
reduced to 20 m2 s21 in NOGEOSn2d k

2
d , and increased to

100 m2 s21 in NOGEOSn1d k
1
d . Compared to a NOGEOS ymax

of 11.5 m s21, ymax was 6.5 m s21 in NOGEOSn2d k
2
d and

17.3 m s21 in NOGEOSn1d k
1
d . To see whether these differ-

ences in ymax were due more to changes in one coefficient
than the other, we ran experiments in which only nd was
changed (20 m2 s21 in NOGEOSn2d ; 100 m2 s21 in
NOGEOSn1d ), and only kd was changed (20 m2 s21 in

FIG. 1. Time–height plots of (top) u (m s21), (middle) y (m s21),
and (bottom) wind speed (m s21) in REF, a reference experiment
in which the flow is forced by a surface buoyancy gradient of bxs =
22 3 1027 s22 and a southerly free-atmosphere geostrophic wind
(ug = 0 m s21, yg = 10 m s21). Time (t) is in hours after sunrise.
Sunset is at t = 12 h. See Table 1 for all parameter values.

4 Theoretically, k has no influence on NOBX-type flows; all values
of k should yield the same solution. However, setting k = 0 m2 s21

does yield computational singularities (0/0). These can be avoided by
setting k to a small but non-zero value.
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NOGEOSk2d ; 100 m2 s21 in NOGEOSk1d ). The ymax in
NOGEOSn1d (12.0 m s21) and NOGEOSn2d (10.6 m s21) dif-
fered from that in NOGEOS (11.5 m s21) by less than 1 m s21,
while the ymax in NOGEOSk1d (16.5 m s21) and NOGEOSk2d
(7.0 m s21) differed from that in NOGEOS by about 5 m s21.
Moreover, the ymax in NOGEOSk1d and NOGEOSk2d were very
close to the values in NOGEOSn1d k

1
d and NOGEOSn2d k

2
d ,

respectively. Thus, model jet strength was impacted more by
changes in the daytime mixing of heat (via kd) than changes in
the daytime mixing of momentum (via nd). The strong sensitiv-
ity to kd arises from the fact that a large kd supports a large
upward extension of surface-based thermal perturbations and
a stronger low-level southerly geostrophic wind [from (17)],
which would promote a stronger IO-like response. We remind
the reader, however, that these sensitivities pertain to experi-
ments in which there was no free-atmosphere geostrophic
wind.

Interestingly, the sensitivity of NOGEOS flows to the mix-
ing coefficients was reversed at night. When nn and kn were
reduced to 0.2 m2 s21 (NOGEOSn2n k

2
n ), ymax increased to

13.1 m s21, and when nn and kn were increased to 5 m2 s21

(NOGEOSn1n k
1
n ), ymax decreased to 9.4 m s21. Additional

tests showed that these changes were mostly due to changes
in nn: decreasing kn alone to 0.2 m2 s21 (NOGEOSk2n ) or
increasing kn alone to 5 m2 s21 (NOGEOSk1n ) yielded similar
ymax values (11.4 and 11.9 m s21, respectively). In contrast,

decreasing nn alone to 0.2 m2 s21 (NOGEOSn2n ) and increas-
ing nn alone to 5 m2 s21 (NOGEOSn1n ) yielded ymax values of
13.2 and 9.0 m s21, respectively. Obtaining stronger jet winds
with larger decreases of eddy viscosity from day to night (as
in NOGEOSn2n ) is consistent with the IO mechanism.

The insensitivity of the NOGEOS-type flows to changes
in the nighttime eddy diffusivity suggests that the nighttime
surface buoyancy gradient may have little direct impact on
the NLLJ. This hypothesis was supported by results from
an experiment in which bxs(t) was set to zero at night
(NONIGHTBX), and an experiment in which bxs(t) at night
was reversed from its daytime value (REVNIGHTBX).
Although these day-to-night time dependences were extreme,
the flows in both runs differed insignificantly from that in
REF, with the ymax in NONIGHTBX (27.2 m s21) and
REVNIGHTBX (27.0 m s21) being weaker than that in REF
by only 0.2 and 0.4 m s21, respectively. These results suggest
that the turbulent mixing of heat at night is too weak (kn too
small) to effectively spread the nocturnal surface thermal gra-
dient into the vertical.

The sensitivity of the southerly jets to the Coriolis para-
meter was examined in CORf1 (f = 9.7 3 1025 s21; latitude ≈
428N) and CORf2 (f = 7.3 3 1025 s21; latitude ≈ 308N). In
proceeding from the higher to lower latitudes, ymax increased
by about 4.4 m s21 or 16% of the ymax in REF. In contrast, the
increase in ymax across that same latitude band in S16

TABLE 3. Characteristics of winds in the southerly NLLJ experiments. Local maxima of u and y (umax and ymax) occurred at
heights zumax and zymax and at times tumax and tymax, respectively. The local minimum of u (umin , 0) occurred at height zumin and at
time tumin. There was no local minimum of y. Winds, heights, and times are given to the nearest 0.1 m s21, 20 m, and 0.1 h,
respectively. In these experiments, the peak wind speed (not given) was only slightly larger than ymax; the largest difference between
the peak speed and ymax in any experiment barely exceeded 1 m s21.

Expt ymax (m s21) zymax (m) tymax (h) umax (m s21) zumax (m) tumax (h) umin (m s21) zumin (m) tumin (h)

REF 27.4 420 20.7 8.7 640 0.0 213.2 240 16.2
WEAKBX 21.7 420 20.7 6.7 640 0.0 210.3 240 16.2
STRONGBX 33.1 400 20.7 10.6 640 0.0 216.1 240 16.2
NOBX 16.0 440 20.7 4.7 640 0.0 27.4 240 16.2
NOBXn2d 14.7 400 20.0 3.7 580 0.0 26.6 200 15.9
NOBXn1d 16.8 460 21.1 5.2 700 0.0 28.0 260 16.4
NONIGHTBX 27.2 420 20.7 8.6 640 0.0 213.1 240 16.2
REVNIGHTBX 27.0 420 20.6 8.6 640 0.0 213.0 240 16.1
NOGEOS 11.5 400 20.6 4.0 640 0.0 25.8 240 16.1
NOGEOSn2d k

2
d 6.5 360 20.0 2.0 560 0.0 23.3 200 15.8

NOGEOSn1d k
1
d 17.3 420 21.0 6.2 700 0.0 28.7 260 16.3

NOGEOSn2d 10.6 380 19.8 3.2 560 0.0 25.1 200 15.7
NOGEOSn1d 12.0 420 21.0 4.2 680 0.0 26.2 260 16.4
NOGEOSk2d 7.0 380 20.7 2.4 620 0.0 23.7 220 16.2
NOGEOSk1d 16.5 400 20.6 5.7 640 0.0 28.2 240 16.1
NOGEOSn2n k2n 13.1 200 21.3 4.7 360 0.0 26.6 120 16.6
NOGEOSn1n k

1
n 9.4 740 19.4 2.4 1220 23.4 24.7 400 15.4

NOGEOSn2n 13.2 200 21.3 4.7 360 0.0 26.7 120 16.6
NOGEOSn1n 9.0 740 19.3 2.4 1220 23.4 24.5 400 15.4
NOGEOSk2n 11.4 400 20.6 3.9 640 0.0 25.7 240 16.1
NOGEOSk1n 11.9 400 20.6 4.1 640 0.0 26.0 240 16.1
CORf2 30.6 480 21.8 11.1 1520 0.0 214.8 280 16.6
CORf1 26.2 380 19.8 8.7 540 0.0 212.6 220 15.8
DAMPd2 32.5 420 20.7 10.1 640 0.0 215.6 240 16.2
DAMPd1 20.5 420 20.5 6.9 620 0.0 210.0 240 16.1
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(recalling that baroclinicity in S16 was associated with a uni-
formly heated slope) was only 0.9 m s21, or 4% of the peak in
that study’s reference run (cf. ymax in BHf1 and BHf2 to that
in BH in S16 Table 3). Although the 16% increase with
decreasing latitude seen in the present study may be consid-
ered relatively minor, the increase is 4 times larger than in
S16, where there were no along-slope buoyancy variations.
Consistent with the longer inertial period in CORf2, the
southerly wind in CORf2 peaks 2 h later than in CORf1.
Additionally, the descent and intensification of the west-
erly winds during the latter part of the night are delayed
in CORf2. Since the westerly wind intensification is
“arrested” by the mixing attending the morning transition,
the height of the westerly wind maximum at its most
intense (sunrise) is larger in CORf2 (zumax = 1520 m) than
in CORf1 (zumax = 540 m).

Last, we examined model sensitivity to radiative damping.
In DAMPd1, where d was increased to (1 day)21, ymax

decreased to 20.5 m s21, while in DAMPd2, where d was
decreased to (10 days)21, ymax increased to 32.5 m s21. The
∼25% increase in ymax in DAMPd2 (compared to ymax in
REF) and ∼20% decrease in ymax in DAMPd1 were matched
by similar relative increases/decreases in umax and umin. In
contrast, the changes in ymax seen in S16 with the same damp-
ing parameters (cf. BHd1 and BHd2 in Table 3 of S16) were
much smaller (,4%), and led to the conclusion there that
the flow was not very sensitive to d. The larger sensitivity
in the present model may be due to the fact that one of the
processes in S16}adiabatic warming/cooling associated

with downslope/upslope motions}does not operate in our
flat-terrain model. With one less forcing term in the ther-
mal energy equation, the remaining terms, including the
radiative damping term, assume more important roles.

c. Free-atmospheric geostrophic winds in other directions

Additional experiments were run for free-atmosphere geo-
strophic winds that had the same magnitude as in REF
(10 m s21), but were northerly (GEOS-N), westerly (GEOS-
W), or easterly (GEOS-E). The corresponding free-atmo-
sphere PGFs pointed eastward (GEOS-N), northward
(GEOS-W), and southward (GEOS-E). In contrast to the
free-atmosphere PGF in REF, which acted in the same direc-
tion as the PGF associated with the buoyancy gradient, the
free-atmosphere PGF in GEOS-N opposed the PGF associ-
ated with the buoyancy gradient (yielding a PGF weaker than
in REF), and the free-atmosphere PGFs in GEOS-W and
GEOS-E were perpendicular to the PGF associated with the
buoyancy gradient. Time–height plots of the winds in these
experiments are shown in Figs. 4–6. Not surprisingly, the
winds in GEOS-N (Fig. 4) were much weaker than in REF,
and there was not even a local maximum in y or the wind
speed. The peak speeds in GEOS-W (Fig. 5) and GEOS-E
(Fig. 6) were similar (just exceeding 20 m s21) but, unlike
REF, were attained with comparable contributions by u and
y. The speed maximum occurred about halfway between the
times u and y attained their peak values. The u fields in
GEOS-W and GEOS-E were quite different (as were the y

FIG. 3. Time–height plots of (top) u (m s21), (middle) y (m s21),
and (bottom) wind speed (m s21) in NOGEOS, an experiment
in which the flow is forced by a surface buoyancy gradient (bxs =
22 3 1027 s22) without a free-atmosphere geostrophic wind (ug =
0 m s21, yg = 0 m s21). Time (t) is in hours after sunrise. Sunset is at
t = 12 h. See Table 1 for all parameter values.

FIG. 2. Time–height plots of (top) u (m s21), (middle) y (m s21),
and (bottom) wind speed (m s21) in NOBX, an experiment in
which a barotropic flow (bxs = 0 s22) is forced by a southerly free-
atmosphere geostrophic wind (ug = 0 m s21, yg = 10 m s21). Time
(t) is in hours after sunrise. Sunset is at t = 12 h. See Table 1 for all
parameter values.
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fields), but a coordinate rotation through 908 brings u and y

from GEOS-E into closer agreement with u and y from
GEOS-W.

5. A baroclinic NLLJ over the Great Plains on
1 May 2020

The analytical model was applied to a baroclinic NLLJ that
developed over the Great Plains during the early morning
hours of 1 May 2020. The model winds were compared to
Doppler lidar winds from the ARM SGP central facility near
Lamont, Oklahoma, a location that is within the baroclinic
zone, has a very weak slope (there is no slope in the model),
and is well east of a trough evident in surface analyses (not
shown) that could have affected the wind and thermal fields
in western Kansas and the western parts of the Texas and
Oklahoma Panhandles. The 1200 UTC (near time of sunrise
at Lamont) soundings from the NWS Radiosonde Network
showed that a strong southerly wind–dominated NLLJ (peak
winds varied from south-southeasterly to west-southwesterly)
extended from southern Texas through northern South
Dakota (Table 4).5 During the previous afternoon, a large-
amplitude ridge–trough pattern brought northwesterly
winds at 500 hPa over much of this region (Fig. 7a). It is

perhaps unexpected that a strong NLLJ could develop in
the presence of free-atmosphere winds with a northerly
component, but the low-level (850 hPa) thermal forcing
was extensive (Fig. 7b) and supported a strong southerly
low-level geostrophic wind. The ERA5 (Hersbach et al.
2020) surface analysis for 2200 UTC 30 April 2020 (Fig. 8a)
showed a fairly uniform primarily westward-directed thermal
gradient extending over Oklahoma. The 1000 UTC 1 May
2020 ERA5 surface analysis (Fig. 8b) showed that despite
the cooling that had taken place during the night, the
strength of the thermal gradient over the state (excluding
the panhandle) was largely preserved. A vertical cross sec-
tion (Fig. 9) of ERA5 winds and uy at 2200 UTC 30 April 2020
along latitude = 36.58N (near Lamont) showed a westward
increase in the depth of a well-mixed dry convective boundary
layer.

Time–height plots of Doppler lidar winds from the ARM
SGP central facility (ARM 2010) showed the development
of a strong NLLJ (Fig. 10), with a peak speed of 29 m s21

attained at height 600 m (all heights expressed AGL) at
1015 UTC 1 May 2020, with a secondary peak of 28 m s21

reached 1.5 h later at a height of 700 m. The first speed
maximum occurred at roughly the same height and time as
the peak y component (which was 25 m s21), while the sec-
ond speed maximum occurred at roughly the same height
and time as the peak u component (which was 20 m s21).
The low-level velocity vectors (e.g., at z = 500 m) turned

FIG. 5. Time–-height plots of (top) u (m s21), (middle) y (m s21),
and (bottom) wind speed (m s21) in GEOS-W, an experiment
in which the flow is forced by a surface buoyancy gradient of
bxs = 22 3 1027 s22 and a westerly free-atmosphere geo-
strophic wind (ug = 10 m s21, yg = 0 m s21). Time (t) is in hours
after sunrise. Sunset is at t = 12 h. See Table 1 for all para-
meter values.

FIG. 4. Time–height plots of (top) u (m s21), (middle) y (m s21),
and (bottom) wind speed (m s21) in GEOS-N, an experiment
in which the flow is forced by a surface buoyancy gradient of bxs =
22 3 1027 s22 and a northerly free-atmosphere geostrophic wind
(ug = 0 m s21, yg = 210 m s21). Time (t) is in hours after sunrise.
Sunset is at t = 12 h. See Table 1 for all parameter values.

5 The above-noted trough may have affected the jets over
Amarillo and Dodge City, which were more westerly than the jets
over the other stations.
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anticyclonically through the night, as in an IO. We note a
tendency for the heights of the maximum y-wind and wind
speed to increase with time from ∼0300 UTC (about 2 h
after sunset) through most of the rest of the night.

A vertical cross section of ERA5 winds and uy at 1000 UTC
1 May 2020, near the time of peak speed in the lidar data,
showed NLLJ winds were widespread over 68 of longitude
straddling Lamont (Fig. 11). At this time, the ERA5 winds
over Lamont were in close agreement with the lidar winds,
with a peak y of 22 m s21 (25 m s21 in lidar data), and a peak
u of 15 m s21 (17 m s21 in lidar data). A weak easterly flow
near the surface was present in ERA5 output (u ≈ 21 m s21)
and lidar data (u ≈ 24 m s21).

ERA5 wind and uy analyses near Lamont at 2200 UTC
30 April 2020 were used to calculate the free-atmosphere geo-
strophic winds and surface buoyancy gradient for the analytical
model. The surface buoyancy gradient was obtained from bxs =
[g/Q(0)] ­uy/­x 2 N2­zT/­x [Q(0) = 300 K, N = 0.01 s21, zT is
terrain height]. With the slope at Lamont estimated as
­zT/­x = 20.0012 rad (20.0688) and ­uy/­x estimated as
22.363 1025 K m21 [using ERA5 uy data (Fig. 8) from 100 km
east and west of Lamont], we get bxs =27.73 1027 s22 1 1.23
1027 s22 = 26.5 3 1027 s22 (note relative smallness of
slope term, the second term on the left-hand side). The free-
atmosphere geostrophic wind components were estimated from
Fig. 9, under the assumption that the free-atmosphere flow
was geostrophic and barotropic. Unfortunately, estimating

yg was problematic; unlike u, the y component did not level
off with height in the free atmosphere. Based on ERA5 winds
in the 500–600-hPa layer 6, we took ug = 10 m s21 and yg =
210 m s21. The parameter values used in this test are given in
Table 5.

Time–height plots of the analytical model winds (Fig. 12)
showed that the nighttime peak values of u, y, and speed,
and the times and heights of these maxima were very similar
to those seen in the lidar data (Fig. 10). The analytical model
winds were also in good agreement with the ERA5 winds at
1000 UTC 1 May 2020 (Fig. 11, and discussion above), when
the jet was near its peak intensity. In the analytical model,
y peaked at 26.6 m s21 at height 320 m, the westerly wind
(u . 0) peaked at 20.5 m s21 at height 560 m, and the low-
level easterly wind (u , 0) peaked at 26.0 m s21 at height
140 m, while in the lidar data, y peaked at 25 m s21 at height
560 m, the westerly wind peaked at 20 m s21 at height 760 m,
and the low-level easterly wind peaked at 27 m s21 at height
140 m. Although the peak speed in the model (28 m s21)
was close to that in the lidar data (29 m s21), the model did
not capture the double peak in the lidar data. Instead, the
model produced a single lobe of winds near peak intensity
roughly from the time the y-wind peaked to the time the
u-wind peaked. Additionally, although the heights of the
peak nighttime y and wind speed in the lidar data are similar
to those predicted by the analytical model, the behavior of
the heights in the hours leading up to their nighttime peaks
are different, with ascent observed in the lidar data, but
descent followed by a levelling off seen in the analytical
model.

FIG. 6. Time–height plots of (top) u (m s21), (middle) y (m s21),
and (bottom) wind speed (m s21) in GEOS-E, an experiment in
which the flow is forced by a surface buoyancy gradient of bxs =
22 3 1027 s22 and an easterly free-atmosphere geostrophic
wind (ug = 210 m s21, yg = 0 m s21). Time (t) is in hours after
sunrise. Sunset is at t = 12 h. See Table 1 for all parameter
values.

TABLE 4. Peak wind speeds at 1200 UTC 1 May 2020 from
Great Plains stations in the NWS rawinsonde network. A station
is listed if the low-level speed maximum and rate of decrease of
speed above the maximum satisfied the Bonner (1968) criteria
for the definition/classification of a low-level jet. The peak speed
is in m s21, the height of the peak speed (zmax) is in m AGL,
and the direction of the wind maximum (DIR) is in degrees. If
the peak speed occurred at multiple adjacent levels, the lower of
the heights was chosen for zmax.

Station ID Location Peak speed DIR zmax

Bonner
category

KDRT Del Rio, TX 18.0 170 472 2
KMAF Midland, TX 18.0 200 347 2
KFWD Fort Worth, TX 19.5 205 597 2
KAMA Amarillo, TX 17.0 260 365 2
KOUN Norman, OK 23.7 225 557 3
KDDC Dodge City, KS 12.3 250 429 1
KTOP Topeka, KS 19.5 200 340 2
KOAX Omaha, NE 18.5 180 260 2
KABR Aberdeen, SD 19.5 200 518 2

6 In their analyses of southern Great Plains NLLJs, Parish
(2016, 2017) and Parish and Clark (2017) considered the 600-hPa
surface to be in the free atmosphere.
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6. Conclusions

An analytical model was developed for the emergence of
a Blackadar-like IO/NLLJ (with provision for reduced but
nonzero nighttime turbulence) from a broad baroclinic
zone over flat terrain. The surface buoyancy was specified
to vary linearly with a horizontal coordinate (constant sur-
face buoyancy gradient), and the eddy viscosity and eddy
diffusivity were specified to increase abruptly at sunrise and
decrease abruptly at sunset. The net horizontal PGF arising

from contributions by the free-atmosphere PGF and the
PGF associated with the buoyancy gradient provided a
good background state on which the Blackadar IO/NLLJ
mechanism could operate. A particularly large net PGF
could be obtained when the free-atmosphere PGF and the
low-level buoyancy gradient pointed in the same direction
(e.g., westward during the warm season over the Great
Plains).

The spatial ansatzes for the wind, pressure, and buoyancy
fields used in the analytical model reduced the equations of
motion, thermal energy, and mass conservation to a system of
1D (in height) partial differential equations. Diurnally peri-
odic solutions of these reduced equations were obtained ana-
lytically. The solutions depended on the surface buoyancy
gradient, Coriolis parameter, free-atmosphere geostrophic
wind, a radiative damping parameter, time of sunset, and the
temporal characteristics of the eddy viscosity and eddy diffu-
sivity coefficients.

In a series of southerly NLLJ sensitivity experiments, the
model solutions displayed the hallmarks of Blackadar-like
IO/NLLJs: a sudden acceleration of the low-level winds fol-
lowing a sharp reduction in the turbulent mixing at sunset,
anticyclonic rotation of the winds through the night, and peak
wind speeds obtained within a few hours of (after) local mid-
night. The model also predicted that, unlike the daytime sur-
face buoyancy gradient, which exerted a large impact on the
strength of the NLLJ winds, the nighttime surface buoyancy
gradient had little effect on jet strength. In farther southerly
jet experiments that focused on purely baroclinic forcing
(free-atmosphere geostrophic wind was set to zero), the peak
NLLJ winds were more sensitive to the nighttime eddy viscos-
ity nn than the nighttime eddy diffusivity kn. Consistent with
B57 and S16, the stronger jets in these NOGEOS experiments
were associated with smaller nn (larger day-to-night ratio of
eddy viscosity). Additional NOGEOS-type experiments pre-
dicted that jet strength was more sensitive to the daytime
eddy diffusivity kd than the daytime eddy viscosity nd, with

FIG. 7. NOAA/NWS/SPC geopotential height, temperature, and wind analyses for 0000 UTC 1 May 2020 at (a) 500 and
(b) 850 hPa.

FIG. 8. ERA5 surface analyses of uy (K) at (a) 2200 UTC 30 Apr
and (b) 1000 UTC 1 May 2020. Contour interval is 1 K. Green star
marks the ARM SGP central facility near Lamont, OK.
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stronger jets associated with larger kd. However intriguing,
some of these sensitivities might be outcomes of our highly
simplified treatment of turbulence and other physical pro-
cesses. It may be best to explore these sensitivities further

numerically, using the tools of large-eddy simulation or
DNS.

The utility of the analytical model for describing real
world NLLJs generated by a broad baroclinic zone was

FIG. 9. Vertical cross section of ERA5 fields through 36.58N at 2200 UTC 30 Apr 2020: (left) u (m s21), (right) y
(m s21), and (both panels) uy (K). Color shading displays u and y at 1 m s21 intervals. Bold solid lines depict uy at 2-K
intervals. Green star marks the ARM SGP central facility.

FIG. 10. Time–height plots of (top) u (m s21), (middle) y (m s21), and (bottom) wind speed (m s21) from a Doppler
lidar at the ARM SGP central facility for the 24-h period starting near sunrise on 30 Apr 2020. Sunrise is at 1139 UTC.
Sunset is at 0118 UTC.
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demonstrated for an NLLJ that developed over the Great
Plains on 1 May 2020. The peak nighttime values of u, y, and
speed, and the times and heights of these maxima from the
model were in remarkably close agreement with those seen in
lidar data from the ARM SGP central facility near Lamont,
Oklahoma. However, the agreement may have been some-
what fortuitous given the model parameter sensitivities noted
for the southerly jet experiments and the overall model sim-
plicity, viz., mixing coefficients that are independent of height,
morning and evening transitions that are nearly instanta-
neous, a surface buoyancy that varies linearly spatially, and a
free atmosphere that is barotropic and in a geostrophic bal-
ance. We also note that, although the lidar-observed heights
of the nighttime y-wind and wind speed maxima are similar to
those predicted by the analytical model, the behaviors of
these heights in the hours leading up to the nighttime peaks
are different, with increases seen in the lidar data, but
decreases and then a levelling off seen in the analytical
model.

Questions about baroclinic NLLJs over the Great Plains
remain. What factors underpin westward increases in the sur-
face buoyancy? To what extent do these factors affect each
other? How might these factors and the feedbacks between
them change under various synoptic settings and climate

change scenarios? Based on the climatological westward
decrease of rainfall over the region, one might expect an east-
ward-directed soil moisture gradient to play a role in estab-
lishing the surface buoyancy gradient. However, as noted by
Gebauer and Shapiro (2019), while the Great Plains NLLJs
are most frequent during the warm season, the soil moisture
gradient in this region is actually weakest during that
period. Other processes to explore include radiative effects,
boundary layer turbulence, differential advection of heat

FIG. 11. Vertical cross section of ERA5 fields through 36.58N at 1000 UTC 1 May 2020: (left) u (m s21),
(right) y (m s21), and (both panels) uy (K). Color shading displays u and y at 1 m s21 intervals. Bold solid lines depict
uy at 2-K intervals. Green star marks the ARM SGP central facility.

TABLE 5. Parameter settings for the 1 May 2020 test case. Time
of sunset (tset) is in hours after sunrise.

Parameter Value

f 8.7 3 1025 s21 (lat ≈ 36.58N)
bxs 26 3 1027 s22

tset 13.6 h
nd, kd 50 m2 s21

nn, kn 1 m2 s21

ug 10 m s21

yg 210 m s21

d 0.2 day21

FIG. 12. Time–height plots of the analytical model winds for the
1 May 2020 test case: (top) u (m s21), (middle) y (m s21), and
(bottom) wind speed (m s21). Time (t) is in hours after sunrise.
Sunrise (t = 0 h) is at 1139 UTC 30 Apr 2020. Sunset (t ≈ 13.6 h) is
at 0118 UTC 1 May 2020. Parameter settings are given in Table 4.
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and momentum, differential surface roughness, and differ-
ential surface–atmosphere fluxes of heat and moisture.

Acknowledgments. This research was supported by NSF
AGS-1921587. The authors thank the anonymous reviewers
for their constructive comments and Chris Rattray for dis-
cussions about the Great Plains environment and the
behavior of NLLJs during IHOP_2002. Comments by Don
Huston on an earlier draft led to an improved presentation.
Shawn Riley and David Goines provided computing assistance.

Data availability statement. The analytical model code is
available from the lead author upon request.

REFERENCES

Allen, C. J. T., and R. Washington, 2014: The low-level jet dust
emission mechanism in the central Sahara: Observations
from Bordj-Badji Mokhtar during the June 2011 Fennec
Intensive Observation Period. J. Geophys. Res. Atmos., 119,
2990–3015, https://doi.org/10.1002/2013JD020594.

Andreas, E. L, K. J. Claffey, and A. P. Makshtas, 2000: Low-level
atmospheric jets and inversions over the Western Weddell
Sea. Bound.-Layer Meteor., 97, 459–486, https://doi.org/10.
1023/A:1002793831076.

Anthes, R. A., Y.-H. Kuo, S. G. Benjamin, and Y.-F. Li, 1982:
The evolution of the mesoscale environment of severe local
storms: Preliminary modeling results. Mon. Wea. Rev., 110,
1187–1213, https://doi.org/10.1175/1520-0493(1982)110,1187:
TEOTME.2.0.CO;2.

Aristov, S. N., and P. G. Frik, 1988: Large-scale turbulence in a
thin layer of nonisothermal rotating fluid. Fluid Dyn., 23,
522–528, https://doi.org/10.1007/BF01055074.

ARM, 2010: Doppler Lidar Profiles (DLPROFWIND4NEWS):
2010-11-02 to 2021-02-09. Southern Great Plains (SGP) Cen-
tral Facility, Lamont, OK (C1), ARM Data Center, Data
(Basel), (set), accessed 16 February 2021, http://dx.doi.org/10.
5439/1190027.

Arritt, R. W., T. D. Rink, M. Segal, D. P. Todey, C. A. Clark,
M. J. Mitchell, and K. M. Labas, 1997: The Great Plains low-
level jet during the warm season of 1993. Mon. Wea. Rev.,
125, 2176–2192, https://doi.org/10.1175/1520-0493(1997)125
,2176:TGPLLJ.2.0.CO;2.

Baas, P., F. C. Bosveld, H. Klein Baltink, and A. A. M. Holtslag,
2009: A climatology of low- level jets at Cabauw. J. Appl. Meteor.
Climatol., 48, 1627–1642, https://doi.org/10.1175/2009JAMC1965.1.

Banta, R. M., 2008: Stable-boundary-layer regimes from the per-
spective of the low-level jet. Acta Geophys., 56, 58–87, https://
doi.org/10.2478/s11600-007-0049-8.

}}, and Coauthors, 1998: Daytime buildup and nighttime trans-
port of urban ozone in the boundary layer during a stagnation
episode. J. Geophys. Res., 103, 22519–22544, https://doi.org/10.
1029/98JD01020.

}}, R. K. Newsom, J. K. Lundquist, Y. L. Pichugina, R. L.
Coulter, and L. Mahrt, 2002: Nocturnal low-level jet charac-
teristics over Kansas during CASES-99. Bound.-Layer Meteor.,
105, 221–252, https://doi.org/10.1023/A:1019992330866.

}}, Y. L. Pichugina, N. D. Kelley, B. Jonkman, and W. A.
Brewer, 2008: Doppler lidar measurements of the Great
Plains low-level jet: Applications to wind energy. IOP Conf.

Ser. Earth Environ. Sci., 1, 012020, https://doi.org/10.1088/
1755-1315/1/1/012020.

}}, }}, }}, R. M. Hardesty, and W. A. Brewer, 2013: Wind
energy meteorology: Insight into wind properties in the tur-
bine-rotor layer of the atmosphere from high-resolution
Doppler lidar. Bull. Amer. Meteor. Soc., 94, 883–902, https://
doi.org/10.1175/BAMS-D-11-00057.1.

Bao, J. W., S. A. Michelson, P. O. G. Persson, I. V. Djalalova,
and J. M. Wilczak, 2008: Observed and WRF-simulated
low-level winds in a high-ozone episode during the Central
California Ozone Study. J. Appl. Meteor. Climatol., 47,
2372–2394, https://doi.org/10.1175/2008JAMC1822.1.

Benjamin, S. G., and T. N. Carlson, 1986: Some effects of surface
heating and topography on the regional severe storm envi-
ronment. Part I: Three-dimensional simulations. Mon. Wea.
Rev., 114, 307–329, https://doi.org/10.1175/1520-0493(1986)114
,0307:SEOSHA.2.0.CO;2.

Berg, L. K., L. D. Riihimaki, Y. Qian, H. Yan, and M. Huang,
2015: The low-level jet over the southern Great Plains deter-
mined from observations and reanalyses and its impact on
moisture transport. J. Climate, 28, 6682–6706, https://doi.org/
10.1175/JCLI-D-14-00719.1.

Beyrich, F., D. Kalass, and U. Weisensee, 1997: Influence of the
nocturnal low-level jet on the vertical and mesoscale struc-
ture of the stable boundary layer as revealed from Doppler-
sodar-observations. Acoustic Remote Sensing Applications,
S. P. Singal, Ed., Narosa Publishing House, 236–246.

Blackadar, A. K., 1957: Boundary layer wind maxima and their
significance for the growth of nocturnal inversions. Bull.
Amer. Meteor. Soc., 38, 283–290, https://doi.org/10.1175/1520-
0477-38.5.283.

Bonin, T. A., P. M. Klein, and P. B. Chilson, 2020: Contrasting
characteristics and evolution of southerly low-level jets during
different boundary-layer regimes. Bound.-Layer Meteor., 174,
179–202, https://doi.org/10.1007/s10546-019-00481-0.

Bonner, W. D., 1968: Climatology of the low level jet. Mon. Wea.
Rev., 96, 833–850, https://doi.org/10.1175/1520-0493(1968)096
,0833:COTLLJ.2.0.CO;2.

}}, and J. Paegle, 1970: Diurnal variations in boundary layer
winds over the south- central United States in summer. Mon.
Wea. Rev., 98, 735–744, https://doi.org/10.1175/1520-0493
(1970)098,0735:DVIBLW.2.3.CO;2.

Brook, R. R., 1985: The Koorin nocturnal low-level jet. Bound.-
Layer Meteor., 32, 133–154, https://doi.org/10.1007/BF00120932.

Buajitti, K., and A. K. Blackadar, 1957: Theoretical studies of
diurnal wind-structure variations in the planetary boundary
layer. Quart. J. Roy. Meteor. Soc., 83, 486–500, https://doi.org/
10.1002/qj.49708335804.

Businger, J. A., J. C. Wyngaard, Y. Izumi, and E. F. Bradley,
1971: Flux-profile relationships in the atmospheric surface
layer. J. Atmos. Sci., 28, 181–189, https://doi.org/10.1175/1520-
0469(1971)028,0181:FPRITA.2.0.CO;2.

Carlson, T. N., and F. H. Ludlam, 1968: Conditions for the occur-
rence of severe local storms. Tellus, 20, 203–226, https://doi.
org/10.3402/tellusa.v20i2.10002.

Carroll, B. J., B. B. Demoz, and R. Delgado, 2019: An overview
of low-level jet winds and corresponding mixed layer depths
during PECAN. J. Geophys. Res. Atmos., 124, 9141–9160,
https://doi.org/10.1029/2019JD030658.

Chandler, C., P. Cheney, P. Thomas, L. Trabaud, and D. Williams,
1991: Fire in forestry. Forest Fire Behavior and Effects, Vol. 1,
Krieger Publishing Co., 441 pp.

S HA P I R O E T A L . 1379MAY 2022

Brought to you by UNIVERSITY OF OKLAHOMA LIBRARY | Unauthenticated | Downloaded 08/30/22 07:59 PM UTC

https://doi.org/10.1002/2013JD020594
https://doi.org/10.1023/A:1002793831076
https://doi.org/10.1023/A:1002793831076
https://doi.org/10.1175/1520-0493(1982)110<1187:TEOTME>2.0.CO;2
https://doi.org/10.1175/1520-0493(1982)110<1187:TEOTME>2.0.CO;2
https://doi.org/10.1007/BF01055074
http://dx.doi.org/10.5439/1190027
http://dx.doi.org/10.5439/1190027
https://doi.org/10.1175/1520-0493(1997)125<2176:TGPLLJ>2.0.CO;2
https://doi.org/10.1175/1520-0493(1997)125<2176:TGPLLJ>2.0.CO;2
https://doi.org/10.1175/2009JAMC1965.1
https://doi.org/10.2478/s11600-007-0049-8
https://doi.org/10.2478/s11600-007-0049-8
https://doi.org/10.1029/98JD01020
https://doi.org/10.1029/98JD01020
https://doi.org/10.1023/A:1019992330866
https://doi.org/10.1088/1755-1315/1/1/012020
https://doi.org/10.1088/1755-1315/1/1/012020
https://doi.org/10.1175/BAMS-D-11-00057.1
https://doi.org/10.1175/BAMS-D-11-00057.1
https://doi.org/10.1175/2008JAMC1822.1
https://doi.org/10.1175/1520-0493(1986)114<0307:SEOSHA>2.0.CO;2
https://doi.org/10.1175/1520-0493(1986)114<0307:SEOSHA>2.0.CO;2
https://doi.org/10.1175/JCLI-D-14-00719.1
https://doi.org/10.1175/JCLI-D-14-00719.1
https://doi.org/10.1175/1520-0477-38.5.283
https://doi.org/10.1175/1520-0477-38.5.283
https://doi.org/10.1007/s10546-019-00481-0
https://doi.org/10.1175/1520-0493(1968)096<0833:COTLLJ>2.0.CO;2
https://doi.org/10.1175/1520-0493(1968)096<0833:COTLLJ>2.0.CO;2
https://doi.org/10.1175/1520-0493(1970)098<0735:DVIBLW>2.3.CO;2
https://doi.org/10.1175/1520-0493(1970)098<0735:DVIBLW>2.3.CO;2
https://doi.org/10.1007/BF00120932
https://doi.org/10.1002/qj.49708335804
https://doi.org/10.1002/qj.49708335804
https://doi.org/10.1175/1520-0469(1971)028<0181:FPRITA>2.0.CO;2
https://doi.org/10.1175/1520-0469(1971)028<0181:FPRITA>2.0.CO;2
https://doi.org/10.3402/tellusa.v20i2.10002
https://doi.org/10.3402/tellusa.v20i2.10002
https://doi.org/10.1029/2019JD030658


Charney, J. J., X. Bian, B. E. Potter, and W. E. Heilman, 2003:
Low level jet impacts on fire evolution in the Mack Lake
and other severe wildfires. Fifth Symp. on Fire and Forest
Meteorology/Second Int. Wildland Fire Ecology and Fire
Management Congress, Orlando, FL, Amer. Meteor. Soc., 1.5.

Chen, G., W. Sha, T. Iwasaki, and Z. Wen, 2017: Diurnal cycle of
a heavy rainfall corridor over East Asia. Mon. Wea. Rev.,
145, 3365–3389, https://doi.org/10.1175/MWR-D-16-0423.1.

Corsmeier, U., N. Kalthoff, O. Kolle, M. Kotzian, and F. Fiedler,
1997: Ozone concentration jump in the stable nocturnal
boundary-layer during a LLJ-event. Atmos. Environ., 31,
1977–1989, https://doi.org/10.1016/S1352-2310(96)00358-5.

Cosack, N., S. Emeis, and M. Kühn, 2007: On the influence of
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