Temporal Regular Path Queries

Marcelo Arenas, Pedro Bahamondes
Universidad Catolica & IMFD, Chile
marenas @ing.puc.cl, pibahamondes @uc.cl

Abstract—In the last decade, substantial progress has been
made towards standardizing the syntax of graph query languages,
and towards understanding their semantics and complexity of
evaluation. In this paper, we consider temporal property graphs
(TPGs) and propose temporal regular path queries (TRPQs)
that incorporate time into TPG navigation. Starting with de-
sign principles, we propose a natural syntactic extension of
the MATCH clause of popular graph query languages. We
then formally present the semantics of TRPQs, and study the
complexity of their evaluation. We show that TRPQs can be
evaluated in polynomial time if TPGs are time-stamped with
time points, and identify fragments of the TRPQ language that
admit efficient evaluation over a more succinct interval-annotated
representation. Finally, we implement a fragment of the language
in a state-of-the-art dataflow framework, and experimentally
demonstrate that TRPQ can be evaluated efficiently.

Index Terms—graph query languages, temporal query lan-
guages

I. INTRODUCTION

The importance of networks in scientific and commercial
domains is undeniable. Networks are represented by graphs,
and we will use the terms network and graph interchangeably.
Considerable research and engineering effort is devoted to the
development of effective and efficient graph representations
and query languages. Property graphs have emerged as the de
facto standard, and have been studied extensively, with efforts
underway to unify the semantics of query languages for these
graphs [1], [2]. Many interesting questions about graphs are
related to their evolution rather than to their static state [3]—
[11]. Consequently, several recent proposals seek to extend
query languages for property graphs with time [12]-[16].

Our focus in this paper is on incorporating time into path
queries. More precisely, we (a) outline the design principles
for a temporal extension of Regular Path Queries (RPQs) with
time; (b) propose a natural syntactic extension of state of the
art query languages for conventional (non-temporal) property
graphs, which supports temporal RPQs (TRPQs); (c) formally
present the semantics of this language; (d) study the com-
plexity of evaluation of several variants of this language; (e)
implement a practical fragment of this language in a dataflow
framework; and (f) empirically demonstrate that TRPQs can
be evaluated efficiently. We show that, by adhering to the
design principles that draw on decades of work on graph
databases and on temporal relational databases, we are able
to achieve polynomial-time complexity of evaluation, paving
the way to implementations that are both usable and practical,
as supported by our implementation and experiments.
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A. Running example

As a preview of our proposed methods, consider Figure 1
that depicts a contact tracing network for a communicable
disease with airborne transmission between people in enclosed
locations on a university campus. In this network, different
actors and their interactions are presented as a temporal
property graph or TPG for short. (We will define temporal
property graphs formally in Section III).

As in conventional property graphs [1], nodes and edges in
a TPG are labeled. The graph in Figure 1 contains two types of
nodes, Person and Room (representing a classroom), and three
types of edges: bi-directional edges meets and cohabits
(lives together), and directed edge visits. Nodes and edges
have optional properties that are associated with values. For
example, node n; of type Person has properties name with
value 'Ann' and risk with value 'low'. As another example,
edge es of type meets has property loc with value 'park’'.

The purpose of the graph in Figure 1 is to allow identi-
fication of individuals who may have been exposed to the
disease. In particular, we are interested in identifying poten-
tially infected individuals who are considered high risk, due
to age or pre-existing conditions. These types of questions
can be naturally phrased as temporal regular path queries
(TRPQs) that interrogate reachability over time. We will give
an example of a TRPQ momentarily.

To support TRPQs, all nodes and edges in a TPG are
associated with time intervals of validity (or intervals for short)
that represent consecutive time points during which no change
occurred for a node or an edge, in terms of its existence or
property values. For example, node n; (Ann) is associated
with the interval [1, 9], signifying that n; was present in
the graph and took on the specified property values during 9
consecutive time points. As another example, node no (Bob)
exists during the same interval as ni, but undergoes a change
in the value of the property risk at time 4, when it changes
from 'low' to 'high'. We represent a change in the state
of an entity (a node or an edge) with nested boxes inside an
outer box that denotes the entity in Figure 1.

Now, consider an example of a TRPQ that extends the
syntax of Cypher to retrieve the list of high-risk people (x)
who met someone (y), who subsequently tested positive for
an infectious disease:

MATCH (x:Person {risk = 'high'})-
/FWD/ :meets/FWD/NEXTx/- (y:Person {test =
ON contact_tracing

'pos'})
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A TPG used for contact tracing. The graph contains two types of nodes, Person and Room, and three types of edges: bi-

directional edges meets and cohabits, and directed edge visits. Person nodes have properties name, risk ('high' or 'low')
of complications, and test ('pos' or 'neg') of disease status. Eve (node ng) tested positive for a communicable disease at time 9.

This contact tracing query produces the following temporal
binding table when evaluated over the TPG in Figure 1:

[ x  x time y y time |
nr 5 ne 9
nr 6 ne 9
ns 4 ne 9

B. Summary of our approach

In the remainder of this paper, we formally develop the
concepts that are necessary to evaluate this and other useful
TRPQs over TPGs. We adopt a conceptual TPG model that
naturally extends property graphs with time, and is both simple
and sufficiently flexible to support the evolution of graph
topology and of the properties of its nodes and edges. We
evaluate TRPQs on TPGs under point-based semantics [17], in
which operators adhere to two principles: snapshot reducibility
and extended snapshot reducibility, discussed in Section II.
Our conceptual TPG model admits two logical representations
that differ in the kind of time-stamping they use [18]. One
associates objects with time points, while the other associates
them with time intervals, for a more compact representation.

Design principles. We carefully designed our TRPQ lan-
guage based on the following principles:

Navigability: Include operators that refer to the dynamics
of navigating through the TPG: temporal navigation refers to
movements on the graph over time, and structural navigation
refers to movements across locations in its topology.

Navigation orthogonality: Temporal and structural naviga-
tion operators must be orthogonal, allowing non-simultaneous
single-step temporal and structural movement.

Node-edge symmetry: The language should treat nodes and
edges as first-class citizens, supporting equivalent operations.

Static testability: Testing is independent of navigation.

Snapshot reducibility: When time is removed from a
query, pairs of temporal objects satisfying the query should
correspond to pairs of objects in a single snapshot of the graph,
and every pair satisfying the query in the snapshot of the TPG
should correspond to a path satisfying it in the TPG.

By adhering to these principles, we achieved polynomial-
time complexity of evaluation for TPGs that are time-stamped
with time points, and also identified a significant fragment
of the language that can be efficiently evaluated for interval
time-stamped TPGs. In addition to theoretical results, these
principles also allowed us to efficiently implement TRPQs by
decoupling non-temporal and temporal processing.

Paper organization: We first give some background on
temporal graph models and path query languages in Section II.
We then formally define temporal graphs in Section III. We
go on to propose a syntax for adding time to a practical graph
query language in Section IV. Next, in Section V, we give the
precise syntax and semantics of the language, and study the
complexity of evaluating it. We describe an implementation of
our language over an interval-based TPG in Section VI, and
present results of an experimental evaluation in Section VII.
We conclude in Section VIII. Additional complexity results
and proofs, and supplementary experiments are available in
technical report [19]. System implementation and experimental
evaluation are available at https://github.com/amirpouya/tpath.

II. BACKGROUND AND RELATED WORK

Substantial research has been undertaken in the area of
temporal relational databases since the 1980s, producing a
significant body of work [20], which includes representation of
time [21]-[23], semantics of temporal models [24], temporal
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algebras [25], and access methods [26]. Results of some of
this work are part of the SQL:2011 standard [27].

a) Temporal graph models: Temporal graph models dif-
fer in what temporal semantics they encode, what time rep-
resentation they use (time point, interval, or implicitly with
a sequence), what entities they time-stamp (graphs, nodes,
edges, or attribute-value assignments), and whether they rep-
resent evolution of topology only or also of the attributes.
With a few exceptions, discussed next, the current de facto
standard representation of temporal graphs is the snapshot
sequence, where a state of a graph is associated with either a
time point or an interval during which the graph was in that
state [28]—[38]. This representation supports operations within
each snapshot under the principle of snapshot reducibility,
namely, that applying a temporal operator to a database is
equivalent to applying the non-temporal variant of the operator
to each database state [17]. For example, the G* system [15]
stores a temporal graph as a snapshot sequence and provides
two query languages, the procedural PGQL and the declarative
DGQL. PGQL includes operators such as retrieving graph
vertices and their edges at a given time point, along with non-
graph operators like aggregation, union, projection, and join.
Neither PGQL nor DGQL support temporal path queries.

The fundamental disadvantage of using the snapshot se-
quence as the conceptual representation of a temporal graph
is that it does not support operations that explicitly reference
temporal information. Semantics of operations that make ex-
plicit references to time are formalized as the principle of
extended snapshot reducibility, where timestamps are made
available to operators by propagating time as data [17]. Con-
sidering that our goal in this work is to support temporal
regular path queries, having access to temporal information
during navigation is crucial.

In response to this important limitation of the snapshot
sequence representation, proposals have been made to anno-
tate graph nodes, edges, or attributes with time. Moffitt and
Stoyanovich [16] proposed to model property graph evolution
by associating intervals of validity with nodes, edges, and
property values. They also developed a compositional tem-
poral graph algebra that provides a temporal generalization of
common graph operations including subgraph, node creation,
union, and join, but does not include reachability or path
constructs. In our work, we adopt a similar representation of
temporal graphs, but focus on temporal regular path queries.

b) Paths in temporal graphs: Specific kinds of path
queries over temporal graphs have been considered in the
literature. Wu et al. [39]-[41] studied path query variants
over temporal graphs, in which nodes are time-invariant and
edges are associated with a starting time and an ending time.
(Nodes and edges do not have type labels or attributes.) The
authors introduced four types of “minimum temporal path”
queries, including the earliest-arriving path and the fastest
path, which can be seen as generalizations of the shortest
path query for temporal graphs. They proposed algorithms
and indexing methods to process minimum temporal path and
temporal reachability queries efficiently.

Byun et al. [12] introduced ChronoGraph, a temporal graph
traversal system in which edges are traversed time-forward.
The authors show three use cases: temporal breadth-first
search, temporal depth-first search, and temporal single-source
shortest-path, instantiated over Apache Tinkerpop. Johnson et
al. [14] introduced Nepal, a query language that has SQL-
like syntax and supports regular path queries over temporal
multi-layer communication networks, represented by temporal
graphs that associate a sequence of intervals of validity with
each node and edge. The key novelty of this work are time-
travel path queries to retrieve past network states. Finally,
Debrouvier et al. [13] introduced T-GQL, a query language
for TPGs with Cypher-like syntax [42]. T-GQL operates over
graphs in which (a) nodes persists but their attributes (with
values) can change over time, and so are associated with
periods of validity; and (b) edges are associated with periods of
validity but their attributes are time-invariant. This asymmetry
in the handling of nodes and edges is due to the authors’
commitment to a specific (lower-level) representation of such
TPGs in a conventional property graph system. Specifically,
they assume that Objects (representing nodes), Attributes,
and Values are stored as conventional property graph nodes,
whereas time intervals are stored as properties of these nodes.
Temporal edges are, in turn, stored as conventional edges,
with time interval as one of their properties. T-GQL supports
three types of path queries over such graphs, syntactically
specified with the help of named functions: (1) “Continuous
path” queries retrieve paths valid during each time point—
snapshot semantics. (2) “Pairwise continuous paths” require
that the incoming and the outgoing edge for a node being
traversed must exist during some overlapping time period. (3)
“Consecutive paths” encode temporal journeys; for example,
to indicate a way to fly from Tokyo to Buenos Aires with a
couple of stopovers in a temporal graph for flight scheduling.
Consecutive paths are used in T-GQL for encoding earliest
arrival, latest departure, fastest, and shortest path queries.

A more detailed comparison of our proposal with other
temporal query languages is given in Section V-C. In summary,
our proposal differs from prior work in that we develop a
general-purpose query language for temporal paths, which
works over a simple conceptual definition of temporal property
graphs and is nonetheless general enough to represent different
kinds of temporal and structural evolution of such graphs. Our
language is syntactically simple: it directly, and minimally,
extends the MATCH clause of popular graph query languages,
and does not rely on custom functions. In fact, as we show
in Section V-B, there is a simple way to define its formal
semantics, which allows us to develop efficient algorithms for
query evaluation.

III. A TEMPORAL GRAPH MODEL

In this section, we formalize the notion of temporal property
graph, which extends the widely used notion of property graph
[11, [2], [42] to include explicit access to time. In this way,
we can model the evolution of the topology of such a graph,
as well as the changes in node and edge properties.



A temporal property graph defines a point-based represen-
tation of the evolution of a property graph, which is a simple
and suitable framework to represent and reason about this
evolution. However, time-stamping objects with time points
may be impractical in terms of space overhead. This motivates
the development of interval-based representations, which are
common for temporal models for both relations (e.g., [18],
[43]) and graphs (e.g., [12], [13], [16]). In this section, we also
define a succinct representation of temporal property graphs
that uses interval time-stamping. Notice that point-based tem-
poral semantics requires this succinct representation to be
temporally coalesced: a pair of value-equivalent temporally
adjacent intervals should be stored as a single interval, and
this property should be maintained through operations [44].

A. Temporal property graphs

Assume Lab, Prop and Val to be sets of label names,
property names and actual values, respectively. We define
temporal property graphs over finite sets of time points. Time
points can take on values that correspond to the units of time
as appropriate for the application domain, and may represent
seconds, weeks, or years. For the sake of presentation, we
represent the universe of time points by N: a temporal domain
() is a finite set of consecutive natural numbers, that is, ) =
{i € N| a <i<b} for some a,b € N such that a < b.

Definition III.1. A temporal property graph (TPG) is a tuple
G=(Q N, E, p, \ & o), where

o Q is a temporal domain; N is a finite set of nodes, E is a
finite set of edges, and V N E = {;

e p: E — (N x N) is a function that maps an edge to its
source and destination nodes;

e \: (NUE) — Lab is a function that maps a node or an
edge to its label;

e £: (NUE) x Q — {true, false} is a function that maps a

node or an edge, and a time point to a Boolean. Moreover,

if £(e,t) = true and p(e) = (v1,v3), then £(v1,t) = true

and &(va,t) = true.

o: (NUE) X Prop x Q — Val is a partial function that

maps a node or an edge, a property name, and a time point

to a value. Moreover, there exists a finite number of triples

(0,p,t) € (NUE) X Prop x Q) such that o (o, p, t) is defined,

and if o(0,p,t) is defined, then £(o,t) = true.

Observe that 2 in Definition III.1 denotes the temporal
domain of G, a finite set of linearly ordered time points starting
from the time associated with the earliest snapshot of G,
and ending with the time associated with its latest snapshot,
where a snapshot of G refers to a conventional (non-temporal)
property graph that represents the state of G at a given time
point. Function p in Definition III.1 is used to provide the
starting and ending nodes of an edge, function A\ provides the
label of a node or an edge, and function ¢ indicates whether
a node or an edge exists at a given time point in 2 (which
corresponds to true). Finally, function ¢ indicates the value of
a property for a node or an edge at a given time point in ).

Two conditions are imposed on TPGs to enforce that they
conceptually correspond to sequences of valid conventional
property graphs. In particular, an edge can only exist at a
time when both of the nodes it connects exist, and that a
property can only take on a value at a time when the cor-
responding object exists. Moreover, observe that by imposing
that o (o, p, t) be defined for a finite number of triples (o, p, t),
we are ensuring that each node or edge can have values for
a finite number of properties, so that each TPG has a finite
representation. Finally, Definition III.1 assumes, for simplicity,
that property values are drawn from the infinite set Val. That
is, we do not distinguish between different data types. If a
distinction is necessary, then Val can be replaced by a domain
of values of some k different data types, Valy, ..., Valy.

Recall our running example discussed in Section I-A and
shown in Figure 1. This example illustrates Definition III.1; it
shows a TPG used for contact tracing for a communicable
disease, with airborne transmission between people (repre-
sented by nodes with label Person) in enclosed locations (e.g.,
nodes with label Room). This TPG has a temporal domain
Q = {1,...,11}, although any set of consecutive natural
numbers containing {} can serve as the temporal domain of
this TPG, for example the set {0, ..., 15}. The TPG is a multi-
graph: ny and ng are connected by two edges, es and es.

In the TPG in Figure 1, Person nodes have properties
name, risk ('low' or 'high'), and test ('pos' or 'neg').
For example, Eve, represented by node ng, is known to have
tested positive for the disease at time 9. Note that each node
and edge refers to a specific time-invariant real-life object or
event. A TPG records observed states of these objects. In
fact, real-life objects correspond to a sequence of temporal
objects, each with a set of properties. For instance, node no
corresponds to a sequence of 9 temporal objects, one for each
time point 1 through 9. These are represented in the figure by
two boxes inside the outer box for ns, one for each interval
during which no change occurred: [1,4] with name Bob, and
low risk, and [5, 9] with name Bob, and high risk. To simplify
the figure, we do not show internal boxes for nodes or edges
associated with a single time interval, such as n; and eg.

B. Interval-timestamped temporal property graphs

An interval of N is a term of the form [a, b] with a,b € N
and a < b, which is used as a concise representation of
the set { € N | a < ¢ < b} between its starting point a
and its ending point b. Each TPG G = (Q, N, E,p, \,§,0)
can be transformed into an Interval-timestamped Temporal
Property Graph (ITPG), by putting the consecutive time points
with the same values into the interval. More precisely, an
ITPG I = (Y, N, E, p,\,&',0’) encoding G is defined in the
following way. The temporal domain Q@ = {i € N | a < i < b}
of G is replaced by the interval ' = [a,b], and N, E, p, \ are
the same as in G. Moreover, £’ is a function that maps each
object 0 € (NUE) to a set of maximal intervals where o exists
according to function &. For example, for Q = {1,2,3,4,5}
and node n such that £(n,1) = &(n,2) = &(n,3) =£(n,5) =
true and &(n,4) = false, it holds that ' = [1,5] and



&'(n) ={[1,3],[5,5]}. Notice that &’(n) could not be defined
as {[1,2],[3,3],[5,5]} since [1,2] is not a maximal interval
where n exists. In other words, the set of intervals in £'(n)
has to be coalesced. Finally, function ¢’ is generated from o
in a similar way as &’. The formal definition of ITPG can be
found in technical report [19].

IV. ADDING TIME TO A PRACTICAL
GRAPH QUERY LANGUAGE

The main goal of this paper is to introduce a simple
yet general query language for temporal property graphs. In
this section, we give a guided tour of the query language,
using the TPG shown in Figure 1 as the running example.
All queries, except those presented alongside their equivalent
rewritings, are numbered Q1 through 912, and will be used in
the experimental evaluation in Section VII.

The MATCH clause is a fundamental construct in popular
graph query languages such as Cypher [42], PGQL [45], and
G-Core [2]. By using graph patterns, the MATCH clause allows
to bind variables with objects in a property graph, giving rise
to binding tables that are subsequently processed by the other
components of the query language. As an important step to-
wards the construction of a temporal graph query language, we
show how the MATCH clause can be extended to bind variables
with temporal objects in a TPG. In particular, we show how
the syntax and semantics of the query language G-Core [2]
can be extended to accommodate temporal graph patterns.
As the syntax and semantics of G-Core are compatible with
those of Cypher [42] and PGQL [45], these languages can
accommodate such temporal graph patterns as well. These
languages play a fundamental role in the ongoing graph query
language standardization effort [46], and our proposal can
provide a natural temporal extension for this standard.

Our proposed syntax for temporal regular path queries can
be summarized as the following extension of the MATCH clause:

MATCH (x)-/path/-(y) ON graph

Here, graph is either a TPG or an ITPG, and path is an
expression that can contain temporal and structural navigation
operators, together with some other functionalities like testing
the label of a node or an edge, and verifying the value of a
property of a node or an edge. We will present the formal
semantics of the language in Section V.

As a first example, assume that contact_tracing is the
TPG shown in Figure 1. Then, the following G-Core expres-
sion extracts the list of people from contact_tracing:

Q1 MATCH (x:Person) ON contact_tracing

The operator ON specifies that contact_tracing is the input
graph, and (x:Person) indicates that x is a variable to be
assigned nodes with label Person from the input graph. The
evaluation of a MATCH clause in G-Core results in a table
consisting of bindings that assign to each variable an object
from the input graph: a node, an edge, a label, or a property
value. The result of evaluating Q1 is the binding table:

(=]

ni
n2
n3
ne
nr

At this point, two observations should be made: (i) G-
Core does not consider contact_tracing as a temporal
property graph, so no explicit time is associated with the
objects in a binding table; (ii) Cypher [42] and PGQL [45]
produce the same bindings as G-Core when evaluating the
previous MATCH clause. How should this clause be evaluated
if contact_tracing is considered as a temporal property
graph? The first issue is that variables in the MATCH clause are
to be assigned temporal objects; for example, (x:Person)
indicates that x is a variable to be assigned a temporal object
(v,t), where v is a node with label Person that exists at time
point t. This issue is addressed by adding an extra column
for each variable to indicate the time point when that variable
exists (table entries appear side-by-side to save vertical space):

[ x x time |[ x x time
ni 1 no 1
ni 9 ny 8

Observe that the time point ¢ for each value v of x is stored in
the column x_time. Hence, the binding x — n1, x_time — 1
is in the resulting table, since n; is a node with label Person
that exists at time point 1 in contact_tracing, and similarly
for the other bindings. This illustrates that TRPQs without
temporal navigation operate under snapshot reducibility, a
design principle discussed in Section I-B.

Having explained how bindings to temporal objects are
represented, we can now illustrate the main features of our
query language. As in other popular graph query languages, we
use curly brackets to indicate restrictions on property values.
As our first example, consider the following MATCH clause:

Q2 MATCH (x:Person {risk = 'low'})
ON contact_tracing

The expression {risk = 'low'} is used to indicate that the
value of property risk must be 'low'. The following binding
table is the result of evaluating the previous MATCH clause:

[ x x time |[ x x_time |[ x x_time
ni 1 ng 1 ne 2
ni 9 ng 4 ne 11

Observe that the binding x +— no, x_time > 4 is in this table,
since no is a node such that the label of ny is Person, no
exists at time point 4, and the value of property risk is 'low’
for ny at time point 4, and likewise for the other bindings in
this table. As a second example, consider the following query:

Q3 MATCH (x:Person {risk =
ON contact_tracing

'low' AND time = '1'})

In this case, we use the reserved word time to indicate that we
are considering temporal objects at time point 1. The following
is the result of evaluating this MATCH clause:



no 1

Other operators can limit the time under consideration, for
example, to consider temporal objects at time less than 10:

Q4 MATCH (x:Person {risk =
ON contact_tracing

'"low' AND time < '10'})

Now, suppose that we want to retrieve the pairs of low- and
high-risk people who have met, alon% with information about
their meeting. For this, we can use the following query:

Q5 MATCH (x:Person {risk = 'low'})-

[z:meets]->(y:Person {risk = 'high'})
ON contact_tracing
The result of evaluating this MATCH clause is:
[ x x_time z z_time y y_time
ni 5 el 5 ng 5
ni 6 el 6 no 6
n2 1 €2 1 ns 1
no 2 €2 2 n3 2

As in other popular graph query languages [2], [42], [45], an
expression of the form -[:meets]-> indicates the existence
of an edge with label meets. We assign the variable z to the
temporal object that represents that edge.

Importantly, an expression of the form —[ . . . ]—> represents
the structural navigation operator that is conceptually evaluated
over the snapshots (temporal states) of the graph. This is
the reason why each binding in the resulting table has the
same value in columns x_time, z_time, and y_time . For
example, the binding x — n1, x_time — 5, z — €1, z_time

— 5, y — Ng, y_time — 5 is in this table, since n; is a
low-risk person at time point 5, ny is a high-risk person at
time point 5, and there exists an edge e; with label meets
between n; and no at time point 5.

To ensure that our proposal is practically useful, a minimum
requirement is that queries can be evaluated in polynomial time
over TPGs. Hence, we have to choose very carefully how
structural navigation is combined with temporal navigation,
and how we refer to time in the query language, as the
complexity can quickly become intractable when navigation
patterns are combined with functionalities for comparing prop-
erty values [47]. In fact, there is even a fixed query () for which
this negative result holds [47]. This means that the problem
of computing, given a graph G as input, the answer to () over
G is intractable in data complexity [48].

The basic temporal navigation operators in our language are
PREV and NEXT that move by one unit of time into the past
and into the future, respectively. Consider the following query:

Q6 MATCH (x:Person {test =
/PREV/- (y:Person)
ON contact_tracing

'pos'}) -

Here, x and y are temporal objects that correspond to the
same real-world object —a node of type Person. In this
case, x has the value 'pos' in the property test, meaning
that x tested positive at some time point, and y denotes the
same node at the time immediately before testing positive.

Temporal navigation allows single-step temporal movement,
and is orthogonal to structural navigation, following naviga-
tion orthogonality, discussed in Section I-B. Note that PREV
and NEXT reference timestamps, operating under extended
snapshot reducibility [17], discussed in Section II.

This example illustrates the use of notation -/.../- to
specify a pattern that a path connecting objects x and y

must satisfy. In general, such a pattern is a regular ex-
pression that can include temporal and structural opera-
tors (see formal definition in Section V). In this exam-
ple, assuming that the temporal object (01,t1) corresponds
to (x:Person {test = 'pos'}), and the temporal object
(02,t2) corresponds to (y:Person), then the expression —/
PREV/- indicates that (01, ¢1) must be connected with (02, t2)
through a path conforming to PREV, that is, to = #; — 1.
Importantly, —/PREV/- is evaluated under the restriction that
no structural navigation must have occurred, given the sepa-
ration between temporal and structural navigation that we are
arguing for in this work. Hence, we conclude that 02 = o;.
The following binding table is the result of evaluating Qé:

[ x x time y y_time

[ ne 9 ng 8 |

Temporal and structural navigation can be combined to re-
trieve information about which room person x was visiting
immediately before she received a positive test result:

MATCH (x:Person {test = 'pos'})-

/PREV/- (y:Person)-[:visits]->(z:Room)
ON contact_tracing

The result of evaluating this MATCH clause is:

[ x x time y y time =z z_time

[ ne 9 ng 8 n4 8 |

Observe that the temporal operator PREV moves from
(%, x_time) to (y, y_time), while the structural operator
-[:visits]-> moves from (y, y_time) to (z, z_time).
Hence, temporal and structural navigation are carried out
separately. Besides, observe that the intermediate variable y
is not needed when retrieving the list of rooms that person
x was visiting, we just included it to show the paths that
are constructed when using different operators. The following
simplified MATCH clause

MATCH (x:Person {test = 'pos'})-

/PREV/-()-[:visits]->(z:Room)
ON contact_tracing

can be used to obtain the desired answer:

[ x  x time z z_time

l ne 9 N4 8 ]

At this point the reader may be wondering why the language is
asymmetric, and it includes different notation for temporal and
structural navigation. We have kept the notation —=[...]-> to
be compatible with graph query languages used today [2], [42],
[45], but an important feature of our proposal is the use of
notation —/.../- to include regular expressions combining
temporal and structural operators. Hence, we include two basic



structural navigation operators, BWD (“backward”) and FWD
(“forward”), that are analogous to the temporal operators PREV
and NEXT. Assume that an edge is given

(1) (1), ()
which, in the formal TPGs notation (see Definition III.1),
represents the fact that p(e) = (n,n'), &(n,t) = rrue,

&(e,t) = true, and &(n',t) = true. Then, operator FWD moves
forward from node n to edge e, or from edge e to node n’,
while keeping time ¢ unchanged. That is, FWD operates in a
TPG snapshot corresponding to time ¢. Similarly, operator BWD
moves backwards from node n’ to edge e, and from edge e to
node n in a TPG snapshot corresponding to time ¢. Thus, we
can rewrite the previous MATCH clause as follows:

Q7 MATCH (x:Person {test = 'pos'})-
/PREV/FWD/ :visits/FWD/- (z:Room)
ON contact_tracing

The regular expression PREV/FWD/ :meets/FWD uses the con-
catenation operator / to indicate that operator PREV has to
be executed first followed by the expression FWD/:visits
/FWD, which is executed in the same way. (The precise
syntax and semantics of such expressions are presented in
Section V.) Observe that in our query language, the expres-
sion —[:visits]-> is equivalent to —/FWD/:visits/FWD
/-. This is because, given an edge of the form of Expression
(1), the first operator FWD moves from n to e, then :visits
checks that the label of e is visits, and finally the last
operator FWD moves from e to n’, thus obtaining the same
result as using the operator —[:visits]-> in an edge of the
form of Expression (1).

So far we only looked at expressions that navigate one
step at a time, temporally or structurally. Our language also
supports the Kleene star, indicating zero or more occurrences
of an operator. For example, Q8 retrieves the list of rooms
person x visited at any time prior to receiving a positive test
(including also at the time when x received the test):

Q8 MATCH (x:Person {test = 'pos'})-

/PREV*/FWD/ :visits/FWD/- (z:Room)
ON contact_tracing

producing the following temporal bindings:

x x_time

ns3 4
ny 5
ny 6
Observe that the term ({test = 'pos'}) does not include a

variable, as we are not storing the contacts who tested positive
to avoid stigmatizing them, and only record those who are
potentially at risk for complications.

Moreover, our query language allows to specify the number
of times an operator is used. Thus, assuming that the time unit
in contact_tracing is 5 minutes, we can retrieve the list
of high-risk people who met someone who tested positive for
an infectious disease 1 hour prior to the meeting:

Q10 MATCH (x:Person {risk = 'high'})-
/FWD/ :meets/FWD/PREV[0,12]-
({test = 'pos'})
ON contact_tracing

Next, consider the following notion of close contact for an
infectious disease: If person a visits the same room as person
b, and b tests positive for this disease at most two weeks
after they visited the same room as a, then a is considered
to have been in close contact with an infected person. The
MATCH clause below retrieves high-risk people who have been
in close contact with an infected person:

Q11 MATCH (x:Person {risk = 'high'})-
/FWD/:visits/FWD/:Room/BWD/:visits/
BWD/NEXT[0,12]/-({test = 'pos'})

ON contact_tracing

Observe that, as was the case for edge labels, node labels can
be used inside an expression —/. . ./-, and so -/ :Room/- in
the expression above is equivalent to — (:Room) —. The query
011 produces the following binding table:

ns 7
ny 7
ny 8

[ x  x time z z_time
ne 9 ng 8
ne 9 ng 7
ne 9 ns 6
ne 9 ns 5

As another example, we can retrieve the high-risk people

As the final example, assume that if person a meets with
person b, and b tests positive for an infections disease at
most two weeks after their meeting, then a should also be
considered to have been in close contact with an infected
person. Q11 can be extended to consider this additional case:

MATCH (x:Person {risk = 'high'})-

/ (FWD/ :meets/FWD/NEXT[0,12]) +
(FWD/:visits/FWD/:Room/BWD/:visits/
BWD/NEXT[0,12])/-({test = 'pos'})

ON contact_tracing

This query produces the following bindings:

who met someone who subsequently tested positive for an
infectious disease:
Q9 MATCH (x:Person {risk = 'high'})-

/FWD/ :meets/FWD/NEXTx/- ({test = 'pos'})
ON contact_tracing

Recall that the temporal operator NEXT moves in time by one
unit into the future. This query returns the following temporal
bindings when evaluated over the graph in Figure 1:

[ x x_time |[ x x_time
ns 4 ny 6
ns 7 ny 7
ny 5 ny 8

As usual in regular expressions, operator + represents union.
Thus, the regular expression in the previous MATCH clause
indicates that the results of FWD/ :meets/FWD/NEXT[0,12]

should be put together with the results of FWD/:visits/
FWD/ :Room/BWD/ :visits/BWD/NEXT[0,12]. Observe that



parentheses are used to have unambiguous expressions that
can be parsed in a unique way. For example, the previous
expression can be rewritten as follows to avoid using the
temporal operator NEXT[0,12] twice. (Observe the required
use of parentheses to get the desired effect.)
Q12 MATCH (x:Person {risk = 'high'})-
/ (FWD/ :meets/FWD +
FWD/:visits/FWD/:Room/BWD/:visits/

BWD) /NEXT[0,12]/-({test = 'pos'})
ON contact_tracing

In this section, we illustrated the main features of our proposed
language and showed how popular graph query languages [2],
[42], [45] can be extended to include these features. We will
define the syntax and the semantics of our language next.

V. TEMPORAL REGULAR PATH QUERIES

In this section, we provide a formal syntax and semantics
for the expression path described in the previous section,
and study the complexity of evaluating it. In Section V-A, we
extend the widely used notion of regular path query [1], [49]-
[51] to deal with temporal objects in TPGs, which gives rise
to the language NavL[PC,NOI]. Moreover, we show in Section
V-A how NavL[PC,NOI] provides a formalization of the prac-
tical query language proposed in the previous section. Then
we define the semantics of NavL[PC,NOI] in Section V-B, by
following the definition of widely used query languages such
as XPath and regular path queries [1], [49]-[55]. Moreover, we
study in Section V-B the complexity of the evaluation problem
for NavL[PC,NOI] for TPGs and ITPGs. Finally, we provide in
Section V-C a comparison of our proposal with other temporal
query languages. Proofs and additional results can be found
in technical report [19].

A. Syntax of NavL[PC, NOI], and its relationship with the
practical query language

Recall that labels, property names, and property values are
drawn from the sets Lab, Prop, and Val, respectively. Then
the expressions in NavL[PC,NOI], which are called temporal
regular path queries (TRPQs), are defined by the grammar:

path ::= test | axis | (path/path) |

(path + path) | path[n,m] | path[n,_| (2)

where n and m are natural numbers such that n < m.
Intuitively, test checks a condition on a given node or edge at a
given time point, axis allows structural or temporal navigation,
(path/path) is used for the concatenation of two TRPQs,
(path + path) allows for the disjunction of two TRPQs,
path[n,m| allows path to be repeated a number of times that
is between n and m, whereas path[n, _] only imposes a lower
bound of at least n repetitions of expression path. The Kleene
star path™ can be expressed as path[0, _], and the expression
path[_, n] is equivalent to path|0, n].

Conditions on temporal objects are defined by the grammar:

test == Node | Edge | ¢ | p—v | <k | 3 |

(?path) | (testV test) | (testAtest) | (—test) (3)

where ¢ € Lab, p € Prop, v € Val, and k € N. Intuitively, test
is meant to be applied to a temporal object, that is, to a pair
(0,t) with object o and time point ¢t. Node and Edge test
whether the object is a node or an edge, respectively; the term
¢ checks whether the label of the object is ¢; the term p — v
checks whether the value of property p is v for the object at
the given time point; 3 checks whether the object exists at the
given time point; and < k checks whether the current time
point is less than k. Further, test can be (?path), where path
is an expression satisfying grammar (2), meaning that there
is a path starting on the tested temporal object that satisfies
path. Finally, test can be a disjunction or a conjunction of a
pair of test expressions, or a negation of a test expression.
Furthermore, the following grammar defines navigation:

axis =

F|B|[N|P )

Operators F', B move structurally in a TPG: F moves forward
in the direction of an edge, and B moves backward in the
reverse direction of an edge. Operators N, P move temporally
in a TPG: N moves to the next time point, and P moves to
the previous time point.

Having a formal definition of the syntax of NavL[PC,NOI],
we show that this language provides a formalization of the
practical query language of Section IV. More precisely, tempo-
ral navigation operators PREV and NEXT in the practical query
language correspond to the analogous operators P and N in
NavL[PC,NOI], respectively, while structural navigation oper-
ators BWD and FWD in the practical query language correspond
to the operators B and F in NavL[PC,NOI], respectively. Then
consider the following MATCH clause over an arbitrary TPG:

MATCH (x:Person {test =
ON graph

'pos'})-/PREV/-(y)

Our task is to construct a query path in NavL[PC,NOI] such
that the evaluation of this MATCH clause over graph is equiv-
alent to the evaluation of path over this TPG. The following
expression satisfies this condition:

(Node A Person A test — pos)/P/(Node A 3)

Observe that (Node A Person A test +— pos) is used to
check whether the following conditions are satisfied for a
temporal object (0,t): o is a node with label Person and
with value pos in the property test at time point ¢. Notice
that, by definition of TPGs, the fact that test — pos holds at
time ¢ implies that node o exists at this time point. Hence,
(Node A Person A test — pos) is used to represent the
expression (x:Person {test = 'pos'}). Moreover, tem-
poral navigation operator P is used to move from the temporal
object (o, t) to a temporal object (0,t) such that ¢’ =t—1, so
that it is used to represent the expression —/PREV/-. Finally,
the condition (Node A 3) is used to test that o is a node that
exists at time ¢’. Observe that we explicitly need to mention the
condition J, as expressions in NavL[PC,NOI] do not enforce
the existence of temporal objects by default. The main reason



to choose such a semantics is that there are many scenarios
where moving through temporal objects that do not exists is
useful, in particular when these temporal objects only exist at
certain time points. For example, if a room is unavailable for
some time, then the temporal path expression

(Room A —3)/(N/=3)[0,_]/(Room A 3)

can be used to look for the next time the room is available.
Here, (N/—=3)[0,_] moves through an arbitrary number of
time points during which the room is unavailable, until the
condition 3 holds, and the room becomes available.

As a second example, consider query Q8 from Section
IV. Based on the previous discussion, such a query can be

represented as the following TRPQ:

(Node A Person A test — pos)/
(P/3)[0,_]/F/(visits A 3)/F /(Node A Room),

where all temporal objects must exist, as required in Sec-
tion I'V. Note that we have not explicitly included the existence
condition on the last room node, as the existence of an edge
at time point ¢ implies, according to the definition of TPGs,
the existence of its starting and ending nodes.

As an additional example, consider query Q12 from Sec-
tion IV, which uses many of the features of NavL[PC,NOI].
This query corresponds to the temporal path expression:

(Node A Person A risk — high)/(F/(meets A 3)/F +
F/(visits A 3)/F /Room/B/(visits A 3)/B)/
(N/3)[0,12]/(INode A test — pos)

As our final example, consider query 94 from Section IV. The
use of a condition over the reserved word time is represented
in NavL[PC,NOI] by the condition < k. For example, time
< '10"' is represented by the condition < 10, as a temporal
object (o,t) satisfies < 10 if, and only if, ¢ < 10. Hence, 04
is equivalent to the following query in NavL[PC,NOI]:

(Node A Person A risk — low A <10)

Notice that abbreviations can be introduced for some of the
operators described in this section, and some other common
operators, to make notation of the formal language easier to
use. For example, we could use condition = k, which is written
in NavL[PC,NOI] as (< k + 1 A =(< k)), and operator NE
that moves by one unit into the future if the object that is
reached exists. However, as such operators are expressible in
NavL[PC,NOI], we prefer to use a minimal notation in this
formal language to simplify its definition and analysis.

B. Semantics and complexity of NavL[PC,NOI]

Let G = (Q,N,E, p,\,§,0) be a TPG. Given an expres-
sion path in NavL[PC,NOI], the evaluation of path over G,
denoted by [path], is defined by the set of tuples (o, t,0’,t")
such that there exists a sequence of temporal objects starting
in (o,t), ending in (¢o/,t'), and conforming to path. More
precisely, assume that src(e) = v; and tgt(e) = vo whenever
p(e) = (v1,v2), and assume that PTO(G) = (N U E) x Q x

(NUE) x Q. Then the evaluation of the axes in grammar (2)
is defined as:

[Fle = {(v,t,e,t) € PTO(G) | src(e) =v} U
{(e,t,v,t) € PTO(G) | tgt(e) = v}
[Ble = {(v,t,e,t) € PTO(G) | tgt(e) = v} U
{(e,t,v,t) € PTO(G) | src(e) = v}
[N]e {(0,t1,0,t2) € PTO(G) | to =t1 + 1}
[Ple = {(o,t1,0,t2) € PTO(G) | ta =1t; — 1}

Moreover, assuming that, path, path; and path, are expres-
sions in NavL[PC,NOI], we have that:

[(pathy /pathy)[¢ = {(o1,t1,02,t2) € PTO(G) |
(o,t) : (01,t1,0,t) € [path;]a
and (o,t,09,%2) € [pathy]c},
[(path, + path,)]c = [path[c U [path,]c,

[path[n,m]le = | [path*]c,
k=n

[pathln, Jle = | [path*]a,

k>n

where pathk is defined as the concatenation of path with
itself k times. Finally, the evaluation of an expression test,
defined according to grammar (3), is a navigation expression
that stays in the same temporal object if test is satisfied:
[testle = {(o,t,0,t) € PTO(G) | (o,t) [= test}. Hence,
to conclude the definition of the semantic of NavL[PC,NOI],
we need to indicate when a temporal object (o,t) satisfies a
condition test, which is denoted by (o,t) |= test. Formally,
this is recursively defined as follows (omitting the usual
semantics for Boolean connectives):

o If test = Node, then (o,1) |=test if 0 € N;

o If test = Edge, then (o,t) = test if 0 € E;

o If test = ¢, with £ € Lab, then (o,t) |= test if A(0) = ¢;

o If test = p — v, with p € Prop and v € Val, then (o,t) =
test if o(o,p,t) is defined and o (o, p,t) = v;

o If test = 3, then (o,t) |= test if &(o,t) = true;

o If test = < k, then (o,t) = test if t < k;

o If test = (?path) for an expression path conforming to
grammar (2), then (o,t) |= test if there exists a temporal
object (0',t') in G such that (o,t,0’,t') € [path]g.

To define the evaluation of an expression path over a interval-
timestamped temporal property graph I, we just need to
translate / into an equivalent TPG and consider the previ-
ous definition. Formally, assuming that can(-) is a canonical
translation from an ITPG into an equivalent TPG, we have
that: [path]; = [path]can(r).-

Having a formal definition of TRPQs allows not only to
provide an unambiguous definition of the practical query lan-
guage of Section IV, but also to formally study the complexity
of evaluating this language. Assuming that G is a class of
graphs and £ is a query language, define Eval(G, L) as the
problem of verifying whether (o,t,0’,t') € [path]q, for an



input consisting of a graph G € G, an expression path in £
and a pair (o,t), (o/,t") of temporal objects in G. By studying
the complexity of Eval(G, L) for different fragments £ of
NavL[PC,NOI], we can understand how the use of the operators
in NavL[PC,NOI] affects the complexity of the evaluation
problem, and which operators are mode difficult to implement.

Assume that NavL[PC] is the fragment of NavL[PC,NOI] ob-
tained by disallowing numerical occurrence indicators, while
NavL[NOI] is the fragment of NavL[PC,NOI] obtained by
disallowing path conditions.

Theorem V.1. The following results hold.

1) Eval(TPG, NavL[PC,NOI]) and Eval(ITPG, NavL[PC])
can be solved in polynomial time.

2) Eval(ITPG, NavL[NOI]) is X5-hard, and Eval(ITPG,
NavL[PC,NOI]) is PSPACE-complete.

The results of this section can guide future implementations
of NavL[PC,NOI] over interval-timestamped TPGs. The main
insight is that, while EvalITPG, NavL[NOI]) and Eval(ITPG,
NavL[PC,NOI]) are intractable, the language including only
path conditions can be efficiently evaluated over such graphs.

C. A comparison with T-GQL and Cypher

T-GQL is a recently proposed temporal query language [13]
developed on top of Cypher [42], a popular graph query
language. We now compare our TRPQs with T-GQL, and
with the alternative of implementing a temporal graph query
language that encodes time intervals as lists directly in Cypher.

First, consider the five design principles of our language,
described in Section I-B. Since Cypher’s data model does not
explicitly consider time, it is not surprising that it does not
satisfy navigability, navigation orthogonality, static testability,
or snapshot reducibility, and only node-edge symmetry is
satisfied. T-GQL satisfies navigability, navigation orthogonal-
ity and snapshot reducibility, but it treats nodes and edges
differently, violating node-edge symmetry. Moreover, T-GQL
test conditions do not satisfy static testability.

Second, consider the complexity of the query evaluation
problem. As shown in Theorem V.1, our query language can be
evaluated in polynomial time over temporal property graphs. In
contrast, the evaluation problem for Cypher is intractable, even
if we focus on non-temporal property graphs (i.e., a temporal
property graph consisting of a single timestamp). In fact, a
fixed query that checks for the existence of two disjoint paths
from the same source node to the same destination node can
be expressed in Cypher and is known to be NP-hard [42].
Whether these intractability results carry over T-GQL is not
clear, as an exact characterization of T-GQL as a fragment of
Cypher has not yet been provided.

Finally, we compare the expressive power of our proposal
with Cypher and T-GQL. As Cypher is a general purpose graph
query language, it is not surprising that every query in our pro-
posal can be expressed in it, but at the cost of using unnatural
and expensive time interval encodings. However, we can show
that some natural TRPQs cannot be expressed in T-GQL. First,
consider a graph for travel scheduling that includes different

transportation services, such as flights, trains, and buses. By
the definition of consecutive path in [13], it is not possible
to express a query in T-GQL that indicates how to go from
one city to another combining different transportation services,
which can be easily expressed in our proposal. As a more
fundamental example, consider a query that retrieves paths
that combine an arbitrary number of temporal journeys, some
of them moving to the future and some to the past. Such a
combination of temporal journeys cannot be specified in T-
GQL, while it can be handled by our proposal.

VI. IMPLEMENTATION

We implement a fragment of NavL[PC,NOI] that includes
all queries of Section IV over interval-timestamped TPGs.
We use Rust and the Itertools library [56], which efficiently
implements dataflow operators, supports lazy evaluation of
expressions, and collects data only when necessary. For multi-
threaded implementation, we use Rayon-Rs [57], an interface
over dataflow operators. Our algorithms can be implemented
using any system that supports the dataflow model, such
as Apache Spark [58], Apache Flink [59], Timely [60] and
Differential dataflow [61].

We represent a TPG as a pair of interval-timestamped
temporal relations Nodes(id, label,properties,time)
and Edges(id, src,tgt, label, properties,time), where
properties are a set of key-value pairs. For example, for
node no and edge e; from Figure 1, we have:

Nodes
[id 1label properties time |
ny Person {name = 'Bob', risk = 'low'} [l,4]
ny Person {name = 'Bob', risk = 'high'} [5,9]
Edges
[ id src  tgt label properties time |
e1 ni no meets {loc = 'cafe'} [3, 3]
el ni no meets {loc = 'park'} [5, 6]

By the formal definition of TRPQs in Section V, we know
that temporal and structural navigation operators are orthog-
onal, in the sense that the language allows non-simultaneous
single-step time and structural movements. Hence, we break
down the evaluation of a TRPQ into Step 1: evaluating the
structural navigation portion of the path expression over the
interval-based TPG; Step 2: evaluating the temporal naviga-
tion portion of the path expression over the interval-based
intermediate result; and Step 3: if needed, transforming the
intermediate result into a point-wise representation for the final
portion of evaluation and materialization.

Evaluation of conventional path queries in Step 1 is a well-
studied problem [1], [51]. In this work, we select an optimized
select-project-join execution plan for each query in Section IV,
and then implement these plans using Itertools operators in
Rust.We implement in-memory hash-join that uses interval-
based reasoning to identify temporally-aligned [25] matches.
For example, for 95, we compute the intersection of the
validity intervals for x, y and z. For TRPQs without temporal
navigation (Q1-Q5), the final bindings table can be returned



TABLE I
TEMPORAL PROPERTY GRAPHS USED IN EXPERIMENTS.

# nodes # edges # temp. nodes # temp. edges
Gl 1,000 12,000 3,500 14,000
G2 2,000 30,000 7,000 35,000
G3 4,000 84,000 14,000 94,000
G4 6,000 158,000 20,000 180,000
G5 8,000 253,000 28,000 282,000
G6 10,000 371,000 34,000 413,000
G7 25,000 2,046,000 85,000 2,215,000
G8 50,000 7,370,000 170,000 8,048,000
G9 75,000 15,717,000 256,000 17,554,000
G10 100,000 28,996,000 340,000 32,255,000

after this step, and it can remain temporally coalesced. For
example, the coalesced binding table for @5 will contain:

[ x x_time z z_time v y_time ]
ni [5,6] e1 [5,6] n2 [5.6]
ng [1,2] €2 [1,2] n3 [1,2]

The interpretation of this temporally coalesced result is
snapshot-based: we bind x = ny, z = e, y= no, with x_time
=y time = z_time = 5, and similarly for time 6.

Step 2: To evaluate the femporal navigation portion of the
path expression, we use interval-based reasoning to join and
prune out potential matches that do not satisfy the temporal
constraint. For example, for 97, we can limit the validity
interval of z to the time immediately before x was tested
positive. Note that interval intersection and union can be
computed in constant time based on interval boundaries.

Step 3: For the final portion of query evaluation, we may
need to use point-wise reasoning for temporal navigation. For
example, Q8 retrieves the list of rooms z that person x visited
at or prior to the time of testing positive. The PREV operator
is defined over time points, and we need to compare pairs of
time points of x and z to correctly identify person-room pairs.
Furthermore, result generation for TRPQs that use temporal
navigation must compute point-based bindings. Returning to
our example, in the result of 08, x_time may or may not
be the same as z_time, and so we cannot use an interval
representation for the output bindings such as (ng, [5,6], ns,
[3,5]), because such a representation is inherently snapshot-
based and it does not uniquely map to a set of point-wise
temporal bindings over ng and ns.

An exception are TRPQs that return a single variable,
such as Q©9-012. Results of such queries can be returned
temporally coalesced for compactness, although this rarely
translates to savings in the running time of query execution,
because temporal constraints must be check over a point-based
representation for these queries in Step 3, as discussed above.

VII. EXPERIMENTAL EVALUATION

All experiments were run as a multi-threaded Rust applica-
tion on a single cluster node with 64 GB of RAM and an Intel
Xeon Platinum 8268 CPU, using the Slurm scheduler [62]. Ac-
cording to our results (Figure 3), performance for demanding
queries was best at 16 CPU cores, and we use this setting in
all experiments, unless noted otherwise. Reported execution
times are averages of 5 runs. In most cases, the coefficient of
variation of the running time was less than 6% (max 10%).

TABLE II
EXECUTION TIME OF QUERIES Q1 THROUGH Q12 FOR GRAPH G10.

interval-based time (s) total time (s) output size
Ql 0.004 0.004 341,278
Q2 0.017 0.017 278,931
Q3 0.016 0.016 26,494
Q4 0.038 0.038 116,021
Q5 4.546 4.546 743,714
Q6 0.096 0.173 86,553
Q7 0.036 0.079 47,287
Q8 0.025 0.379 1,277,729
Q9 0.828 0.983 1,234,922
Q10 0.899 1.509 3,927,763
Q11 1.375 4.986 22,961,108
QI2 2.434 6.455 26,888,871

A. Experimental datasets

We built interval-timestamped TPGs (per Sec. III-B) similar
to Figure 1 using a trajectory dataset generated by Ojagh et
al. [63] to study COVID-19 contact tracing. The authors
tracked 20 individuals on the University of Calgary campus,
and used that data to simulate trajectories of individuals vis-
iting campus locations, recording the times when individuals
entered and exited those locations. The synthetic dataset of
Ojagh et al. records time up to a second. To make this
data more realistic, we (i) made temporal resolution coarser,
mapping timestamps to 5-min windows, and (ii) associated
individuals with locations where they spent at least 2.5 min.

Our goal was to have an interval-timestamped graph
with two types of nodes, Person and Room (representing
classrooms), and two types of edges, visits and meets.
To achieve this, we represented 100,000 individuals as
Person nodes, with their periods of validity corresponding to
visits of classrooms. Next, from among 410 unique locations in
the dataset, we selected 100 most frequently visited as nodes
of type Room, with periods of validity defined by the times
of first entrance and last exit. Then, we added a visits
edge between each person and each room they visit, with
an appropriate time interval. We used information about the
remaining 310 locations to add bi-directional meets edges
between a pair of individuals who were at the same location
at the same time. Finally, we randomly selected 18% of the
Person nodes (proportion of the Canadian population aged
65+) as high risk for disease complications, and fixed this
property over the lifespan of those nodes.

To study the impact of graph size on performance, we
created graphs at different scale factors by randomly selecting
a subset of the Person nodes of a given size, and keeping
only the valid edges. To study the impact of query selectivity
on performance, we selected between 2% and 10% of the
Person nodes as positive for COVID-19, assigning the time of
a positive test uniformly at random from the temporal domain
of the graph, and keeping the selected nodes as positive for
the remainder of their lifespan.

Table I summarized the temporal graphs used in our exper-
iments. The largest graph has 100,000 unique Person nodes,
100 unique Room nodes, and a temporal domain of 48 time
points, each representing a 5-minute window. This corresponds
to 340,000 temporal nodes and over 32 million temporal edges.
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B. Results

For the first experiment, we executed queries Q1-Q12,
discussed in Section IV, over graph G10 (Table I). Table II
shows the execution time of each query in seconds, and its
output size in the number of tuples in the bindings table. Recall
from Section VI that Steps 1 and 2 of query evaluation act on
the interval representation or TRPG, while Step 3 expands the
output of Step 2 into a point-based representation to check any
remaining temporal constraints. Our implementation uses lazy
evaluation. Decoupling the execution times of Steps 1 and 2
for the purpose of measurement would degrade performance,
and we report these times jointly as “interval-based time” in
Table II. Queries Q1-05 do not use temporal navigation, and so
interval-based time and total time coincide and the output can
remain temporally coalesced. In contrast, Q6-Q12 use temporal
navigation; they require both interval-based and point-based
processing, and the output for these queries is point-based.

We observe that most queries execute in less than 1 sec. The
most challenging queries, Q11 and @12, both produce over 22
million tuples in the output and take at most 6.5 sec.

In the second experiment, we execute all queries over
graphs G1-G10 to study the impact of graph size on query
performance. Figure 2 shows this result, with the number of
unique Person nodes on the z-axis, and execution time in
seconds on the y-axis. Observe that the running time increases
linearly for all queries except @5, Q9, and Q10 where the

time increases approximately quadratically with increasing
graph size. Increase in the running time is nearly perfectly
explained by the increase in the size of the output. For
example, increasing input size by a factor of x10 nodes and
x100 edges (G6 to G10) increases output size of Q11 (resp.
012) by a factor of 18.39 (resp. 19.29), and it increases the
execution time by a factor of 18.89 (resp. 19.29).

In our third experiment, we studied the impact of parallelism
on performance. Figure 3 shows the result of this experiment
over the largest graph, G10, with the number of CPU cores
on the zx-axis and execution time in seconds on the y-axis.
(The number of threads is the number of CPUs + 1.) Observe
that the most demanding queries @5, Q10, Q11, and Q12
substantially benefit from increased parallelism, with best
performance at 16 cores. For example, 912 executes in 6.45
sec on 16 cores, down from 13 sec on 1 core.

Queries 06-Q11 all select Person nodes that at some point
had a positive COVID-19 test. In our next experiment, we
vary the positivity rate from 2% to 10%, thus impacting query
selectivity, and study its effect on execution time. Figure 5
shows the result of this experiment over the largest graph,
G10, with positivity rate on the z-axis and execution time on
the y-axis, showing a linear relationship.

Finally, we consider the effect of temporal navigation on
query performance. We select queries Q10, Q11 and Q12
because they all contain a temporal navigation operator with a
numerical occurrence indicator (PREV [n,m] in Q10 and NEXT
[n,m] in Q11 and Q12). We set n = 0, and vary the maximum
number of temporal navigation steps m between 4 and 48 in
increments of 4. Figure 4 shows the result over G10 with m on
the z-axis and query execution time on the y-axis. We observe
that increasing m increases the execution time linearly, and
plateaus when m reaches 16.

VIII. CONCLUSIONS AND FUTURE WORK

We considered temporal property graphs (TPGs) and pro-
posed temporal regular path queries (TRPQs) that incorporate
time into TPG navigation. Starting with design principles, we
proposed a natural syntactic extension of the MATCH clause
of popular query languages, formally presented the semantics
of TRPQs, and studied the complexity of their evaluation. We
also demonstrated that a fragment of the TRPQ language can
be implemented efficiently. We hope that our work on the
syntax and semantics, the positive complexity results, and our
implementation and evaluation will pave the way to usable
and practical production-level implementations of TRPQs.

An interesting future direction is to add support for aggre-
gation and grouping, to incorporate our methods into existing
graph processing systems like GraphX [64], Portal [65] or
Neo4j [66], and to investigate a range of systems questions.
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