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In the past few years, there has been much work on incorporating fairness requirements into algorithmic rankers, with

contributions coming from the data management, algorithms, information retrieval, and recommender systems communities.

In this survey we give a systematic overview of this work, ofering a broad perspective that connects formalizations and

algorithmic approaches across subields. An important contribution of our work is in developing a common narrative

around the value frameworks that motivate speciic fairness-enhancing interventions in ranking. This allows us to unify the

presentation of mitigation objectives and of algorithmic techniques to help meet those objectives or identify trade-ofs.

In the irst part of this survey, we describe four classiication frameworks for fairness-enhancing interventions, along

which we relate the technical methods surveyed in this paper, discuss evaluation datasets, and present technical work on

fairness in score-based ranking. In this second part of this survey, we present methods that incorporate fairness in supervised

learning, and also give representative examples of recent work on fairness in recommendation and matchmaking systems. We

also discuss evaluation frameworks for fair score-based ranking and fair learning-to-rank, and draw a set of recommendations

for the evaluation of fair ranking methods.

CCS Concepts: · Information systems → Data management systems; · Social and professional topics → Computing

/ technology policy.

Additional Key Words and Phrases: fairness, ranking, set selection, responsible data science, survey

1 INTRODUCTION

This is the second part of a survey on fairness in ranking. In the irst part, we argued for the importance of a
systematic overview of work on incorporating fairness requirements into algorithmic rankers. Which speciic
fairness requirements a decision maker will assert depends on the values and norms they are operationalizing, and
on their bias mitigation objectives. To support an explicit mapping between these values, norms, and mitigation
objectives, we introduced four classiication frameworks for fairness-enhancing interventions, along which we
relate the technical methods surveyed in this paper. We recall a mind map that gives a visual overview of the
frameworks in Figure 3.
In Part I of the survey, we described the preliminaries and ixed notations for score-based ranking, and then

discussed existing technical methods for fairness in such rankings. We also discussed evaluation datasets that
are used by the technical methods surveyed in this paper. In Part II of the survey we discuss technical work
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Table 1. Summary of notation used throughout the survey.

C A set of candidates to be ranked � the score feature and ground truth for supervised learn-

ing

�, �, � Candidates in C �̂ the scores predicted by �̂

� Number of candidates |C| �� the score of candidate �

X a set of features of the candidates in C � Ranking: permutation of candidates from C
X� Features of candidate � � (�) The candidate at position � in �

A A set of sensitive features, A ⊆ X v(�) the position bias of rank �

G A group (subset) of candidates, G ⊆ C � � (� ) Utility of the top-� candidates in �

G1 A protected group (subset) of candidates, G1 ⊆ C � � (� ,G) Utility of the top-� candidates of group G in �

U A set of users that use the ranking system � (� , �) Utility of candidate � in �

Q A set of queries � (�, �) Disparity in visibility between candidates � and �

� , �̂ a ranker, a ranker learned from training data � (G1,G2) Disparity in visibility between groups G1 and G2

on fairness in supervised learning-to-rank and highlight representative examples of recent fairness methods in
recommendation and matchmaking systems. To position Part II within the overall context of the survey, we start
with a roadmap.

Survey roadmap (Parts I and II)

Part I of this survey is organized as follows:

• We gave a general introduction in Section 1.
• We start with the preliminaries and ix notation in Section 2.
• We present classiication frameworks along which we relate all surveyed technical methods in Section 3.
• We present the evaluation datasets that are used by the surveyed technical methods in Section 4.
• We describe technical work on fairness in score-based ranking in Section 5.
• We summarize Part I in Section 6.

Part II of this survey is organized as follows:

• We introduced Part II of the survey in Section 1.
• We recap the relevant notation in Section 2.
• We describe technical work on fair supervised learning in Section 3.
• We highlight representative work on fairness in recommendation and matchmaking systems in Section 4.
• We discuss evaluation frameworks for fair score-based ranking and fair learning-to-rank in Section 5.
• We draw a set of recommendations for the evaluation of fair ranking methods in Section 6.
• We conclude the survey, and identify directions for future work, in Section 7.

2 PRELIMINARIES AND NOTATION

In this section we will build on our running example from college admissions presented in Part I of the survey to
discuss supervised learning-based rankers more formally, and ix the necessary notation. We summarize notation
in Table 1 and illustrate it throughout this section.

2.1 Supervised learning to rank

In supervised learning to rank (LtR), we are given a set C of candidates; each candidate is described by a set X
of features, including also sensitive features A ⊆ X. Each candidate � ∈ C has an associated score attribute �,
which describes their quality with respect to a given task ( e.g., college admissions). Every such association forms
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candidate �1 �2 �1 �2 �3 �4 �1 �2

b male White 4 5 5 {cs:0.9; art:0.2} 9 1

c male Asian 5 3 4 {math:0.9; cs:0.5} 9 1

d female White 5 4 2 {lit:0.8; math:0.8} 8 1

e male White 3 3 4 {math:0.8; econ:0.4} 7 6

f female Asian 3 2 3 {econ:0.9; math:0.5} 5 8

k female Black 2 2 3 {lit:0.9;art:0.8} 1 9

l male Black 1 1 4 {lit:0.5; math:0.7} 6 7

o female White 1 1 2 {econ:0.9; cs:0.8} 7 8

(a)

�

d

l

(b)

�̂

l

d

(c)

Fig. 1. (a) Dataset C of college applicants, with demographic atributes �1 (sex) and �2 (race), numerical atributes �1 (high
school GPA), �2 (verbal SAT), and �3 (math SAT), and atribute �4 (choice) that is a vector extracted from the applicants’
essays. Scores �1 and �2 are the respective ground truth scores for queries �1, �2 ∈ Q. We randomly distribute C into a
training dataset Ctrain = {�, �, �, � , �, �} and a test dataset Ctest = {�, �} (blue lines); (b) The ground truth ranking of Ctest for
query �1. The ranking model �̂ should reproduce this ordering of candidates � and � when presented Ctest ; (c) A ranking
predicted by a model with a bias against women. Note that by randomly choosing candidates � and � for Ctest we accidentally
injected a bias against women into our training data (all women are now ranked below men). A learning model is likely to
pick up this bias and wrongly assign feature �1 a high weight. (We remark that this is a very simple example on data bias for
illustrative purposes).

an instance of either the training dataset Ctrain or the test dataset Ctest . Like score-based rankers, LtR rankers
compute candidate scores and return a ranking � with the highest-scoring candidates appearing closer to the
top (per Eq.(1) in irst part). The diference between score-based and LtR rankers is in how the score is obtained:
in score-based ranking, a function is given to calculate the scores � , while in supervised learning, the ranking

function �̂ is learned from a set of training examples and the score �̂ is estimated.1

Figure 2 describes the LtR process. We are given two datasets Ctrain and Ctest .
2 We use Ctrain to train an LtR

model, learning a ranking function �̂ (X) that minimizes the prediction errors on �train. This is usually done by

minimizing the sum of the individual errors �̂ makes between the ground truth � and its prediction �̂ for Ctrain.

To evaluate the performance of the model �̂ , we apply it to Ctest , and then compare ground truth scores and
predictions. If model testing succeeds, meaning that the ranker’s predictions are deemed suiciently accurate,

then �̂ is deployed: a new set of candidates is ranked by predicting their scores �̂ = �̂ (X), and ranking the
candidates according to these predictions.

As an example, consider Figure 1 that revisits our college admissions example from Figure 1 in the irst part in
a supervised learning setting. We are given six features, as previously described, and two ground truth scores �1
and �2 for each candidate.
First, training data is prepared as input: We divide the data into a training set Ctrain = {�, �, �, � , �, �} and a

test set Ctest = {�, �} (blue lines). Then a model is trained and tested using any available LtR method, such as
RankNet [8] or ListNet [10]. Ranking � in Figure 1b depicts the ground truth ranking of Ctest based on score �1.

1Note that the literature distinguishes point-wise, pair-wise and list-wise LtR methods and that � has a slightly diferent meaning for each of

them [29]. However, because the overall procedure remains the same, we will focus on point-wise LtR in the remainder of this section, and

give technical details for pair-wise and list-wise methods in later sections, as appropriate.
2To follow machine learning best practices, we may also produce a separate validation dataset, used to tune model hyperparameters. We

leave this out from our discussion for brevity.
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Xtrain, �train Model Training

Model �̂ (X)Xtest �̂

Model Testing �test
1.

2. minimize errors for Ctrain

3.

4. 5.

6.

6.

Fig. 2. Functional principle of supervised learning in ranking, commonly denoted learning-to-rank, or LtR. (1.) Training data

Ctrain, consisting of tuples (X, �), is given as input to an LtR algorithm that (2.) trains a ranking function �̂ (X) (3.). This is
done by minimizing the errors �̂ (X) makes when predicting the scores �̂ for Ctrain. (4.) To test predictive accuracy of the

model, the features Xtest of Ctest are given as input to �̂ to (5.) predict scores �̂ . (6.) Then, �̂ is compared to the ground truth
�test.

Prediction accuracy. In traditional supervised learning, the term utility is often used to refer to prediction

accuracy of �̂ . A common measure of prediction accuracy in LtR is the Normalized Discounted Cumulative Gain

(NDCG) [22], which compares a ranking generated by model �̂ to a ground-truth ranking (sometimes called the
łidealž ranking). NDCG measures the usefulness, or gain, of the candidates based both on their scores and on their
positions in the ranking. NDCG incorporates position-based discounts, capturing the intuition that it is more
important to retrieve high-quality (according to score) candidates at higher ranks, and is hence closely related to
Eq. (3) in Section 2.1 of the irst part. NDCG of a predicted ranking is computed relative to the gain of the ground-
truth ranking, IDCG, and thus NDCG measures the extent to which the model is able to reproduce the ground-truth

ranking from Ctrain in its predictions �̂ . We are usually interested in NDCG at the top-� (denoted NDCG� ), and so
normalize the position-discounted gain of the top-� in the predicted ranking by the position-discounted gain of
the top-� in the ideal ranking (denoted IDCG� ), per Equation 1.

NDCG� =

1

IDCG�
·

�︁

�=1

�̂� (�)
���2 (� + 1) (1)

An important application of LtR are information retrieval systems, where users issue search queries, and expect
the system to ind relevant information and rank the results by decreasing relevance to their queries. Consider
again our example in Figure 1, and suppose that we are additionally given a set Q of queries, each associated
with C via a score.

In our example, two queries are given, �1 = łWhat are the most promising candidates to admit to a STEM
major?ž associated with score �1, and �2 = łWhat are the most promising candidates to admit to a humanities
or arts major?ž associated with �2. The training and test sets are formed by assigning the candidate features X
and their respective scores � per query: Ctrain =

{
(Xtrain, �� )

}
� ∈Q and Ctest =

{
(Xtest, �� )

}
� ∈Q. With these sets

as input, we can use the LtR procedure shown in Figure 2 to train a single model.
To evaluate model performance, its accuracy measures need to be extended to handle multiple queries.

Commonly used measures are NDCG (Eq. 1) averaged over all queries and Mean Average Precision (MAP). MAP [33]
consists of several parts: irst, precision at position � (�@�) is calculated as the proportion of query-relevant
candidates in the top-� positions of the predicted ranking �̂ . This proportion is computed for all positions in �̂ ,
and then averaged by the number of relevant candidates for a given query to compute average precision (AP).
Finally, MAP is calculated as the mean of AP values across all queries. MAP enables a performance comparison
between models irrespective of the number of queries that were given at training time.
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Fairness. As is the case in score-based ranking, discussed in the irst part of this survey, LtR methods may
incorporate fairness objectives in addition to utility. Fairness interventions in LtR are warranted because the
procedure described in Figure 2 is prone to pick up and amplify diferent types of bias (see Section 3.2 in the irst
part for details). For example, let us return to Figure 1 and note that, by randomly selecting Ctrain = {�, �, �, � , �, �},
in which all men are ranked above all women, we may have accidentally injected a strong gender bias into the
learned model. This, in turn, may result in an estimated ranking �̂ in Figure 1c that places the male candidate �
above the female candidate � , although their ground truth scores would place them in the opposite relative order.
This may lead to biased future predictions for rankings that systematically disadvantage women (�̂ in Fig. 1c).3

As a remedy, two main lines of work on measuring fairness in rankings, and enacting fairness-enhancing
interventions, have emerged over the past several years: probability-based and exposure-based. Both interpret
fairness as a requirement to provide a predeined share of visibility for one or more protected groups throughout
a ranking.
Probability-based fairness is deined by means of statistical signiicance tests that ask how likely it is that a

given ranking was created by a fair process, such as by tossing a coin to decide whether to put a protected-group
or a privileged-group candidate at position � [55, 57].

Exposure-based fairness is deined by quantifying the expected attention received by a candidate, or a group of
candidates, typically by comparing their average position bias [23] to that of other candidates or groups.

Exposure (� (�)) = E�∼� [v(� (�))] (2)

Here, � : ��� (C) → [0, 1] is the probability mass function over the ranking space, and position bias v(� (�)) refers
to the observation that users of a ranking system tend to prefer candidates at higher positions, and that their
attention decreases either geometrically or logarithmically with increasing rank [3, 23]. Logarithmic position-
based discounting when computing exposure is in-line with position-based discounting of utility for score-based
rankers (Eq. (3) in Section 2.1 of the irst part) and with the NDCG measure for supervised LtR (Eq. 1).

The algorithmic fairness community is familiar with the distinction between individual fairness, a requirement
that individuals who are similar with respect to a task are treated similarly by the algorithmic process, and
group fairness, a requirement that outcomes of the algorithmic process be in some sense equalized across
groups. Probability-based fairness deinitions are designed to express strict group fairness goals. Thus, they
do not allow later compensation for unfairness in higher ranking positions, since a ranking has to pass the
statistical signiicance test at every position to be declared fair. If a ranking fails the fairness test at any point, it
is immediately declared unfair, in contrast to exposure-based deinitions. Exposure-based fairness can serve the
goals of either individual fairness or group fairness, depending on the speciic formalization. Individual unfairness
in exposure can be expressed as the discrepancy � (.) in exposure between two candidates � and �:

� (�, �) = |Exposure (�) − Exposure (�) | (3)

Group unfairness can be expressed as the discrepancy � (.) in the average exposure between two groups G1

and G2:

� (G1,G2) =

������
1

|G1 |
︁

�∈G1

Exposure (�) − 1

|G2 |
︁

�∈G2

Exposure (�)

������
(4)

Note that consensus on a deinition of exposure has not yet been found and, while many measures feature
position bias in some way, they disagree on its importance. An additional distinctive characteristic of fairness
deinitions is that some of them consider a notion of a candidate’s merit when measuring disparities in exposure,
while others explicitly leave it out. Most of the former understand merit as the utility score � at face value.
However, as we discussed in Section 3.3 of the irst part, the understanding of merit depends on worldviews and

3We denote that this is a very simpliied example for technical bias which we use for illustrative purposes.
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on one’s conception of equal opportunity. In Sections 3 and 4 we will present diferent interpretations of merit
and exposure that have been used by LtR methods in information retrieval and recommender systems.

3 FAIR SUPERVISED LEARNING

In this section, we present several methods for fairness in learning-to-rank and information retrieval. We will
continue to use the notation that we introduced in Section 2.1 wherever appropriate to illustrate the commonalities
of the ields.
As we did in Part I of the survey, we will categorize the technical methods according to four normative

frameworks, discussed in detail in Part I, Section 3. Figure 3 gives a structural overview of these frameworks and
their sub-categories in the form of a mind map. For each method, we will highlight which normative choices they
make by representing them on this mind map. Table 2 summarizes the categorization of all methods that are
surveyed in the remainder of this document.

Normative Dimensions

Group Structure

Bias Type

Equal Opportunity

Worldview

Intersectional

Atribute Cardinality

Binary

Multinary

Atribute Number One

Multiple
Independent

Combination
Yes

No

Pre-existing

Technical

Emergent

Formal

Formal plus

Substantive
Rawlsian

Luck-egalitarian

WYSIWYG

WAE

Continuous

Fig. 3. A mind map summary of the structure of four classification frameworks. See Part I, Section 3, for details.

3.1 Pre-Processing Methods: Learning Fair Training Data

Pre-processing approaches are usually concerned with biases in the training data which they try to mitigate.
Those biases can be of all three types: pre-existing biases appear in any data collection procedure in various ways.
It is the way we interrogate, the decision which information we collect and which not, etc. Technical bias makes
its way into data as rounding errors, diferent number and category encoding or the strategy choice how to
handle missing values. Emergent bias arises when data is used in a diferent way than intended during collection.
General advantages of pre-processing methods are:

• Pre-processing methods consider fairness as irst concern in the machine learning pipeline.
• Most in- and post-processing methods rely on the availability of group labels during or after training,
respectively. Pre-processing approaches instead commonly operate on a distance measure between individ-
uals which allows to be agnostic to group membership. It is suicient to deine who should be similar to
whom, based on the features that are available.

• Additionally it is possible to control for certain types of fairness across groups, even if only sparse informa-
tion about group membership is available [27].
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Table 2. Summary of method classification. łPre-, in-ž and łpost-procž refer to whether a method can be classified as pre-,
in- or post-processing. łBinaryž vs. łmultinaryž tells whether the method can handle two or more protected groups per one
atribute at a time (e.g. young/old is a binary manifestation of the atribute łagež, while kid/teen/adult/old is a multinary
manifestation of said atribute). Since none of the methods in Part II of the survey handle intersectional discrimination, and
we omit that column here. See Part I, Section 3 for a detailed description of the classification framework.

Method Mitigation

Point

Group structure Bias Worldview EO Framework

iFair [26] pre-proc.
multiple multinary attr.;

independent
technical WYSWYG formal

DELTR [58] in-proc. one binary attr. pre-existing WAE luck-egalitarian

Fair-PG-Rank [43] in-proc one binary attr. technical WYSIWYG formal

Pairwise Ranking

Fairness [4]
in-proc. one binary attr. ? WYSIWYG formal-plus

FA*IR [57] & [60] post-proc.
one multinary attr.;

combination
pre-existing continuous

formal /

luck-egalitarian

Fair Ranking

at LinkedIn [19]
post-proc.

one multinary attr.;

combination
pre-existing; technicalcontinuous

none /

luck-egalitarian

(1 sensitive attr.)

CFA� [59] post-proc.
multiple binary attr.;

combination
pre-existing continuous

formal /

substantive

Fairness of

Exposure [42]
post-proc. one binary attr.

pre-existing/

technical

WYSIWYG /

WAE

formal /

luck-egalitarian

Equity of

Attention [6]
post-proc.

one multinary attr.;

independent

technical /

emergent
WYSIWYG formal

candidate �1 (sex) �2 (race) �1 (GPA) �2 (SAT)

e male White 5 4

f male Asian 5 4

g female Black 5 3

h female White 5 3

Fig. 4. Dataset of college applicants. The goal is to find a fair feature representation and to ensure that a learning-to-rank
method considers candidates based only on their non-sensitive features (here, �1 and �2). Assuming Manhatan distance as
the distance measure � between two candidates, candidates e and f, as well as g and h should have the same fair feature
representation X̃, where �1 and �2 are irrelevant for the ranked outcome.

General disadvantages are:

• Machine learning methods that rely on a separate feature engineering step are not applicable because the
features identiied by domain experts may be rendered meaningless, if fair representations are learned
from the raw data.

• Current methods only operationalize individual fairness and treat group fairness as a special case of it.
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3.1.1 iFair [26]. Fairness Deinition. This work operates on an individual fairness objective to learn fair
representations of training data points. It is based on the fairness deinition by Dwork et al. [15], which states
that similar individuals should be treated similarly. The goal is to transform an input record X� (the feature vector

for candidate �) into fairer data representations X̃� using a mapping � , such that two individuals � and �, who are
indistinguishable on their non-sensitive attributes X \ A (marked by X∗) should also be nearly indistinguishable
in their fair representations � (X�) (where sensitive attributes are included):��� (� (X�), � (X�)) − � (X∗

�,X
∗
�)
�� ≤ �

Note that this deinition assumes that a similarity measure � is available that can correctly (and free of bias)
capture the diferences between two individuals. As the paper uses the family of Minkowsky �-metrics, let us
assume we choose the Minkowsky metric with � = 1 (i.e., the Manhattan distance as �). Reconsidering our college
admission example, in Figure 4 we see that candidates e and f, as well as g and h have a distance of 0 in their non-
protected features: � (X∗

e,X
∗
f
) = � (X∗

g,X
∗
h
) = 0. When comparing candidates across groups we see that the female

group shows a Manhattan distance of 1 to the male group: � (X∗
e,X

∗
g) = � (X∗

f
,X∗

g) = � (X∗
e,X

∗
h
) = � (X∗

f
,X∗

h
) = 1.

The proposed algorithm, iFair, would create a new feature set � (X) that preserves those distances and includes
sensitive attributes in such as way as to break correlations with the non-sensitive attributes. In our example, �1

correlates with �2, which may be picked up by a ranking model. To avoid this, iFair would assign non-correlating
values to �1, for example, by swapping the values of �1 for candidates b and d.

Insights. Though not clearly stated, the wording suggests that attributes are measured in observable space OS
and the deinition seeks to reduce technical bias. Depending on the choice of distance metric � , the method would
potentially be capable of learning representations that ignore all information about group membership, even if it
is encoded partly in the non-protected features. In this case it would assign low weights to those non-protected
features that indirectly encode protected ones, thus suggesting a leaning towards WAE. However, the choice
of Minkowsky metrics, where distances are measured in terms of absolute numbers, suggests that the authors
assume construct space �� ∼ �� and, hence, a leaning to a WYSIWYG worldview and to formal equality of
opportunity. As stated above, the actual normative values that are incorporated into this method depend on the
choice of � .

Normative Dimensions

Group Structure

Bias Type

Equal Opportunity

Worldview

Intersectional

Atribute Cardinality

Binary

Multinary

Atribute Number One

Multiple
Independent

Combination
Yes

No

Pre-existing

Technical

Emergent

Formal

Formal plus

Substantive
Rawlsian

Luck-egalitarian

WYSIWYG

WAE

Continuous

Fig. 5. Summary of the normative values encoded by iFair (Lahoti et al. [26]). This translates into normative choices that are
implicitly taken when applying the method. Note, however, that this analysis is highly dependent on the choice of the metric
� , which measures the similarity of two individuals.
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Note also that the authors deine fairness based on individuals, and group notions are not mentioned at all.
While we can assume that individuals may have more than one protected attribute, it is not clear whether and
how intersectional discrimination is a concern to the authors. Figure 5 and Table 2 summarize our analysis.
The authors do not address the question of whether Minkowsky metrics are prone to reproducing biases

from training data, which may arise from biased observation processes. They tackle this problem in a follow-up
work [27], where the distance metric is replaced by a fairness graph that captures pairwise similarities between
individuals. In the graph, a node represents an individual �, and an edge between two nodes indicates that
these individuals are to be considered similar. This approach has two advantages: it allows a comparison of an
individual’s non-protected attributes across diferent domains (e.g., the h-index of a successful researcher in
programming languages is typically lower than that of a successful researcher in machine learning), and it allows
for sparse similarity judgments, as individuals can be grouped into clusters based on their in-group relevance
scores (e.g., the top-10% in the female group).
We do not further present Lahoti et al. [27] here, because the paper focuses on classiication tasks in its

experimental section. Pre-processing methods claim to be application-agnostic, however, to the best of our
knowledge, Lahoti et al. [26] is the only work to-date that has been shown to work for ranking tasks.

Algorithm. The problem is formalized as a probabilistic clustering problem: given� clusters of similar individuals
(with � < �), each is represented by a prototype vector �� . A candidate record X� is assigned to one of the ��
based on a record-speciic probability distribution �� that relects the distances of the record from each of the
prototype vectors, and thus forms the fair representation:

� (X�) = X̃� =

︁

�=1..�

��� · ��

This is used to formalize a utility objective that ensures a low reconstruction loss, and a fairness objective that
demands that � should preserve pair-wise distances on non-protected attributes between data records:

�util (X, X̃) =
︁

�∈C
| |X� − X̃� | |2

�fair (X, X̃) =
︁

�,�∈C

(
� (X̃�, X̃�) − � (X∗

�,X
∗
�)
)2

The two objectives are combined into an objective function that the algorithm optimizes using gradient descent:

� = � · �util (X, X̃) + � · �fair (X, X̃)

The algorithm supports multiple groups.

Experiments. Experiments are performed on ive real-world datasets and one synthetic dataset. Of these, XING [?
] and AirBnB [? ] are used for ranking tasks. Experiment on synthetic data show that representations learned by
iFair remain nearly the same for all conigurations, irrespective of changes in group membership. This means that
changing the value of the sensitive attribute does not inluence the learned representation, and so a model trained
on such a representation will not learn any correlations between the sensitive attributes and other attributes.

The results show that applying learning algorithms on representations learned by iFair leads to more consistent
decisions w.r.t. the distribution of items across a ranking than when applying the same algorithm to the original
data. This means that two items with similar non-protected features will receive similar visibility in the resulting
ranking.
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3.2 In-Processing Methods: Learning a Fair Model

In-processing fair ranking methods extend the objective function of a learning-to-rank algorithm by a fairness
term. Thus, the algorithm’s optimization problem consists of an accuracy objective and a fairness objective, and
the method learns to ind the best balance between these two. General advantages are:

• In-processing methods yield better trade-ofs between accuracy and fairness than post-processing methods,
because inding this balance is at the heart of their learning objective [58].

• In-processing methods are capable of handling diferent types of underlying biases without knowing which
particular type is present (see Section 3.2.1).

General disadvantages are:

• The impact of the fairness objective on the resulting ranking computed by an in-processing method is less
apparent than for a post-processing method. The latter can make changes directly visible, while in the
former case, separate models would have to be trained.

• Because of their goal to balance between fairness and accuracy, it is less clear what philosophical framework
and worldview underlies fairness-aware models.

3.2.1 DELTR [58]. Fairness Deinition. This method perceives unfairness as disparities in exposure, represented
by the average visibility of a group (see Section 2.1 and Eq. 2). The exposure of a document is deined as its
probability ��̂� (X�) to appear in the top position of a ranking for query � :

Exposure
(
X� |��̂�

)
= ��̂� (X�) · �1 (5)

where �1 is the position bias of position 1, indicating its relative importance for users of a ranking system [22].
The exposure of group G is hence the average probability of its members to appear in the top position:

Exposure(G|��̂� ) =
1

|G|
︁

X� ∈G
Exposure

(
X� |��̂�

)
(6)
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Fig. 6. Summary of the normative values encoded by DELTR (Zehlike and Castillo [58]). This translates into normative
choices that are implicitly taken when applying the method. Note however, that because DELTR operates in a binary seting
with only two groups, it can not handle multiple atributes.
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Insights. As the deinition optimizes for equality of exposure (exposure is the outcome), rather than equity, this
means that the (potentially biased) qualiication of a candidate is not taken into account, which suggests that its
underlying assumption is a WAE worldview. We denote however, that because exposure is deined through the
probability to appear in the top position, it indirectly contains a measurement of document relevance. We further
denote that by setting � to 0, the WYSIWYG worldview can also be adopted.
The method is concerned with pre-existing biases that lead to a biased observation process and, ultimately,

to disparate exposure distributions. Under the assumption that the goal of the competition is to make future
prospects comparable, this is consistent with luck-egalitarian EO. This method is agnostic to łtruež score
distributions and optimizes for equal exposure in decision space �� irrespective of whether score distributions
in �� are diferent for demographic groups. For this reason, we argue that the mechanism is consistent with
conditioning the qualiication score on morally irrelevant characteristics (i.e., group membership), and place it
into the category of luck-egalitarian EO. Figure 6 and Table 2 summarize our analysis.

Algorithm. The algorithm incorporates its unfairness measure into the objective function of a list-wise learning
algorithm, namely ListNet [10], to simultaneously optimize for an accuracy metric � and an unfairness metric for

two groups �
(
�̂
)
:

�DELTR

(
�, �̂

)
= �

(
�, �̂

)
+ ��

(
�̂
)

(7)

with

�
(
�̂
)
= max

(
0, Exposure

(
G0 |��̂�

)
− Exposure

(
G1 |��̂�

))2

where G0 denotes the non-protected group and G1 the protected one. The squared hinge loss is asymmetric to
detect unfairness only if the protected group receives less exposure than the non-protected group, but not vice
versa. The optimization problem is solved using gradient descent.

Experiments. To illustrate how the method works, let us return to our running example in Figure 1 on page 3:
the algorithm gets as input the sensitive feature that forms a protected group, in this case �1. As the training data
Ctrain shows disparities in exposure for women (they are all ranked below the men), a standard learning-to-rank
algorithm is likely to pick up�1 as a predominant criterion for its model and assign a high weight to this attribute.
DELTR instead will learn to ignore �1 as a decision criterion because the unfairness metric penalizes ranking
predictions that show high disparities in exposure for the diferent groups of �1. In this way, DELTR can also
compensate for systematic errors in the data or in the relevance measures (e.g., if the SAT test design favors male
applicants, hence female applicants systematically receive lower scores).

Experiments are performed on three datasets, each exhibiting diferent types of bias, which are automatically
handled by the proposed method, without explicit knowledge about what particular type of bias is present.

• W3C experts: [? ] The experimental setup investigates situations in which bias is unrelated to relevance:
expertise has been judged correctly, but ties have been broken in favor of the privileged group. In this case,
including the sensitive feature during training yields very bad results in terms of disparate exposure and
relevance, because all experts from the protected group are ranked at the bottom of the list.

• Engineering students: [? ] The task is to predict a student’s academic performance after the irst year
based on their admissions test results and school grades. Here, the same admissions test score relates to
diferent levels of academic performance across groups: a score of 500 in the protected group relates to
better academic performance than a score of 500 in the privileged group. This experiment investigates
situations in which bias is coming from diferent score distributions among groups, and shows that a fair
ranking can be derived without a degradation in accuracy. In this case, including the sensitive feature
during training yields better results in terms of both exposure and relevance.
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• Law School Admission Council: [? ] These experiments show that disparities in exposure due to
diferences in academic performance can be reduced using a simple approach, but at a cost of accuracy.
However, the trade-of is usually better (with lower accuracy loss) for in-processing methods than for
post-processing methods.

3.2.2 Fair-PG-Rank [43]. Fairness Deinition. The approach by Singh and Joachims [43] addresses technical
bias that may be introduced by the ranking system itself due to position bias Ð giving candidates beyond the
irst few positions signiicantly less visibility compared to those who appear in the irst positions. Like DELTR,
Fair-PG-Rank operates based on a notion of document exposure. However, unlike DELTR, Fair-PG-Rank deines
exposure as expected attention, which the authors consider to be equivalent to the expected position bias (as
deined in Equation 2 in Section 2.1 on page 5). Similarly to Equity of Attention by Biega et al. [6], which we
will discuss in Section 3.3.5, Fair-PG-Rank operates under a merit-based constraint: Each candidate � (�) = � in
ranking � should receive exposure proportional to their utility� (� , �):

� (� , �) ≥ � (� , �) → Exposure(�)
� (� , �) ≤ Exposure(�)

� (� , �) (8)

This work further proposes a deinition of individual fairness, per query � , that measures the disparities in
visibility v(.) for two candidates �, � in � :

� (�, � |�) = 1

|�� |
︁

(�,�) ∈��

max

[
0,

v(�)
� (� , �) −

v(�)
� (� , �)

]
(9)

with ��
= {(�, �) s.t. � (� , �) ≥ � (� , �)}. The authors also propose a deinition of group fairness for two groups,

in which the notion of individual visibility of a document per Eq. 9 is replaced with group visibility:

� (G0,G1 |�) = max

[
0,

v(G0)
� (� ,G0)

− v(G1)
� (� ,G1)

]
(10)

with v(G) = 1
|G |

∑
�∈G v(�) being the average exposure of group G.

Algorithm. Using the proposed fairness deinitions, the authors extend the ListNet [10] ranking function to
incorporate their disparity measures. The algorithm Fair-PG-Rank is learning an optimal ranking �∗ via empirical
risk minimization using the following learning objective:

�
∗
� = argmax

�

1

�

�︁

�=1

[�(� )] − �
1

�

�︁

�=1

[� (.|�)] (11)

with � being a loss function that measures the utility of � for the user. The optimization is done using gradient
descent.

Insights. As already mentioned, the method is concerned explicitly with the inherent technical bias of a ranking
that arises from showing ranked results in a one-dimensional list. It assumes a WYSIWYG world in which a
document’s merit in �� truly relects its merit in �� , and no efort is made to reduce any errors that might have
been introduced by the mapping function �. This method allocates outcomes (visibility) on the basis of merit
(utility), and thereby codiies formal EO.

This method is explicitly concerned with equity of exposure. This means that documents being ranked will
only receive as much exposure as they łdeservež based on their relevance. Returning to our college admission
example (Figure 1, page 3), we see that in the training data (white background lines), all women have worse scores
than men, as relected in the relative ranking of the two groups. A standard LTR algorithm is therefore likely to
treat �1 as an important decision criterion and assign a high weight to it. Because Fair-PG-Rank optimizes for
equity of exposure, this approach ensures that documents receive equal exposure among those that łdeservež it
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Fig. 7. Summary of the normative values encoded by Fair-PG-Rank (Singh and Joachims [43]). This translates into normative
choices that are implicitly taken when applying the method.

based on their relevance. As such, Fair-PG-Rank ensures that a model is not discriminating based on a sensitive
attribute, while assuming that relevance is computed correctly and does embed any patterns of discrimination.
Note, that, similarly to DELTR, this method works for binary groups, and that it cannot handle multiple protected
attributes. Figure 7 and Table 2 summarize our analysis.

Experiments. Experiments are done on a synthetic dataset, German credit [? ] with the group fairness deinition
in Eq. 9 as part of the learning objective, and on the Yahoo! LTR dataset [? ], with the individual fairness deinition
in Eq. 10 as part of the learning objective. The synthetic dataset has two features for each document, one of which
is corrupted for the minority group�1. The results show that, with increasing values of � (see Eq. 11), the weight
of the corrupted feature is decreasing. With the real world datasets, the authors show that the method works in a
real world setting, but they do not discuss its implications. The authors compare their method to DELTR [58],
but, because both their measure of disparate exposure and the type bias on which they are focusing are vastly
diferent, it is not clear whether meaningful conclusions can be drawn from such a comparison. Further research
is needed to understand whether and how methods with opposing worldviews, conlicting understandings of
equality of opportunity, and diferent bias types can be compared.

3.2.3 Pairwise Fairness for Rankings, Beutel et al. [4]. Fairness Deinition. This method is the irst one to
introduce a pairwise fairness metric for ranking predictions. The authors setup their method as a component of a
cascading recommender system, however, it only considers the inal ranking of items. We therefore present the
method here, rather than in Section 4, where we talk about fairness in recommendation systems.

The framework is formalized as follows: Each query consists of user features U� for user � and context features

C. Each ranking candidate � is described by a feature vector X� . Then, a ranker �̂ is trained to predict user
engagement, which relates to clicks �̂ and interaction after a click �̂ (such as purchase, ratings, etc.), which are

then mapped to a scalar value to rank items: �̂ (X) = �̂ .
The focus of the fairness deinition is on the risk for groups of ranked candidates to be under-recommended,

under binary group membership (i.e.,�� ∈ 0, 1 for candidate �). For this, the authors irst deine pairwise accuracy,
which describes the probability that a clicked candidate is ranked above another relevant unclicked candidate, for
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the same query:

�
(
�̂ (X�) > �̂ (X�) | �� > ��

)

Pairwise fairness asks if the pairwise accuracy is the same across the two groups:

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = 0

)
= �

(
�̂ (X�) > �̂ (X�) | �� > ��, �� = 1

)

To account for user engagement �, the deinition is extended to compare only those candidates with each other
that receive the same amount of engagement �̃:

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = 0, �� = �̃

)
=

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = 1, �� = �̃

)
∀�̃

The authors further extend the deinition to also consider group exposure in rankings, because two rankings
could have the same pairwise accuracy across groups, while systematically putting candidates of one group to
lower ranks of the list. To account for this, they split the deinition into intra-group pairwise fairness:

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = �� = 0, �� = �̃

)
=

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = �� = 1, �� = �̃

)
∀�̃

and inter-group pairwise fairness:

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = 0, �� = 1, �� = �̃

)
=

�
(
�̂ (X�) > �̂ (X�) | �� > ��, �� = 1, �� = 0, �� = �̃

)
∀�̃

Intra-group fairness indicates whether, across candidates from the same group, those that are more likely to be
clicked are ranked above those that are less likely to be clicked. On the other hand, inter-group fairness describes
whether mistakes of the ranker are at the cost of one particular group.

Insights. The framework as is is not clearly classiiable into WAE or WYSIWYG, because the authors talk about
click probability and user engagement without further specifying what these two are composed of. Particularly
they do not specify whether a candidate’s merit is part of the click probability. Click through rate (CTR) is usually
deined to contain some measure of relevance [38]. If that is the case here, then � would contain a component
that encodes merit, which is measured in �� , and hence the framework would correspond to WYSIWYG. The

authors briely mention that they assume the inal ranking model �̂ to only operate on relevant documents,
which supports the assumption that the underlying worldview of this framework is WYSIWYG. We face the
same uncertainty when thinking about which EO framework this work corresponds to. Without knowledge
of the actual underlying estimation of click probability and user engagement, and without a statement on an
individual’s efort, it is not clear with which EO framework the fairness deinition is consistent. However, because
the authors state that they adopted a deinition of łequal opportunityž, and because their inter-group fairness
objective balances error rates across groups, we map this method to formal-plus EO. An identiication of the
addressed bias is also not possible without the CTR deinition.

Experiments. The experiments study the performance of the ranker with respect to the protected subgroup of
candidates in the synthetic dataset, comparing the performance of this subgroup to the rest of the data, denoted
by łnot subgroup.ž (We will refer to these łnot subgroupž candidates as łprivilegedž for ease of exposition.)
The protected group represents approximately 0.2% of all items. The authors compare two versions of their
approach: a model without any pairwise fairness constraint and one with an inter-group fairness constraint.
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Fig. 8. Summary of the normative values encoded by Pairwise fariness for rankings (Beutel et al. [4]).

User engagement is grouped into four levels. Performance measures (pairwise accuracy) are aggregated across
user engagement levels and averaged. Then, the ratio of the accuracy for the protected vs. privileged groups is
computed, with a ratio of 1 corresponding to perfect fairness, a value above 1 corresponding to higher accuracy
for the protected group, and a value below 1 corresponding to higher accuracy for the privileged group.

The overall pairwise fairness evaluation shows that the system under-ranks protected group candidates when
the level of engagement is low, but, interestingly, it slightly over-ranks protected group candidates when the
level of engagement is high. Intra-group pairwise fairness evaluation shows that, across all levels of engagement,
the model has more diiculty selecting the clicked candidate when comparing protected group candidates than
when comparing privileged group candidates. This is partly because the protected group is small and less diverse.
Inter-group fairness evaluation shows that, across all levels of engagement, protected group candidates are
signiicantly under-ranked relative to the privileged candidates. Further, the results show that the pairwise
accuracy for the protected group in inter-group pairs is notably higher than in intra-group pairs, suggesting that
protected group candidates, even when of interest to the user, are ranked below the privileged group candidates.
When optimizing for inter-group fairness, these disparities are mitigated and protected group candidates receive
more exposure (measure as the probability that candidate � is ranked above candidate �).

3.3 Post-Processing Methods: Re-Ordering Ranked Items

Post-processing algorithms assume that a ranking model has already been trained. A predicted ranking is handed
to the algorithm, which re-orders items to improve fairness. Most algorithms operate on a notion of group
membership, where certain groups are denoted as protected, while one group is denoted as non-protected (or
privileged). As such, post-processing methods often model fairness constraints similarly to score-based fair
ranking methods. We will reuse Figure 2 from Part I of the survey as our running example in this section, but
will omit the non-sensitive features �1, �2 and �3 because they are unimportant here.
General advantages of post-processing methods are:

• Many of them provide a guaranteed share of visibility for the protected group in the ranking.
• The efect the algorithms have on the ranked output is easy to visualize and understand, because the
original ranking before the application of the fairness method can be compared to its result, in terms of
how the items are re-ordered and, in some cases, in terms of the loss in a utility metric such as NDCG.
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candidate �1 (sex) �2 (race) �̂ v

b male White 9 3.32

c male Asian 8 2.10

d male White 7 1.66

e male White 6 1.43

f female Asian 5 1.28

k female Black 4 1.18

l female Black 3 1.11

o female White 2 1.04
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❛
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p
k 1 2 3 4 5 6 7 8 9 10 11 12

0.1 0 0 0 0 0 0 0 0 0 0 0 0

0.3 0 0 0 0 0 0 1 1 1 1 1 2

0.4 0 0 0 0 1 1 1 1 2 2 2 3

0.5 0 0 0 1 1 1 2 2 3 3 3 4

0.6 0 0 1 1 2 2 3 3 4 4 5 5

0.7 0 1 1 2 2 3 3 4 5 5 6 6

Fig. 9. A dataset C of college applicants. Score �̂ is predicted by a learning-to-rank
model. v is the position bias of positions 1 ś 8. Ranking �̂1 is predicted based on

�̂ , and the top-4 candidates will be admited. Note that no female applicants are
admited in this scenario. A fair ranking �̂2 is produced according to the ranked
group fairness condition of the FA*IR algorithm (Zehlike et al. [57]), with � = 0.7

and � = 0.1. Ranking �̂3 is produced by the algorithm CFA� with � = 1 if the
dataset was changed to candidate � and � being male. Note that CFA� cannot
achieve a ranking where the only two female candidates � and � are both admited.
Ranking �̂4 with equal exposure across groups is produced by the method of Singh
and Joachims [42].

Table 3. Example values of the mini-
mum number of protected items that
must appear in the top-� positions, to
pass the binomial ranked group fair-
ness test with � = 0.1. Table repor-
duced from Zehlike et al. [57].

General disadvantages are:

• The use of post-processing inherently suggests that fairness comes at the expense of accuracy, because
the scores of a previously trained ranking model are taken as łthe true anchor point.ž Depending on the
properties of pre-existing bias in the training data, however, ranking models may incorporate biases that
decrease accuracy as shown by Zehlike and Castillo [58], which renders any measurement of accuracy loss
obsolete.

• Assuming biases are small, algorithms with a ixed fairness constraint [42, 57, 59] may cause a substantial
loss in performance w.r.t. the original ranking. This may be the case if the score distribution of the protected
group is very diferent than that of the privileged group, leading to systematically lower scores for protected
group members.

3.3.1 FA*IR, Zehlike et al. [57, 60]. Fairness Deinition. This work builds on Yang and Stoyanovich [55],
discussed in Part I of the survey, and adopts a fairness deinition based on the assumption that rankings are
fair when the decisions on candidate placement are drawn from a Bernoulli distribution (coin tosses) that is not
impacted by the candidate’s sensitive attributes. FA*IR [57] ensures that the number of protected candidates does
not fall far below a required minimum percentage � at any point in the ranking, by formulating this fairness
as a statistical signiicance test of whether a ranking was likely to have been produced by a Bernoulli process.
In Zehlike et al. [60], the authors extend the mathematical framework of [57] to a multinomial distribution (roll
of a dice), and provide a vector of minimum proportions � {G} , containing one � for each group G. This way the
extended algorithm can handle more than two groups at the same time, while the original operates in a binary
group setting. Both methods are concerned with disparate impact, as they do not take any notion of merit into
account for their re-ranking strategy. A ranking preix of length � is considered to fairly represent the protected
group if the proportion of protected group members � does not fall below the minimum target proportion � {G}:
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�
(
� {G} �, � {G}

)
, with � corresponding to the multinomial cumulative distribution function. If this condition

holds for each preix � = 1, . . . , �, then the entire ranking is considered to be fair.
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Fig. 10. Summary of the normative values encoded by FA*IR (Zehlike et al. [57, 60]).

Insights. The existence of minimum proportions for a protected group suggests a WAE worldview, and a focus
on pre-existing bias. However, the WYSIWYG worldview can also be adopted for a particular group, if needed:
the respective � can be set to a low value, meaning that only very few candidates from that group need to be
in the ranking. This permits a gradual transition from WYSIWYG to WAE. However, this is a mere side efect
of the method, and, in contrast to Zehlike et al. [59], this is not to be seen as a desideratum of FA*IR. Critically,
if � is chosen too high, the framework will rank a lot more protected candidates in the highest positions, than
non-protected ones. This would be justiied only if one assumes either that the protected group is actually a
lot more relevant (their scores are very high in the construct space ��), but the measurements in observable
space are extremely biased; or that the scoring model produces inverted predictions for the protected group in
decision space �� . While such cases do exist, it is questionable whether one should attempt to correct such a
lawed ranking, rather than disregarding it altogether.
FA*IR assumes that diferences between groups in the relevance distribution are an artifact of diferent

circumstances for each group. Under the assumption that the goal of the fairness-enhancing intervention is
to equalize access to opportunity over a lifetime, this method is consistent with substantive EO. Furthermore,
because the proposed method conditions on morally irrelevant characteristics, we classify it as luck-egalitarian
EO. Figure 10 and Table 2 summarize the mapping of the methods in this section to normative frameworks.

Algorithm. For performance improvements, the binomial algorithm [57] pre-computes a table that contains the
minimum number of protected candidates from each group at each position in the ranking given a minimum
proportion � (see Table 3). This is done by computing �−1 (� ;�, �), the percent point function of the binomial
CDF. Then, the two groups are ranked separately by decreasing scores, and are then merged into a single ranking
according to the table. Whenever the ranking by score violates the minimum number requirement, a protected
item is put at the respective position. For multiple protected groups the algorithm receives a minimum proportion
for each group, and the data structure to hold the minimum numbers of candidates of each position becomes
a tree instead of a table. Thus multiple ways are possible to order candidates to produce a ranking that is fair
according to a multinomial distribution process.
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As an example, consider Figure 9 where a model has predicted relevance scores �̂ , based on which ranking �̂1 in
Figure 9 is produced. This ranking is fair according to the binomial FA*IR algorithm, if the input is � < 0.5, � = 0.1.
If � ≥ 0.5 the candidates have to be reordered. Ranking �̂2 in Figure 9 is produced by FA*IR with � = 0.7, � = 0.1.

Experiments. The experimental evaluation in [57] is done on the three real datasets, COMPAS [? ], German
credit [? ], and SAT [? ], and shows the efects of the methods on performance in terms of NDCG and maximum
rank loss. In [60], experiments are performed on COMPAS, German Credit, and LSAC [52]. All scenarios under
consideration relate to questions of distributive fairness, where certain beneits (scholarship, visibility, pardon)
are to be distributed fairly across two groups.

3.3.2 Fairness-Aware Ranking at LinkedIn [19]. Fairness Deinition and Algorithm. In this work, fairness
is deined through the minimum and the maximum number of candidates at each position in the ranking. A
proportion �G for each group G is given as input, and a ranking � is declared as fair for all groups if the following
conditions hold:

∀� ≤ |� |, ∀G :

�︁

�=0

� (�) ∈ G ≤
⌈
�G · �

⌉

∀� ≤ |� |, ∀G :

�︁

�=0

� (�) ∈ G ≥
⌊
�G · �

⌋

To create a fair ranking, the algorithm irst checks whether any group has not yet met its minimum number
requirement (irst inequality), and , if so, adds protected candidate to the ranking. If more than one group does

not yet meet the requirement, the candidate with the highest utility score �̂ among all eligible ones is chosen. If
all minimum requirements are met, the algorithm takes the highest-scoring candidate among all that have not yet
exceeded their maximum count (second inequality). As soon as more than three groups are present, this can easily
lead to an infeasible state, where the requirements can no longer be met, no matter which candidate is chosen.
The authors therefore propose three additional ranking algorithms, each of them improving the likelihood to
create a fair ranking by changing the strategy to choose the next candidate.

Insights. The algorithm can handle multinary protected attributes, and is concerned with both pre-existing and
technical bias. As in FA*IR, the proposed methods operate on minimum proportions for protected groups, and
the fairness constraints are not incorporating a notion of merit. The values of �G can also be chosen freely and,
therefore, at irst glance, a spectrum of worldviews and EO frameworks can be adopted. However, there is an
important detail in the algorithm that makes it inconsistent with WAE and with substantive EO: From all possible
candidates to be selected, the algorithm always chooses the highest-scoring one. This is essentially the same
design choice as was made by Celis et al. [11] in their Constrained ranking maximization paper (discussed in
Section 5.2.1 of Part I of the survey) when the number of sensitive attributes exceeds 1.

This choice leads to an implicit integration of merit into the fairness objective, and it assumes that scores are
comparable across groups. For this reason, we classify this method as being compatible with substantive EO, and,
speciically, with the luck-egalitarian EO doctrine, for one sensitive group, but deem it inconsistent with any EO
framework for multiple sensitive groups. It also ignores the fact that groups facing intersectional discrimination
commonly show larger group skews and biases when their true merit from OS is translated into scores in DS.
Figure 11 and Table 2 summarize our analysis.

Experiments. Experiments are performed on synthetic datasets with diferent numbers of sensitive attributes.
The evaluation measures report fairness in terms of normalized discounted KL divergence [55], and performance
in terms of NDCG [22]. Additionally, A/B-tests are performed after implementing the method as part of the
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LinkedIn Recruiter product. The minimum proportions are set to match the distribution of all genders among the
relevant candidates. The results show signiicant increases in terms of representativeness of gender among the
top-� , but no decreases in performance measures, which is why the algorithm was implemented permanently in
the product.

3.3.3 Continuous Fairness with Optimal Transport, Zehlike et al. [59]. Fairness Deinition and Algorithm. This
work deines a mathematical framework, CFA� , to continuously interpolate between the WYSIWYG and WAE
worldviews. The authors argue that, legally speaking, WYSIWYG is consistent with individual fairness, while
WAE is consistent with current anti-discrimination law that deines group fairness in terms of statistical parity of

outcomes. The answer to the question of what a fair distribution of outcome is, depends on the estimated extend
of indirect discrimination and pre-existing bias in the scoring model. Interestingly, this means that any fairness
deinitions departing from group fairness as statistical parity, and individual fairness as meritocratic scores, do
not yet have any legal meaning. Furthermore, the authors state that the current rulings on anti-discrimination
cases only involve actual unfair decisions, and not łsofterž disadvantages such as reduced visibility in a ranking.
As we discussion in Part I of the survey, generally speaking, the WYSIWYG worldview corresponds to the

meritocratic ideal and, hence, is consistent with formal EO, while WAE corresponds to substantive EO. This is
because an individual’s measurable efort (here, their raw score) is seen to be drawn from diferent distributions
�� per group in �� , while in �� , there exists only one � , meaning that all groups have essentially the same
distribution of true efort.
The framework can handle multiple sensitive attributes, each deining a partitioning over all individuals:

X =

⋃
�∈{0,1}� �−1 (�), where � : X → {0, 1}� is a mapping that returns 1 if an individual carries a certain trait

from the set of � features. The �-th group is therefore G� := �−1 (�). The authors explicitly include all features
in the group deinition instead of only taking certain attributes that are legally protected into account. This
broad deinition has the advantage that it can handle non-sensitive features that serve as proxies for the sensitive
features.
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Fig. 11. Summary of the normative values encoded by the fair LinkedIn method (Geyik et al. [19]). This translates into
normative choices that are implicitly taken when applying the method. Note, that in contrast to FA*IR, this method is not
compliant with substantive EO for more than 1 sensitive atribute, even though the methods appear to be very similar. This
shows how a small technical detail can lead to profound diferences in underlying values.
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Fig. 12. Summary of the normative values encoded by CFA� (Zehlike et al. [59]). The paper is a rare example of explicit
statements on the incorporated values.

The framework assumes that a potentially biased scoring function � is given, and maps from the space of
individual traits X to an �-dimensional vector � : X → R

� , and that each group’s score forms a probability
distribution �� . The combined score distribution is called � and corresponds to a metric from�� , which, as usual,
is prone to pre-existing bias and other systematic errors with diferent group skews.
The authors then deine a score distribution �� = �� ◦ � −1

�
to be the fair score representation of group �

obtained by an optimal transport map �� : R� → R
� . Depending on the worldview, � is deined diferently: In

WYSIWYG � = �� for all � groups, while in WAE any diferences between the �� are solely the product of bias,
and, there, there exists a single � that is the same for all groups. In the former case, the optimal transport matrix
is the identity matrix. In the latter, the WAE fair representation distribution � that satisies statistical parity is
deined as the barycenter in Wasserstein space of the �� , and a �� has to be found for each group to transform
�� into � while minimizing violations against decision maker utility and individual fairness. The framework
further deines a displacement interpolation with a fairness parameter � ∈ [0, 1], which allows to transform ��
into any distribution ��

�
= �� ◦ (� � )−1 between the WYSIWYG (or individual fairness) policy � and the WAE (or

group fairness) policy � . This means that a high � corresponds to more emphasis on group fairness, while a low �

corresponds to more individual fairness, with �0 = � and �1 = � .
A notable advantage of this approach is that it does not rely on the existence of a distance metric between

individuals, in contrast to many other methods [15, 26]. This is important because it is not clear how such a
distance metric, if it were actually available in �� , would be less prone to biases and errors than any other
commonly used optimization metric.

Insights. As CFA� moves the group distributions of predicted scores closer to each other, this means that when
setting � = 1 the algorithm achieves statistical parity for each group throughout the ranking, but not more so

as compared to FA*IR, which can push candidates from the protected group even higher. Such a setting would
result in the same ranking �̂2 as shown in Figure 9, given that there are 50% of male and female candidates in the
dataset. However if there where only 25% female candidates in the dataset (e.g., if candidates � and � were male),
then the algorithm would produce the ranking �̂3 as shown in Figure 9 when given � = 1 as input. Note that with
such a dataset the method cannot return a ranking in which the now only two female candidates are ranked
among those admitted (i.e., in the top-4). Figure 12 and Table 2 summarize our analysis.
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Experiments. The experimental evaluation is done on a synthetic dataset with 100,000 data points, a score
feature and two sensitive features. Group membership for this experiment is deined by all combinations of the
values of the sensitive features. Rankings are produced based on the score column and the performance of a fair
ranking with diferent � is measured in terms of NDCG. The fairness of a ranking is measured as the share of
each group at each � positions, with � ranging from 10 to 1000.
A second experiment is conducted on the LSAC dataset [? ]. The experiments conirm the general properties

of post-processing methods: it is clearly visible how groups are distributed more evenly across all positions with
increasing values of � . However, depending on the diferences between the �� , a processed ranking based on the
fair representation � can show signiicant declines in performance measures w.r.t. the raw score ranking.

3.3.4 Fairness of Exposure, Singh and Joachims [42]. Fairness Deinition. The fairness objective of this work is
set as a linear combination a�P��,�v = ℎ with a being a vector to encode group membership, P��,� as the probability

that �̂ places candidate � at rank � in � , and v relecting the importance of a position in a ranking. This equation
is solved under three diferent group fairness constraints based on a deinition of exposure that a candidate �
receives under P� :

Exposure(X� |P� ) =
�︁

�=1

P��,�v(�)

with v(�) being the position bias of position � in ranking � . The average exposure of a group G is deined as
follows:

Exposure(G|P� ) = 1

|G|
︁

X� ∈G
Exposure(X� |P� )

The goal is to distribute exposure fairly between groups G0 and G1 using the following three deinitions:

(1) Demographic Parity states that the average exposure of groups shall be equal Exposure(G0 |P� ) =

Exposure(G1 |P� ).
(2) Disparate Treatment requires equity of exposure across groups (i.e., the average exposure in relation to

their average utility should be equal across groups):

Exposure(G0 |P� )
� (� ,G0)

=

Exposure(G1 |P� )
� (� ,G1)

(12)

(3) Disparate Impact is measured in terms of disparate click through rates (CTR) [38] across group. The goal
is to equalize CTR across groups, given the groups average utility:

CTR(G|P� ) = 1

|G|
︁

�∈G

�︁

�=1

P��,���v(�)

with �� being the relevance of candidate �.

CTR(G0 |P� )
� (� ,G0)

=

CTR(G1 |P� )
� (� ,G1)

(13)

Insights. The deinition of demographic parity addresses the problem of pre-existing bias and corresponds to the
WAE framework, as it tries to balance visibility across groups independently of their performance in �� (note,
however, that a group’s exposure depends on P� , and may thus indirectly depend on a utility measure, if P� is
calculated based on document utility). The deinition assumes that �� ≁ �� and therefore that an individuals
true efort is diferent from the measured efort, accounted for by the demographic parity deinition. Under
the assumption that the goal of the competition is to equalize opportunity over a lifetime, these methods are
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consistent with substantive EO. Further, because of conditioning on group membership, we map these methods
to luck-egalitarian EO. Figure 13 and Table 2 summarize our analysis.

The deinition of disparate treatment explicitly addresses the technical bias of a ranking, also known as position
bias, by ensuring that all documents of the same utility receive equal visibility. This is consistent with formal EO
framework. The method corresponds to the WYSIWYG worldview because document utility is measured through
features from observable space without taking into account that a biased observation process may exist, hence
�� ∼ �� . Note that this does not necessarily correspond to individual fairness, because utility and exposure are
averaged across individuals of a group, and can lead to a downgrading of high scoring individuals in otherwise
badly performing groups. Figure 14 and Table 2 summarize our analysis.

The deinition of disparate impact is misleading does not comply with the legal deinition of disparate impact,
which is described solely in terms of the deviation from statistical parity. Referring to this deinition as łdisparate
impactž is misleading, because the click through rate contains a notion of document relevance. Statistical parity,
in contrast, does not consider any relevance measure whatsoever, precisely because it assumes that these very
measurements are subject to pre-existing biases and a biased mapping from �� to �� . As the given deinition
mostly corresponds to formal EO and a WYSIWYG worldview, it would be more appropriate to label it as a
diferent version of disparate treatment that is concerned with click through rate instead of exposure. Since the
two deinitions correspond to the same value frameworks, we have summarized both of them in Figure 14, as
well as in Table 2.

Algorithm. The algorithmic framework is implemented as an ILP that maximizes ranking utility given one of
the above constraints translated into a scalar ℎ. Note that this is in contrast to Biega et al. [6], to be discussed in
Section 3.3.5, who instead constraint quality and optimize for disparate treatment:

arg max
P

��Pv

subject to 1
�P = 1

� ,

P1 = 1,

0 ≤ P�,� ≤ 1,

a�Pv = ℎ

(14)
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Fig. 13. Summary of the normative values encoded by the definition of demographic parity of Singh and Joachims [42].
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Fig. 14. Summary of the normative values encoded by the definitions of łdisparate treatmentž and łdisparate impactž
of Singh and Joachims [42].

Depending on the respective deinition of fairness, the outcome rankings will look quite diferently. Let us
assume that the model is absolutely sure about where to place each candidate, such that P becomes the unit
matrix and exposure of a group is calculated as the sum of each group member’s position bias in the ranking.
This gives us a group exposure of 2.13 for the male group and 1.15 for the female group for the ranking �̂1 in
Figure 9. Let us consider the demographic parity objective, that requires to equalize exposure for both groups. As

the position bias v is a constant value, the algorithm will modify the scores �̂ until the parity objective is met. A
possible solution is ranking �̂4, shown in Figure 9, with group exposure of 1.66 for the male group and 1.62 for
the female group.
The other two objectives work in an similar manner, except that they take utility of a ranking into account.

Experiments. The experiments are framed within three diferent scenarios of unfairness: biased allocation of
opportunity (in job candidate rankings), misrepresentation of real-world distributions (biased Google image
search for CEO), and fairness as freedom of speech (equality of voice within news media channels like YouTube
or Twitter). For these, the authors create a synthetic dataset with 100,000 entries and a binary protected attribute.
Furthermore they use the real YOW news recommendation dataset [? ].

3.3.5 Equity of Atention, Biega et al. [6]. Fairness Deinition. Each position in a ranked list carries an inherent
position bias that increases with the position number, meaning that even if all items had the same relevance,
those at the top of the ranking would receive a lot more attention compared to items at lower ranks. Biega et al.
[6] frame this discrepancy as a problem of distributive individual fairness, aiming to achieve equity of attention
on the level of individuals, and postulating that the attention an item gets from users should be proportional to
their relevance to the query. Assuming that relevance decreases linearly and attention decreases geometrically,
there is necessarily a discrepancy between the attention loss of a candidates and their decrease in relevance.
This work proposes a post-processing algorithm that optimizes equity of user attention with a constrained

overall relevance loss. (Note that this is in contrast to Singh and Joachims [42], discussed in Section 3.3.4, that
constrains fairness and optimizes for relevance.) Because a single ranking cannot be fair according to their
deinition, the authors propose an approach in which unfairness is mitigated over time. For a pair of well-suited
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candidates � and �, attention enjoyed by them should be equalized over� rankings �1...� :∑�
�=1 at (� � , �)∑�
�=1� (� � , �)

=

∑�
�=1 at (� � , �)∑�
�=1� (� � , �)

(15)

Hence, unfairness is measured as the accumulated diference between the attention enjoyed by the candidates
and their relevance:

unfairness(�1, . . . ,��) =
�︁

�=1

�����

�︁

�=1

at (� � , �) −
�︁

�=1

� (� � , �)
����� (16)
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Fig. 15. Summary of the normative values encoded by Biega et al. [6]. This is the only method in this survey that explicitly
addresses emergent bias.

Insights. The authors relate their work to the notion of individual fairness by Dwork et al. [15] and treat group
fairness, which they call łequality of attention,ž as a special case, when utility distributions are uniform across all
rankings: � (� , �) = � (� , �),∀�, �. Note that this understanding of group fairness can not account for biases and
errors in the data that are manifesting diferently across groups, meaning that the error for the protected group
might be high, while the data for the privileged group may be error-free. This method is consistent with formal
EO. This work’s deinition of group fairness corresponds therefore explicitly with a WYSIWYG worldview and
contrasts with most of the other deinitions in the literature. In addition to an explicit focus on technical bias, this
method can also address emergent bias, which may result from online learning algorithms that learn through
user feedback and click data. Figure 15 and Table 2 summarize our analysis.

Algorithm. The fairness deinition is implemented as a constrained optimization problem (which is then
translated into an Integer Linear Program) in which unfairness is minimized subject to constraints on the
maximum NDCG-loss in an online manner. This means that the algorithms allows unfairness minimization over
time, and candidates can enter and leave the system at any point. The algorithm reorders a given ranking such
that unfairness is minimized given the cumulative attention and relevance distribution seen so far:

minimize
︁

�

�����

�−1︁

�=1

at (� � , �) + at (� � , �) −
(
�−1︁

�=1

� (� � , �) +� (� � , �)
)�����

subject to NDCG@k(� � ,� �∗ ) ≥ �

(17)
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where � � is the current, � �∗ is the reordered ranking, and � is the quality constraint, with higher values corre-
sponding to more fairness.

As this method measures the attention each item received over time given their relevance, we have to consider
several rankings to illustrate its efect. As attention is deined through position bias too, just as in [42], let us come
back to Figure 9. It is likely that the irst few rankings will look like the ranking �̂1 in Figure 9, with candidate
� ranked right below candidate � . However, at some point, the attention received by candidate � will be much
lower than attention received by its neighbor � , because the relevance of � decreases linearly, while its attention
decreases geometrically. If this happens, then candidates � and � will be swapped in the next ranking produced
by the model.

Experiments. The experiments are run on two real datasets, AirBnB [? ] and StackExchange [? ], and a synthetic
dataset, each with two diferent models for attention gains by position: (1) geometric attention decrease by
position, and (2) the irst position gets all attention.

• Synthetic Data: Experiments are set up with three diferent relevance score distributions (uniform, linear,
exponential) and the aforementioned two attention models. In all cases, the algorithm shows periodic
behavior under lab conditions, meaning that every � rounds, it brings unfairness to 0. Furthermore, fairness
is not a steady state but will grow with each new ranking for each individual item.

• AirBnB: For these experiments rankings were created from AirBnB apartment listings in Hongkong (4529
items), Boston (3944 items) and Geneva (1728 items) under two scenarios Ð (1) always using the same query,
(2) using diferent queries. The results verify that the diference between the distributions of attention and
relevance is substantial in real world datasets, and whether unfairness can be efectively mitigated is highly
dependant on the dataset at hand. In all cases, unfairness did not increase over time only when no utility
constraint was given (� = 0.

• StackExchange: The experiments show that individual subjects appear in relatively few result rankings,

leading to an extended fairness amortization time.

3.4 Discussion of the Normative Framework Mapping

In this section, we have seen how technical decisions lead to diferent value frameworks that are supported by
a method. In some cases these diferences are quite obvious: those method that explicitly incorporate a notion
of utility into their fairness objective, namely Biega et al. [6], Lahoti et al. [26], Singh and Joachims [43], and
the disparate treatment and disparate impact deinition of Singh and Joachims [42], generally lean towards the
WYSIWYG worldview, with CS ≈ OS, and are consistent with formal EO. In contrast, methods that explicitly
exclude a utility measure from the fairness deinition (Geyik et al. [19], Zehlike et al. [57], Zehlike and Castillo
[58], Zehlike et al. [59], and the demographic parity deinition of Singh and Joachims [42]), generally lean towards
the WAE worldview and substantive EO. Additionally, some methods explicitly allow continuous interpolation
between these two worldviews, either by introducing a sliding parameter, or by allowing a range of values for
the fairness constraints (Geyik et al. [19], Zehlike et al. [57], Zehlike and Castillo [58], Zehlike et al. [59]).
However, the devil is in the details, and even though some methods appear to make very similar technical

assumptions, a minor diference in design choices can lead to tremendous diferences in their underlying value
frameworks. Let us take FA*IR (Sec. 3.3.1) and LinkedIn (Sec. 3.3.2) as examples. The technical choices of these
two algorithms appear to be extremely similar: both receive a vector of minimum proportions for the protected
groups, and reorder a ranking such that candidates from all groups are shown throughout the ranking according
to these minimum proportions. Neither method incorporates utility into the fairness constraints, and both seem
to continuously adopt worldviews between WYSIWYG and WAE. However, Geyik et al. [19] explicitly decided to
sort all protected candidates based on their utility and always pick the highest-scoring candidate whenever ties
in the proportion would allow diferent choices. In the same situation, Zehlike et al. [57] explicitly pick the next
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Fig. 16. Principle components of a recommender system. A profile learner determines user profiles from training examples
(upper right) which are stored in a profile database. When the user issues a query, the filtering component processes the
general search result, and returns a list of user specific recommendations. The interaction of the user are collected as
feedback and stored in a feedback database. This data is used in turn to update the model of the profile learner. Image taken
from De Gemmis et al. [13].

candidate based on a probability distribution, which again is not based on any utility measure. Geyik et al. [19]
incorporate a utility notion for protected candidates through a backdoor, which is why we classiied it as leaning
towards WYSIWYG and formal EO, even though it is technically very similar to FA*IR. This design choice also
has tremendous consequences for individuals who experience intersectional discrimination.
Being able to map mathematical formulas to normative dimensions, and thus to identify normative value

frameworks is crucial for several reasons: First, it facilitates the decision on which method to choose under
diferent application scenarios. Obviously one wants to use methods whose value frameworks match the ones
of the application at hand. However, we have seen that some methods are not easy to analyse for their values
because important details are missing. This was particularly true for the method of Beutel et al. [4], where an
explicit formula on how to calculate the click through rate is needed to come up with a mapping. Second, our
comprehensive analysis identiied research gaps in terms of value frameworks. For example, we could only
identify one method, Biega et al. [7], which explicitly addresses the problem of emergent bias. At the same
time, the method is consistent with WYSIWYG and with formal EO. Thus, to the best of our knowledge, there
is currently no method that explicitly handles emergent bias and is consistent with supports WAE. Finally, in
contrast to the work presented in Part I of this survey, no methods discussed in this part of the survey explicitly
handle intersectional discrimination. To the best of our knowledge, no such methods have been developed to-date
in the learning-to-rank literature.

4 FAIRNESS IN OTHER DOMAINS: RECOMMENDATION AND MATCHING

Today many web applications with search functionality also implement a recommendation system that provides
personalized search results to the user with items dedicated precisely to their interest. The main objective of
recommender systems is to facilitate transactions between multiple stakeholders in which personalization plays a
key role and therefore fairness issues for more than one group of participants have to be considered. RecSys tasks
can be grouped into three diferent types: inding good items that meet a user’s interest, optimizing the utility
of users, and predicting ratings of items for a user [25]. They often consist of multiple models, must balance
multiple goals and are diicult to evaluate due to extreme and skewed sparsity [4]. Examples for such systems
are user recommendations in web shops or on streaming platforms. Figure 16 shows the functional principle of a
recommender system. A proile learner determines user proiles from training examples (upper right) which are
stored in a proile database. When the user issues a query, the iltering component processes the general search
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result (and additional items to be displayed), and returns a list of user speciic recommendations. The interaction
of the user with the result are collected as feedback and stored in a feedback database. This data is used in turn to
update the model of the proile learner.
Burke [9] identiies three diferent stakeholders in recommender systems, namely the consumers, producers

and the platform itself. They further identify three diferent types of recommender systems, distinguished by
the respective stakeholders that are considered for fairness. When considering fairness for the recommended
items, they speak of producer-fairness, while fairness for the users of the system is considered under the term
consumer-fairness. In a system that satisies consumer fairness the disparate impact of recommendation on
protected classes of consumers has to be taken into account, while the fairness of outcomes is not considered for
producers. Producer fairness regards the producer side of the system, but not the consumer side, e.g. to ensure
market diversity and avoid monopoly domination. At the same time the producers are a passive system component
that do not seek out recommendation opportunities, but instead wait for users to request recommendations from
the platform. The third fairness constraint simultaneously takes producers and consumers into account and has
to be applied when protected groups exist among both stakeholders.
In our paper’s language consumers would be called usersU und producers would be called candidates C.
Recommender systems often use rankings to present the most suitable candidates to their users, and the

question of the fairness for all stakeholders has been raised from diferent perspectives. We therefore give a brief
overview on the topic of fairness for recommender systems, and refer the reader to several recent tutorials and
surveys of fairness in recommendation and matchmaking systems for additional details: Ekstrand et al. [16] work
out which algorithmic fairness concepts from classiication and scoring do and do not translate to information
access scenarios. Li et al. [31] summarize foundations and algorithms for fairness in recommendation systems.
Chen et al. [12] outline seven types of biases in recommendation that typically stems from user behavioral data,
and provide a taxonomy of existing work on de-biasing. Gao and Shah [17] bridge socio-technical terminologies
and metrics to important recommendation concepts such as relevance, novelty, diversity, bias, and fairness.
While maintaining the same level of detail as in other parts of this survey, we will discuss three papers that

highlight diferent directions within fairness in recommender systems. In Section 4.1, we discuss Kamishima
et al. [25] to showcase a theoretical contribution. In Section 4.2, we discuss Mehrotra et al. [34] to demonstrate a
countermeasure against the familiarity bias feedback loop in the music streaming platform Spotify. Finally, in
Section 4.3 we discuss Sühr et al. [48], as an example of work on two-sided fairness for repeated matches.
Before diving in, we also briely discuss other notable work on fairness in recommendation and matching

that do not strongly connect to ranking. An early work on user fairness in recommendations by Leonhardt et al.
[28] shows that methods that only focus on diversiication on results can lead to discrimination among users.
Rastegarpanah et al. [36] present a bias mitigation approach by augmenting the input to an unfair recommendation
model with additional łantidote data,ž as an analogy to work studying data poisoning. Wang et al. [51] study the
compositionality of fairness deinitions for recommender systems and provide a set of conditions under which
fairness of individual models does indeed compose. Sonboli and Burke [44] examine fairness in situations where
membership in protected groups is not given a priori, but must be derived from the data itself. Additionally, the
authors propose a localized understanding of fairness in cases where global system properties are insuicient to
identify protected groups. Deldjoo et al. [14] propose a probabilistic framework based on generalized cross entropy
to measure fairness for a given recommendation model, instead of understanding fairness as the divergence of a
system from some form equality. Liu et al. [32] propose a fairness method to produce recommendations in the
microlending domain that are fair for the borrowers and attentive to individual lender preferences. Ge et al. [18]
account for the dynamic nature of recommender systems and consider long-term fairness by proposing a fairness-
constrained reinforcement learning algorithm, which models the recommendation problem as a constrained
Markov decision process. Sonboli et al. [45] describe the results of an exploratory interview study that investigates
user perspectives on fairness-aware recommender systems and on techniques for enhancing their transparency.
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Zhu et al. [63] introduce a tensor-based fair recommendation system that preserves the beneits of using matrix
factorization for recommendation, while increasing fairness by excluding sensitive features and their latent
inluence on non-sensitive ones. Li et al. [30] study unfair recommendation performance disparities for active vs.
inactive users, since those who actively interact with the platform produce larger amounts of data for collaborative
iltering approaches.

In this section we will use the terms users and consumers, as well as candidates and producers interchangeably
to demonstrate that these concepts are analogous to each other, and to illustrate the similarities between the
previously described methods, and those that follow in this section.
All methods presented in this section can be considered in-processing approaches.

4.1 Recommendation Independence

Fairness Deinition. The work of Kamishima et al. [25] introduces a concept of fairness as recommendation

independence: an unconditional statistical independence between a recommendation outcome and a speciied piece
of information. In other words, predictions of ratings should not be based on some previously speciied feature.
This is formalized as a regularization-based approach that can deal with the encoding of sensitive information in
the irst and second moments of the distributions, which means that independence shall be given in terms of the
mean and the standard deviation of the distribution of predicted user ratings. A binary sensitive feature will be
speciied by user or manager.

Let us assume that the random variable U represents users, X represents items, A represents sensitive features,
and � represents ground truth ratings. The �-th instance of the training dataset Ttrain is a 4-tuple (U� ,X� ,A� , �� ).
The rating predictions �̂ are calculated using a modiied loss function in which an independence term shall be

maximized, meaning that the higher ind(�̂ ,A), the less statistically dependent are �̂ and A:
︁

(U� ,X� ,A� ,�� ) ∈Ttrain
loss(�, �̂ (U� ,X� ,A� )) − � ind(�̂ ,A) + reg(Θ)

The method can therefore be seen as an in-processing approach.
Kamishima et al. [25] give three ways in which independence can be measured, all aiming to produce a rating

model in which the distributions of predicted ratings are indistinguishable for diferent values of the sensitive
feature:

(1) Mean Matching: The means of two normal distributions shall match

−
(
S
(0)

� (0) −
S
(1)

� (1)

)

where S(G) is the sum of predicted ratings per group, and � (G) is the number of training items per group.

(2) Distribution Matching: The similarity between two distributions �� [�̂ |� = 0] and �� [�̂ |� = 1] is
measured in terms of the negative Bhattacharyya-distance:

1

2
ln

(
2
√
V(0)V(1)

V(0) + V(1)

)
−

(
S
(0)

� (0) − S
(1)

� (1)

)2

4(V(0) + V(1) )

where V(G) is the variance of the training items per group.
(3) Mutual information: The degree of statistical independence is quantiied by a diferential entropy function

for normal distributions:

−� (�̂ ;A) = −(� (�̂ ) − � (�̂ |A))
where � (�̂ ) = 1

2 ln 2��V and � (�̂ |A) = 1
2 ln 2��V

(�) .
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Insights. Although this is not explicitly stated, the goal of equalizing rating distributions is consistent with the
WAE worldview. Further, since the fairness deinitions do not contain a measure of utility or merit, and under the
assumption that the goal is to equalize access to opportunity over a lifetime, the approach is consistent with
substantive EO. Because of explicit conditioning on group membership, we map this approach to luck-egalitarian
EO. The deinition implicitly addresses the problem of pre-existing biases. Depending on the choice of the
protected feature (e.g., popularity), it may also be capable to address emergent bias. Figure 17 summarizes this
analysis.
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Fig. 17. Summary of the normative values encoded in the fairness definitions by Kamishima et al. [25].

Algorithm. The algorithm is implemented using probabilistic matrix factorization to predict ratings:

�̂ (U,X,A) = � (G) + � (G)
U

+ � (G)
X

+ p
(G)⊤
U

q
(G)
X

where �, �U and �X are global, per-user and per-item bias parameters respectively and pU and qX are�-dimensional
parameter vectors, which represent the cross efects between users and items. Said parameters are learned by
minimizing the loss function, where the loss is expressed as a �2-norm:

︁

(U� ,X� ,A� ,�� ) ∈Ttrain
(�� − �̂ (U� ,X� ,A� ))2 − � ind(�,A) + reg(Θ)

All independence measures are diferentiable and can hence be optimized eiciently using conjugate gradient
methods.

Experiments. The experiments are done on three datasets with diferent sensitive features:

• The ML1MMovielens dataset [20] contains 1M movie items. Two sensitive features where chosen for two
separate settings: (1) whether the movie’s release year was before 1990, and (2) the user’s gender. The irst
setting investigates fairness on the side of the producer, whereas the second relates to a fairness concern
w.r.t. the users of the system.

• The Flixster dataset [21] is also a dataset on movie recommendations and contains almost 10M entries.
The popularity of an item was chosen as the protected feature: movies that received the most user ratings
(top 1%) belong to one group, while all movies that received fewer ratings belong to the other group.
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• The Sushi dataset [24] contains around 50,000 data points of users and their preferences when ordering
Sushi from 25 diferent restaurants. Three diferent choices of sensitive features where investigated: (1)
whether the user was a teen, (2) gender: male or female, and (3) whether the type of sushi was seafood.

The performance evaluation uses mean absolute error, while the independence (i.e., fairness) evaluation uses
the Kolmogorov-Smirnof test. The latter evaluates the area between two empirical cumulative distributions and
shall be close to zero for high fairness. The experiments compare all three independence measures to each other,
and show that independence can be achieved in all cases, with a small cost in accuracy.

4.2 Familiarity Bias and Superstar Economics

Fairness Deinition. The work of Mehrotra et al. [34] addresses the problem of disparities in exposure of
items to users due to the combination of two factors: the pre-existing familiarity of the user with certain items
(someone who likes action movies will likely know Tom Cruise) and the current recommendation strategies of
two-sided markets (łsuperstar economicsž). The fact that recommendation systems optimize for relevance can
lead to a lock-in of popular and relevant suppliers, and thus cause many suppliers at the tail end of the exposure
distribution to struggle to attract consumers. This may, in turn, lead to a dissatisfaction of such suppliers with
the marketplace.

Mehrotra et al. [34] aim to understand the interplay between relevance, fairness and satisfaction, and investigate
consumer relevance and supplier fairness on a music streaming platform. The paper introduces a notion of
multinomial group fairness, which requires that the content shown to users be spread well across the wide
long-tailed popularity spectrum, rather than focusing on a small subset of popular artists. From the popularity
distribution of all artists, � bins of equal size are created and artists are grouped into these bins depending on
their popularity:

Ψ(�) =
�︁

�=1

︃
|� � |∀� � ∈��∩� (�)

where �� is the set of artists that belong to popularity bin � , � is the recommended set, and � (�) is the collection
of artists in the set � with � � being the �-th track in � . This deinition rewards sets that are diverse in terms of the
represented popularity bins and, as per the current deinition, fair to diferent popularity bins of suppliers. There
is more beneit to selecting an artist from a popularity bin that is not yet represented. As soon as at least one
artist is selected from a bin, other artists from the same bin start having diminishing gain owing to the square
root function.
The paper then presents three diferent policies with � (.) being a relevance and� (.) a fairness measure:

(1) A weighted combination of relevance and fairness:

�∗� = argmax
�∈��

(1 − �)� (�, �) + �� (�)

where �� is the collection of all sets pertinent to the user �.
(2) A probabilistic combination of relevance and fairness, where the weighting factor � ∈ [0, 1] decides on

whether to recommend a set based on relevance or fairness:

�∗� =

{
argmax�∈�� � (�), if � < �

argmax�∈�� � (�, �), otherwise

where � ∈ [0, 1] is a randomly generated number.
(3) A guaranteed relevance term to ensure that the minimum relevance is � :

�∗� = argmax
�∈��

� (�) � .� . � (�, �) ≥ �
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They further investigate diferent ainities of users to fairness; for example, that some users only want to listen
to one particular artist, while other users are more lexible. This ainity is measured as the diference between
the satisfactions of a user when recommended relevant content vs. fair content. The paper states that a fairness
recommendation policy should be adaptive to this ainity �� , and therefore redeine the second fairness policy as:

�∗� =

{
argmax�∈�� � (�), if �� ≥ 0

argmax�∈�� � (�, �), otherwise

Another version redeines the irst policy to use the z-scored ainity, denoted as �̂� :

�∗� = argmax
�∈��

(1 − �̂�)� (�, �) + �̂�� (�)

Because all deinitions are modifying the objective function of the learning algorithm, the method can be classiied
as in-processing approach.

Insights. The method is addressing a combination of pre-existing and technical bias, where the popularity bias
can be seen as pre-existing, and its reinforcement by the recommender system as technical bias. Furthermore,
because of the temporal nature of recommender systems, proposed methods may also address emergent bias
w.r.t. popularity shifts in the future.

The work does not explicitly express the authors’ beliefs about the mapping � from construct space �� to
observable space �� . That being said, the fairness deinition aims to equalize the exposure of diferent artist
independent of their popularity and can therefore be associated with the WAE worldview. Further, because of
a natural connection to emergent bias, the assumption of equalizing opportunity over the lifetime is also very
natural. For these reasons, the methods can be associated to substantive EO, and speciically with luck-egalitarian
EO, which would acknowledge diferent distributions of popularity in construct space. However, it is not clear
how an artist’s popularity relates to their true underlying efort at all, as it is mainly driven by the users of the
system, rather than by the artists themselves. Figure 18 summarizes our analysis.
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Fig. 18. Summary of the normative values encoded by Mehrotra et al. [34].

Algorithm. The algorithm is implemented as a combinatorial contextual bandit problem with the following
consecutive interactions between the customers and the recommendation system:

(1) The system observes context X drawn from a distribution of contexts P(X).
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(2) Based on X, the system chooses the sets � to recommend to the user.
(3) A reward function � ∈ [0, 1] is drawn from the distribution P(� |X, �) that expresses user satisfaction.
(4) The system maximizes � under diferent fairness policies.

As estimating user satisfaction is not easy, because it relies on user feedback which is hard to estimate oline, the
recommender system is modeled as a stochastic policy � that speciies a conditional distribution � (� |X). The
value � (�) of a policy is the expected reward (i.e., the user’s satisfaction) if an action � is chosen under that
policy. This value is to be estimated for a new policy �∗ given logged training data, using the inverse propensity
score (IPS) estimator, which is provably unbiased:

�oline =

︁

∀(X,�,��,��)

��1(�∗ (X) = �)
��

with �� being the propensity scores for an action � that was randomly chosen from the space of all possible
actions under context X, and 1(�∗ (�) = �) being the set indicator function that evaluates to 1 if the action
selected by the target policy matches the logged training data. With this, a metric of user satisfaction can be
computed as:

��∗ (�) = E�

[
��1(�∗ (X) = �)

��

]

Experiments. The experimental part contains a trade-of analysis between user relevance and fairness of sets,
which shows that only very few highly relevant sets also achieve high scores on fairness. This means that a
recommendation system that solely optimizes for user relevance will not automatically lead to fair and diverse
sets for the suppliers, and, in turn, that two-sided marketplaces have to optimize for both users and suppliers to
satisfy both.
Evaluation is conducted on a proprietary dataset from Spotify with 400K users, 49K artists, and 5K sets (i.e.,

playlists). When maximizing relevance � (�, �) only, the results show the highest user satisfaction, whereas when
optimizing for fairness only, user satisfaction drops by 35%. When optimizing for both, user satisfaction increases
with an increase of the weight that is given to the relevance objective. However satisfaction does not drop
signiicantly up to a fairness weight of 20%, such that policies could easily increase fairness up to that point
without trading user satisfaction signiicantly. The guaranteed relevance policy yields the best satisfaction results
in absolute numbers, and shows a linear trend of user satisfaction with increasing weights for relevance. However,
for the same levels of � , this policy achieves the least average fairness scores compared to the other two policies.
This means that the usage of the interpolating fairness policy and the probabilistic fairness policy is preferable in
situations where less fairness shall be traded for higher relevance values. When evaluating the adaptive policies,
the results highlight that personalizing the recommendation policy and adapting based on user level ainity is
better than globally balancing relevance and fairness. Interestingly, adaptive policies lead to a relatively high
fairness mean compared to global policies, while at the same time increasing the overall user satisfaction. This is
another example where the general assumption that a trade-of between fairness and relevance is a necessary
evil, is shown not to hold.

4.3 Fairness in Two-sided Markets

Fairness Deinition. The work of Sühr et al. [48] gives a case study of a two-sided matching platform, namely,
a ride-hailing platform such as Uber. This paper discusses fairness in a platform performing repeated matches
of providers (drivers) and consumers (riders) over time. Fairness is seen in terms of fair distribution of driver’s
income, given their active time in the system. It is explicitly considered over time, because a single matching does
not have a signiicant long-term efect on the life of the people that are matched, and because income equity can
be amortized over a longer period, such as a week or a month. Note that the paper speaks explicitly about riders
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and drivers, but in a broader sense those can be seen as usersU of the system and candidates C to be matched to
them.

Customer utility �U is described as a customer Ub’s waiting time, which is approximated using the negative
distance � of a driver Ca to them:

�U (�, �) = −� (Ub, Ca)
Driver utility is described as the income a driver receives from transporting a customer, which is approximated
using the distance from the customer’s pick-up location to their destination, reduced by the distance the driver
has to travel in order to arrive at the respective pick-up location:

�C (�, �) = � (Ub, dest(U�
b)) − � (Ub, Ca)

The paper then deines two fairness concepts. First, the authors introduce parity fairness: over time, the sum
of received utility shall be (almost) equal for all drivers in C:

︁

�

︁

�

|��
Ca −��

Cb | < �

with ��
Ca being the total utility that driver � received until matching round � . Second, the authors deine

proportional fairness: over time, the sum of received utility normalized by their active driving time shall be
equal for all drivers

︁

�

︁

�

�����
��

Ca
Λ
�
Ca

−
��

Cb
Λ
�
Cb

����� < �

where Λ�
�
( �) is the total amount of time a driver has been active on the platform until � .

Insights. The work does not talk about any protected groups and instead tries to equalize the (hourly) wage of
all drivers in the system. Also, the drivers’ efort is not considered other than in the sense of their active time, and,
as such, it does not make sense to associate this method with a particular equality of opportunity framework. The
assumption behind this work is that driving skills are essentially the same and therefore all drivers should be paid
equally. It is an extreme case of the WAE worldview in which not only do all groups have the same qualiication
distribution, but the absolute qualiication values are the same for each individual. The biases addressed are of a
technical and emergent nature. Emergent bias would result in the sense that the drivers’ locations are shaped by
the platform, and driver may be concentrated in certain hot spots, while some locations remain less frequented,
potentially disadvantaging riders who which to be picked up near those locations. Figure 19 summarizes our
analysis.

Algorithm. The method deines a two-sided optimization objective to minimize the diference of the utilities of
drivers (resp. customers) as compared to the maximum utility gained by any driver (resp. customer) up until the
previous matching round:

︁

�

︁

�

� ·
����max

�′
��−1

Ca′ −
(
��−1

Ca +��
�,� ·�

�
C (�, �)

)����

+ (1 − �) ·
����max

�′
��−1
Ub′

−
(
��−1
Ub

+��
�,� ·�

�
U (�, �)

)����

where��
�,�

is 1 if driver Ca is matched to customerUb in round� and 0 otherwise, and � is a hyper-parameter to

continuously interpolate between producer and consumer fairness. This objective is translated into an integer
linear program.

Experiments. Experiments are performed on a dataset from a ride hailing platform in an Asian city consisting of
1462 registered drivers, and measure income inequality using the generalized entropy index (GEI).. As passengers
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Fig. 19. Summary of the normative values encoded by Sühr et al. [48].

are not registered, every request is handled using a unique job id, with 231,268 jobs in total. The analysis of
the dataset shows that supply exceeds demand by an order of magnitude, and driver income is, hence, a scarce
resource. Then diferent matching strategies are compared to each other w.r.t. their efects on driver and customer
utility:

• Nearest driver irst is a simple objective for low customer waiting times. It yields the highest average
driver utility, but has the largest discrepancies in terms of driver income (i.e., a high GEI).

• Worst-of driver irst yields almost equal driver income, but lowest customer utility. It also shows
undesired efects, such as lowering hourly wages for drivers that have long active periods, because whenever
a new driver joins the system, they have the lowest possible income so far, namely, zero.

• Two-sided optimization achieves better results both in terms of income equality for drivers and in terms
of customer waiting time, because drivers happen to be placed in better positions for subsequent requests.
However, it is not clear whether this result is an artifact of the dataset, or if it points to a general property
of the strategy. In any case, this inding conirms that, just as is the case for rankings [58] and for two-sided
platforms [34], fairness does not always come at the cost of utility. In fact, optimizing for fairness can
sometimes increase system utility.

5 FRAMEWORKS AND BENCHMARKS

In this section, we survey several frameworks and benchmarks that focus on fairness in ranking, and are relevant
to both score-based ranking methods from Part I (Section 5) and to supervised learning methods from Part II
(Section 3).

5.1 Fair Search

FairSearch [61] is an open source API to provide fair search results, which is designed as stand-alone libraries
(supported in Python and Java) and plugins of Elasticsearch (supported in Java). Users can run FairSearch together
with their own datasets once these have been formatted as required. FairSearch is designed for learning-to-rank
and information retrieval tasks, where the input is queries and documents with relevance scores to each query.
For an unseen query, FairSearch outputs a ranked list of relevant documents for it.
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FairSearch implements two algorithms to guarantee fair ranking as search results: an in-processing technique
named as DELTR (see details in Section 3.2.1) and a post-processing one called FA*IR (details in Section 3.3.1) For
the support of DELTR, FairSearch provides an of-line wrapper to train a fair ranking model using DELTR that is
later uploaded and stored in Elasticsearch as plugins. For FA*IR, FairSearch applies FA*IR algorithm to rerank the
search results provided by Elasticsearch and presents it as inal search results to users. The implementation of
FairSearch can be found in https://github.com/fair-search.

5.2 TREC Fair Ranking Track

The Text REtrieval Conference (TREC)4, an annual conference operated by the U.S. National Institute of Standards
and Technology (NIST) to support information retrieval research, has a track for fair ranking that evaluates
systems according to how well they fairly rank documents, starting from 2019. Each year’s Fair Ranking track
deines 1-2 information retrieval tasks that ask participants to build systems to address. The tasks are provided
with a corpus of documents as training data and a set of queries for evaluation. The participants submit their
system’s responses to these evaluation queries, and the task organizers score each submission based on some
pre-deined measurements that are also provided to the participants with the tasks. Thus, the Fair Ranking
track could be seen as a benchmark that allows the comparison of diferent methods to guarantee fairness in
information retrieval tasks.
The Fair Ranking track 2019 [5] focuses on re-ranking academic abstracts given a query. The objective is

to fairly represent relevant authors from several, undisclosed group deinitions. Note that these groups can be
deined in a variety of ways, and the deinition of groups is not provided by the task organizers and will be a
part of evaluation to test the robustness of the results for various group deinitions. The Fair Ranking track 2020
also focuses on scholarly search and fairly ranking academic abstracts and papers from authors belonging to
diferent groups. The 2021 focused on fairly prioritising Wikimedia5 articles for editing to provide a fair exposure
to articles from diferent groups.

5.3 Ranking Facts

Ranking Facts [56] is a Web-based application that generates a łnutritional labelž for rankings. The nutritional
label is made up of a collection of visual widgets that implement research results on fairness, stability, and
transparency for rankings, and that communicate details of the ranking methodology, or of the output, to the end
user. Ranking Facts is designed for score-based rankings, where rankers are speciied by users as input.
Ranking Facts supports tabular datasets as inputs. Users are asked to upload a dataset as in CSV format

and specify a score-based ranking function. For fairness and diversity concerns, users are also required to
specify an attribute in the uploaded data as the sensitive one to deine group membership. Then, Ranking Facts
generates a nutritional label of the generated ranking. The fairness widget in a produced label implements
three deinitions of group fairness: whether a fair ranking shows proportional representation, encodes pairwise
comparison, or satisies the deinition by FA*IR (see details in Section 3.3.1). Ranking Facts can be accessed at https:
//dataresponsibly.github.io/tools/. The code is available at https://github.com/DataResponsibly/RankingFacts.

6 DISCUSSION AND RECOMMENDATIONS

In Part I and Part II of the survey, we discussed the principal functioning of fair ranking methods, and made
explicit the technical choices they make and the value frameworks they encode. In this section we discuss our
insights and draw a set of recommendations for the evaluation of fair ranking methods.

4https://trec.nist.gov
5https://www.wikimedia.org
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Our recommendations are aimed at data science researchers and practitioners. With these recommendations
we aim to establish best practices for the development, evaluation, and deployment of fair ranking algorithms,
and to avoid potentially harmful uninformed transfer of methods from one application domain to another.

Recommendation 1: Make Values and Context of Use Explicit. Diferent application scenarios require diferent
value frameworks. The classiication frameworks we presented in this paper are meaningful if the application
scenario is concerned with aspects of distributive justice. However, even if a situation requires distributive justice
to be taken into account, the goods or beneits to be distributed play a key role in determining which framework
should be applied.
For example, college admissions (educational opportunity) may require a diferent interpretation of fairness

than hiring or user rating prediction in online shops (economic opportunity). To avoid algorithmic solutionism,
users of fair rankers must irst clearly articulate their own moral goals for a ranking task, and choose a fairness-
enhancing method that is consistent with their goals. To facilitate this choice, the fairness concepts behind a fair
rankers must be made explicit by their creators.

Values are rarely made explicit in fair ranking papers. A reader looking to adopt a method to their application
context will often use the experiments section of a paper to decide whether the method will łworkž for them.
We often see experimental sections in which all available datasets, corresponding to vastly diferent contexts
of useÐfrom recidivism risk prediction, to credit scoring, to college admissions, to matching platforms like
AirBnBÐare used to show performance of a method, but without an explanation as to why the dataset was
selected, other than that it was available and items in it have scores on which to rank. For example, the COMPAS
dataset [2] is often used in experiments for papers that propose methods for distributive justice [55, 57], yet the
dataset was collected for a legal decision making task and so this use is out of scope. We caution against this
practice and recommend that, when designing their experiments, the authors should carefully substantiate the
appropriateness of using a proposed method on a particular dataset in the context of a speciic ranking task. This
substantiation should be made by mapping the method and the task to a value framework.

Recommendation 2: Surface Normative Consequences of Technical Choices. Algorithmic rankers are complex
technical objects, and many implicit and explicit choices go into their design. In this paper we discussed an
important technical dimension of ranker design, namely, the representation of group structure: howmany sensitive
attributes a ranker handles, and whether these are binary or multinary. This technical choice in turn impacts what
type of discrimination a fair ranker can help address (e.g., on one or on several sensitive attributes), and whether it
can address intersectional concerns and, if so, what speciic concerns are in scope (e.g., representation constraints
on intersectional groups, diferences in score distributions, or imbalanced loss in utility). We deliberately discussed
intersectional discrimination under the heading of mitigation objectives, rather than presenting it as a purely
technical choice, and we recommend that designers of fair rankers explicitly discuss both their technical choices,
and what consequences they have for applicability.
Another important technical dimension is where in the processing pipeline bias mitigation is applied (recall

Figure 6 on page 11 in the irst part of this survey). Pre-processingmethods have the advantage of early intervention
on pre-existing bias. The advantage of in-processing methods is that they do not allow a biased model to be
trained. The advantage of post-processing methods is that they provide a guaranteed share of visibility for
protected groups. However, post-processing methods are be subject to legal debates in the US because of due
process concerns that may make it illegal to intervene at the decision stage (e.g., Ricci v. DeStefano [49]). In the
EU, post-processing methods can be used if other methods fail to comply with EU anti-discrimination law. We
recommend that the designers of fair rankers substantiate the appropriateness of their technical choice based on
the context of use, on for which their method was designed, as well as on the region of use to avoid legal pitfalls.
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Recommendation 3: Draw Meaningful Comparisons. Additional research is needed to understand how methods
with opposing worldviews, conlicting understandings of equality of opportunity, and diferent addressed biases
can be compared in a meaningful way. For example, in their experiments the authors of Fair-PG-Rank [43]
compare its results to those of DELTR [58], but as their measure of disparate exposure is vastly diferent and the
bias they are focusing on is not the same, it is not clear what conclusion to draw from such comparisons. Making
the values and the context of use explicit will go a long way towards helping design meaningful experimental
comparisons between methods, rather than mechanically comparing apples to oranges.

7 CONCLUSION

In this survey we gave an extensive overview of the state-of-the-art literature of fair ranking in the domains of
score-based and supervised learning-based ranking. We introduced important dimensions along which to classify
fair ranking methods, mapping their assumptions and design choices to the normative values they incorporate.
We outlined the technical details of all methods, presented commonalities and diferences, and categorized each
technical choice by its implicit values within the normative dimensions. We discussed implications of normative
choices and gave recommendations for researchers on how to make such choices in their work explicit.

Most fair ranking methods are concerned with the concept of distributive justice, as they aim to fairly distribute
the visibility in a ranking among the candidates. Our focus on distributive justice allowed for the mapping
between the worldviews and the equality of opportunity concepts in the framework we proposed. However,
this mapping is only meaningful in a distributive context and most likely cannot be transferred to a diferent
setting. In the future we hope to see work that relates to other concepts of justice, such as procedural justice,
which is concerned with the fairness and transparency of a decision making process, and is therefore particularly
important in legal decision making. It will be interesting to study whether fairness-enhancing methods designed
for concerns of distributive justice can be transferred to the context of procedural justice in a meaningful way.

Another interesting direction to classify fair ranking methods within distributive justice contexts is to under-
stand the properties of ranking scores with respect to diferent indexes of advantage. Commonly, the score models
a candidate’s potential utility to the user of the ranking, which stems from welfarism/utilitarianism and, as such,
incorporates an idea of satisfaction and preference [40]. In contrast, Rawls judges the goodness of a distribution
in terms of so-called primary goods. It is important to explore the implications of these diferent conceptions of
advantage, and, crucially, understand whether they can be combined in a common fairness objective.
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