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We present the first conservative finite volume numerical scheme for the causal, stable relativistic

Navier-Stokes equations developed by Bemfica, Disconzi, Noronha, and Kovtun (BDNK). BDNK theory

has arisen very recently as a promising means of incorporating entropy-generating effects (viscosity, heat

conduction) into relativistic fluid models, appearing as a possible alternative to the so-called Müller-Israel-

Stewart (MIS) theory successfully used to model quark-gluon plasma. The major difference between the

two lies in the structure of the system of partial differential equations (PDEs): BDNK theory only has a set

of conservation laws, whereas MIS also includes a set of evolution equations for its dissipative degrees of

freedom. The simpler structure of the BDNK PDEs in this respect allows for rigorous proofs of stability,

causality, and hyperbolicity in full generality which have as yet been impossible for MIS. To capitalize on

these advantages, we present the first fully conservative multidimensional fluid solver for the BDNK

equations suitable for physical applications. The scheme includes a flux-conservative discretization,

nonoscillatory reconstruction, and a central-upwind numerical flux and is designed to smoothly transition

to a high-resolution shock-capturing perfect fluid solver in the inviscid limit. We assess the robustness of

our new method in a series of flat-spacetime tests for a conformal fluid and provide a detailed comparison

with previous approaches of Pandya and Pretorius [Phys. Rev. D 104, 023015 (2021)].

DOI: 10.1103/PhysRevD.105.123001

I. INTRODUCTION

Relativistic hydrodynamics is a general framework based
on the notion that many substances, even if governed by
vastly different physics on small spatiotemporal scales,
may be well understood on sufficiently large scales by
appealing to thermodynamics and conservation laws for the
local energy, momentum, and baryon number [1]. This
framework has resulted in the development of successful
fluid models of even exotic substances, such as the quark-
gluon plasma (QGP) produced in collisions of heavy ions,
black hole accretion flows, and the matter composing
neutron stars. Experimental breakthroughs in studying
the QGP, in particular, have spurred significant growth
in the theoretical understanding of relativistic fluids, as the
Relativistic Heavy Ion Collider is now sufficiently sensitive
to observe phenomena beyond the scope of ideal (non-
dissipative) hydrodynamics [2]. Likewise, there are indi-
cations that similar phenomena may become relevant in
modeling astrophysical sources for the next generation of

telescopes and gravitational-wave observatories [3,4], fur-

ther motivating theoretical focus on extending relativistic
hydrodynamics beyond thermodynamic equilibrium.
The modern interpretation of hydrodynamics views it as

the expansion of a given microscopic physical theory (such
as, for example, kinetic theory) for small values of the

Knudsen number, Kn≡ l=L ≪ 1, which gives the ratio of

the microscopic (l) and macroscopic (L) length scales
characterizing the system of interest. The primary advan-

tage a fluid model provides lies in the notion that many of
the microscopic degrees of freedom average out when

l ≪ L, often resulting in a vast simplification of the

equations of motion and corresponding dynamics.
Though hydrodynamics is thought of in terms of the

coarse graining of some microscopic theory, it is often the

case that the microphysics of interest is not known and
the fluid model is being used to make predictions in its

stead. In these cases, hydrodynamics is thought of as a

long-wavelength effective field theory for a system with
Kn ≪ 1. Such a theory is typically defined by prescribing a

definition for a set of conserved currents (the stress-energy

tensor and a baryon current) in terms of “hydrodynamic
variables” drawn from equilibrium thermodynamics,

common examples of which include the temperature and
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particle density. This can be done by reference to the so-
called gradient expansion, which assumes (1) that the
system is sufficiently near equilibrium such that it may
be parametrized using variables drawn from equilibrium
thermodynamics and (2) that gradients of these parameters
may be treated as small quantities. The latter assumption
may be thought of as morally tantamount to the assumption
that Kn ≪ 1, since the natural way to incorporate said
derivative terms is through quantities of the form
l∇ ∼ l=L≡ Kn.
In the gradient expansion approach, ideal (perfect fluid)

hydrodynamics appears as the simplest such theory since
all possible gradient terms are dropped from the definitions
of the conserved currents. In this respect, ideal hydro-
dynamics is zeroth order in gradients, and perfect fluids are
always in local thermodynamic equilibrium. Effects arising
outside of equilibrium (e.g., viscosity, heat conduction) are
neglected at zeroth order, but can be incorporated by adding
to the perfect fluid conserved currents the set of first
derivative corrections, defining what is known as first-order
relativistic hydrodynamics.
In order to capture the nonequilibrium effects of vis-

cosity and heat conduction, Eckart [5] and Landau and
Lifshitz [6] independently put forth their namesake fluid
theories, each of which arises at first order in the gradient
expansion. Long before these theories could be applied,
however, they were shown to be pathological [7,8],
possessing acausal characteristics and unstable equilibrium
states. At the time, these issues were incorrectly attributed
to first-order hydrodynamics in general, leading to the
widespread adoption of an alternative formulation known
as Müller-Israel-Stewart (MIS) theory [9–11] which
includes both first- and second-order gradient terms.

1

Though the original version of MIS theory has the same
issues with its first-order terms (related to the so-called
hydrodynamic frame, as will be discussed later), the
problems with stability and causality were fixed by
promoting the dissipative corrections to independent
degrees of freedom complete with their own evolution
equations. This additional structure allowed for proofs of
causality and stability for the linearized theory [8], and
MIS-type theories became the standard to model relativistic
dissipative fluids for decades to come [16–19].
Inspired by a series of works due to Van and Biro [20,21]

and Freistühler and Temple [22–24], Bemfica et al. [25,26],
Kovtun [27], and Hoult and Kovtun [28] put forth a general
first-order theory (which we will refer to here as “BDNK
theory”) free of the pathologies of the theories of Eckart
and Landau-Lifshitz. The key insight of these works is that
the choice of coefficients weighting the gradient terms—the

so-called hydrodynamic frame
2
—must be made carefully:

“good” choices of frame lead to causal, stable, strongly
hyperbolic theories, and “bad” choices (such as those
of Eckart and Landau-Lifshitz) result in unphysical ones.
The success of MIS theory in this regard derives from the
“relaxation” form taken by the evolution equations for the
dissipative degrees of freedom, which allows them to
temporarily deviate from their (potentially acausal or
unstable) Navier-Stokes values [2]. However, MIS-type
theories should not be viewed as entirely distinct from the
BDNK approach. In fact, it can be shown that extensions of
MIS theories to generalized hydrodynamic frames reduce
to BDNK theory instead of (acausal) Navier-Stokes equa-
tions in the first-order limit [29]. More work toward
understanding this connection [30] and in deriving fluid
models from microphysical theories [31] is needed to
clarify this connection.
BDNK theory possesses a number of features which may

be viewed as advantages over MIS theory. Most apparent of
these is that BDNK theory does not possess the additional
(dissipative) degrees of freedom and corresponding evolu-
tion equations which characterize MIS-type approaches.
This partial differential equation (PDE) structure allows for
rigorous proofs of strong hyperbolicity, causality, and the
stability of equilibrium states for the class of BDNK
theories where the transport coefficients satisfy a set of
frame constraints [26]. Similar proofs do not exist in full
generality for MIS theories, and the few that do

3
give

constraints which are functions of both the transport
coefficients and the dissipative degrees of freedom. The
latter are “dynamical” in the sense that they depend on the
state of the fluid, and this is an important distinction
compared to BDNK, which only has state-independent
constraints (as such these constraints can be considered to
be part of the microphysical description of the fluid, since
that determines the transport coefficients). For MIS this
juxtaposition implies constraints have to be monitored
within a simulation to ensure they are not dynamically
violated (a step which is often omitted in the literature,
leading to, for example, a number of studies which evolved
fluids in regimes where the characteristics of the equations
had superluminal speeds [34]).
Frame complications also cause problems for physical

scenarios relevant to astrophysics: MIS breaks down when
sufficiently strong (high Mach number) shock waves form
[35], whereas arbitrarily strong shock wave solutions exist
in BDNK theory for well-chosen frames [36,37]. On the

1
MIS-like theories were specifically adopted to deal with the

problems of Eckart and Landau and Lifshitz theories, not because
second-order terms were thought to be relevant; in fact, most
studies (e.g., [12,13] in astrophysics, and [14,15] in nuclear
physics) drop many of these terms to simplify computations.

2
Here we will use the term “frame” to refer to hydrodynamic

frame; when specifying a Lorentz (coordinate) frame, we will use
the terms “reference frame” or “rest frame.”

3
MIS theory has been proven to be causal subject to a set of

dynamical constraints, locally well-posed for Gevrey initial data
when heat conduction and particle diffusion are neglected [32],
and hyperbolic when all dissipative effects except bulk viscosity
are dropped [33].
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other hand, astrophysical problems, by and large, require
the consistent inclusion of magnetic fields into the evolu-
tion, which is currently only known for MIS-type dis-
sipative theories [38–42]. Despite the lack of causality
constraints, such theories have been successfully used in
astrophysical studies [43,44].
Furthermore, MIS theory has the benefit of a strong base

of existing numerical infrastructure developed to model
heavy-ion collisions [15,45,46]. The existence of evolution
equations for the dissipative corrections leaves the principal
part of the conservation laws unchanged, allowing one to
solve these equations in largely the same way as in ideal
hydrodynamics. The equations used to evolve the dissipative
corrections require novel methods, however, these problems
were thoroughly addressed in the heavy-ion literature
mentioned previously. BDNK theory, on the other hand,
has no additional degrees of freedom beyond ideal hydro-
dynamics and hence only has the stress-energy and particle
current conservation laws; however, these equations are not
amenable to the numerical methods of ideal hydrodynamics
due to the presence of first derivative terms in the conserved
currents. Thus novel approaches are required to apply
BDNK theory in numerical models of physical systems.
In this study, we build upon the exploratory work of [36]

to provide a BDNK evolution scheme with enhanced
stability for flows with high Lorentz factors, strong shock
waves, and near-vacuum states, all of which arise generi-
cally in many physical systems of interest. The scheme is
based on a flux-conservative finite volume discretization
complete with nonoscillatory primitive variable
reconstruction and a central-upwind numerical flux func-
tion. We also address problems unique to the BDNK
equations and present a novel algorithm for primitive
variable recovery capable of handling the numerically
difficult inviscid limit, wherein the BDNK equations reduce
to the relativistic Euler equations. In said limit, our scheme
reduces exactly to a high-resolution shock-capturing
(HRSC) finite volume perfect fluid solver.
We structure the remainder of the study as follows: In

Sec. II, we begin with a brief overview of relativistic
hydrodynamics and define the BDNK conserved currents.
To clarify our presentation, we then specialize to a fluid
with simple microphysics (namely conformal symmetry)
and trivial spacetime geometry (4D Minkowski spacetime).
In Sec. III, we outline our numerical method. More
precisely, we review the finite volume method and explain
how it is applied first in ideal hydrodynamics, then how we
adapt it to a BDNK fluid. The new code’s performance is
evaluated in a set of problems with variation in one and two
spatial dimensions, designed to test constraint preservation,
stability for high-velocity flows with shock waves, and the
behavior of solutions approaching the inviscid limit; these
tests are presented in Sec. IV. In Sec. V we conclude with
avenues for future work. In the Appendixes we list the
BDNK conserved currents in our chosen coordinate basis,

give an overview of how to generalize the scheme beyond
conformal symmetry, review the weighted essentially non-
oscillatory (WENO) algorithm, and show examples of our
scheme’s convergence properties.

II. EQUATIONS OF MOTION

Relativistic fluid models are typically defined through

two conserved currents: the stress-energy tensor Tab and a
baryon current Ja, each of which must obey

∇aT
ab ¼ 0; ð1Þ

∇aJ
a ¼ 0: ð2Þ

Hydrodynamics models a substance’s long-wavelength
behavior by asserting that all of the microphysical degrees
of freedom average out at the scales of interest, such that in
d spacetime dimensions the dþ 1 constraints (1) and (2)
are sufficient to specify its macroscopic evolution. These
dþ 1 constraints are then interpreted as a set of evolution
equations for dþ 1 state variables, which are typically
drawn from the laws of thermodynamics, leaving the fluid
theory largely agnostic of the microphysics it is approxi-
mating. Typical choices of these hydrodynamic variables
include the local flow four-velocity ua (assumed to be
timelike), as well as a set of scalar variables which are
related to other, similar quantities by the laws of thermo-
dynamics. Here we will use the energy density ϵ and the
baryon number density n, though these are occasionally
replaced by the temperature T and chemical potential μ in
the literature.
Asserting that an observer comoving with the fluid sees

energy density ϵ, an isotropic pressure P, and a number
density n, gives the “perfect fluid” (ideal) stress-energy
tensor and particle current

Tab
0 ¼ ϵuaub þ PΔab; ð3Þ

Ja0 ¼ nua; ð4Þ

where the tensor

Δ
ab ¼ gab þ uaub ð5Þ

projects onto the space orthogonal to ua. Combining (3)
and (4) with (1) and (2) yields the relativistic Euler
equations. Note that (3) and (4) have dþ 2 parameters,
rather than dþ 1—this implies that an additional closure
relation, Pðϵ; nÞ, is required; the definition of Pðϵ; nÞ is
known as the equation of state.
One can better understand the thermodynamic properties

of the perfect fluid if one takes the projection of the
relativistic Euler stress-energy conservation equation (1)
and (3) along ub,
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∇a½ðϵþ PÞua� ¼ ua∇aP: ð6Þ

Applying the thermodynamic relation dP ¼ sdT þ ndμ,
where s is the entropy density, then adding μ∇aJ

a
0 ¼ 0 to

the right-hand side results in

∇aðϵþ P − μnÞua ¼ uas∇aT: ð7Þ

Using the first law of thermodynamics in intrinsic form,
ϵþ P − μn ¼ Ts, one arrives at the result

∇aðsuaÞ ¼ 0; ð8Þ

which may be interpreted as a conservation law for the
entropy current, implying that entropy is conserved in

ideal hydrodynamics.
4

Hence a different theory is
required to incorporate entropy-producing dissipative
processes such as heat conduction (diffusion due to
thermal gradients) or viscosity (momentum transfer
due to velocity gradients).
A natural place to start when constructing a dissipative

fluid theory, then, is by including gradient terms in Tab and
Ja. Formally, this procedure may be thought of as an
expansion about thermodynamic equilibrium. Since local
fluctuations in the hydrodynamic variables are expected to
be small, their gradients are assumed to be small as well,
allowing one to stratify gradient corrections to the con-
served currents by the order of derivative terms (or by the
exponent of such terms, if they appear nonlinearly).
Explicitly, this approach asserts that the “true” conserved
currents (from the full microphysical theory, whatever that
may be) can be written in a gradient expansion

5

Tab ¼ Tab
0 þOð∇Þ þOð∇2Þ þ � � � ;

Ja ¼ Ja0 þOð∇Þ þOð∇2Þ þ � � � ; ð9Þ

where the Oð∇Þ terms include only first gradients, the

Oð∇2Þ terms include second gradients and products of first
gradients, and so on. In practice, it is impossible to

construct Tab; Ja up to infinite order in derivative terms,
so one typically truncates them after including all such

terms up to a given order
6
n, denoted here with a

subscript,

Tab
n ¼ Tab

0 þOð∇Þ þ � � � þOð∇nÞ;
Jan ¼ Ja0 þOð∇Þ þ � � � þOð∇nÞ: ð10Þ

By construction, the perfect fluid stress-energy tensor and
particle current are recovered when all derivative correc-

tions to Tab; Ja are dropped; in other words, the perfect
fluid arises from truncating the gradient expansion at zeroth

order, keeping only Tab
0 ; Ja0.

BDNK theory [26] arises when truncating the gradient

expansion at first order,
7
and defines Tab

1 ; Ja1 by taking

linear combinations of all allowed one-derivative terms,
weighted by zero-derivative transport coefficients. In [26],
the authors also provide a set of conditions on these
transport coefficients which guarantee the theory be
strongly hyperbolic, causal, consistent with the second
law of thermodynamics within the regime of validity of the

gradient expansion [e.g., ∇aðsuaÞ ≥ 0þOð∇3Þ, cf. (8)],
and have stable equilibrium states.
The BDNK conserved currents are

Tab
1 ¼ðϵþAÞuaubþðPþΠÞΔabþQaubþQbua−2ησab

ð11Þ

and

Ja1 ¼ N ua þ J a; ð12Þ

where each has dissipative contributions linear in gradients
of the hydrodynamic variables. These gradient corrections

to Tab are defined to be

A ¼ τϵ½uc∇cϵþ ðϵþ PÞ∇cu
c�; ð13Þ

Π ¼ −ζ∇cu
c þ τP½uc∇cϵþ ðϵþ PÞ∇cu

c�; ð14Þ

Qa ¼ τQðϵþ PÞuc∇cu
a þ βϵΔ

ac∇cϵþ βnΔ
ac∇cn; ð15Þ

and

4
Entropy can increase when shocks are present, though. In

these cases, the physical solution is given by the weak formu-
lation of the equations. Since the weak solution may not be
unique, the physical one is that which satisfies the second law of
thermodynamics [47].

5
Though in most cases it is unknown if the gradient expansion

converges, there are many known examples where it does not
[48–51]. Remarkably, in some cases even beginning with far from
equilibrium and varied initial conditions, solutions still approach
a similar ideal hydrodynamic evolution at late times, a phenome-
non typically attributed to the existence of a universal attractor
solution [52,53].

6
Though one can certainly write down higher-order gradient

theories (see, e.g., the third-order theory of [54]), the gradient
expansion written in (10) is not meant to imply that higher-order
theories are always strictly “better” than lower-order ones. In fact,
it has been shown that inconsistencies arise already at second
order in gradients, both in nonrelativistic contexts (super-Burnett
theory) [55] and relativistic contexts (MIS theory) [56].

7
The aforementioned MIS theory may be interpreted as

arising from a truncation at second order in gradients, though
it was not originally derived by reference to a gradient expansion;
see [16,36].
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σab ¼ 1

2

�

Δ
ac
Δ

bd∇cud þ Δ
ac
Δ

bd∇duc −
2

3
Δ

ab
Δ

cd∇cud

�

;

ð16Þ

which are the correction to the energy density, the bulk
viscous pressure, the heat flow vector, and the shear tensor,
respectively. It turns out that one may drop all gradient
corrections to the particle current without compromising
the hyperbolicity, causality, or thermodynamic stability
properties of the resulting PDEs [26]. We make such a
choice here and set

N ¼ n; J a ¼ 0: ð17Þ

Note that the particle current (12) and (17) now takes the
same form as in ideal hydrodynamics, and that one recovers
the perfect fluid stress-energy tensor (3) from (11) if the

gradient corrections A;Π;Qa; ησab all vanish.
Each of the gradient terms is linear in one of the transport

coefficients, which themselves are free of derivatives and
are derived from the thermodynamics of the specific
substance being modeled. Inspection of the terms above
shows that these coefficients fall into three categories. The
first are thermal transport coefficients,

βϵ ¼ τQ

�

∂P

∂ϵ

�

n

þ σTðϵþ PÞ
n

�

∂ðμ=TÞ
∂ϵ

�

n

;

βn ¼ τQ

�

∂P

∂n

�

ϵ

þ σTðϵþ PÞ
n

�

∂ðμ=TÞ
∂n

�

ϵ

; ð18Þ

which depend on derivatives of the equation of state Pðϵ; nÞ
and chemical potential divided by the temperature, μ

T
ðϵ; nÞ,

which must be computed via the laws of thermodynamics.
Next are the transport coefficients corresponding to well-
known dissipative effects, namely the shear viscosity η,
bulk viscosity ζ, and thermal conductivity σ (which appears
in βϵ, βn). Finally there are a set of three relaxation times τϵ,
τQ, τP which set the dissipative timescales.

Here, as in [36], for the sake of simplicity we specialize
to a fluid with an underlying conformal symmetry (which

requires gabT
ab ¼ 0) and we set μ ¼ 0. Together these

conditions
8
imply

Pðϵ; nÞ ¼ ϵ

3
; Π ¼ A

3
; ζ ¼ 0;

βϵ ¼
τQ

3
; βn ¼ 0; τP ¼ τϵ

3
; ð19Þ

leaving us with only the shear viscosity η and the two
relaxation times τϵ, τQ. Note that the stress-energy tensor is

now free of n, and hence Ja1 (12) and Tab
1 (11) decouple.

In [36], this fact is used to neglect the evolution of the
particle current; here we choose to evolve Ja1 so that we may

use the number density n as an intuitive marker of the
fluid’s behavior in the tests below.
For the remaining three transport coefficients we follow

the same prescription as in [36], adopting natural units and
writing them as

η≡ η0ϵ
3=4;

τϵ ¼
3

4ϵ
χ ≡

3

4ϵ
χ0ϵ

3=4;

τQ ¼ 3

4ϵ
λ≡

3

4ϵ
λ0ϵ

3=4; ð20Þ

where τϵ, τQ are exchanged for χ, λ to parallel the notation

of [25], and then are written with the ϵ dependence pulled
out. Writing them in this way allows us to use the
dimensionful constant η0 as a free parameter controlling
the amount of viscosity in the model, and the remaining
two constants ðχ0; λ0Þ determine the so-called hydrody-
namic frame. In accordance with [36], we choose the frame

ðχ0; λ0Þ ¼
�

25

4
η0;

25

7
η0

�

; ð21Þ

which fixes the characteristic speeds to be exactly unity.
This choice is consistent with the conditions of [25] which
establish existence and uniqueness of solutions, causality,
and linear stability about thermodynamic equilibrium, and
those of [37] establishing the existence of smooth strong
shock solutions.
With the transport coefficients written in the form (21),

the limit η0 → 0 results in χ0, λ0 → 0, and all dissipative
corrections in the BDNK stress-energy tensor (13)–(16)
vanish, reducing the BDNK conserved currents exactly to
those of the perfect fluid (3) and (4). We refer to η0 → 0 as
the “inviscid limit” of BDNK theory.
In the work that follows, we further specialize to a fluid

in 4D Minkowski spacetime and adopt a Cartesian coor-

dinate system xa ¼ ðt; x; y; zÞT . To limit computational
cost, we only consider test problems with variation in
one spatial dimension ðt; xÞ or two spatial dimensions

ðt; x; yÞ. The components of Tab
1 ; Ja1 in these coordinates are

rather long, so we relegate them to Appendix A.
In the following section we review the finite volume

method and how it is typically applied to the perfect fluid
equations of motion (1)–(4), before adapting it to the
BDNK equations (1), (2), (11)–(17).

III. NUMERICAL ALGORITHM

In this section we outline the finite volume method, then
describe how one casts the relativistic Euler and BDNK
equations into the conservative form required for its

8
A conformal fluid with μ ¼ 0 is often used as a simple toy

model for the QGP produced in heavy-ion collisions; for more on
conformal fluids, see [16].
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application. We then detail the steps in the finite volume
algorithm as they are applied to the BDNK equations in 4D
Minkowski spacetime, assuming one is only interested
in problems with variation in two spatial dimensions
(though the methods straightforwardly generalize to
higher-dimensional problems).
In Sec. III C we discuss primitive variable recovery,

which is trivial for BDNK theory, as the BDNK stress-
energy tensor is linear in its primitive variables. Care is
required to apply this analytic solution for small viscosities,
however, as the solution breaks down in cells where the
viscous terms are unresolved (smaller in magnitude than
truncation error). We detail an adaptive algorithm which
applies the perfect fluid’s primitive variable solver in
unresolved cells, allowing for a stable evolution at such
“low” resolutions.
Section III D outlines the reconstruction of primitive

variables, for which we use the WENO method [57]. For
BDNK one must also compute spatial derivatives of
primitive variables prior to reconstruction, and for that
we use a method based on the central-WENO approach
[58]. For the numerical fluxes, we use the Kurganov-
Tadmor flux function [59] and set the maximum local speed
a ¼ 1, which is the exact local characteristic speed for the
BDNK equations in the chosen hydrodynamic frame (21).
We conclude this section with a brief discussion of

the time integration algorithm used (Heun’s method) and
comment on the choice of boundary conditions.

A. Finite volume method

Though it is not yet clear whether the BDNK equations
possess sensible discontinuous shock wave solutions, it is
well known that such solutions are essential in modeling
perfect fluids, which arise in the inviscid limit of BDNK
theory. As a result, it would be preferable to develop a
numerical method for the BDNK equations which can stably
evolve solutions with sharp gradients. For this reason, we
adopt a “finite volume” discretization of the BDNK PDEs.
Before doing so, however, we will first briefly review finite
volume methods in the context of relativistic fluid
mechanics.
Finite volume methods are adapted to the solution of

hyperbolic conservation laws, which in general may be
written in the form

∂

∂t
qðpÞ þ ∂

∂xi
f iðpÞ ¼ ψðpÞ; ð22Þ

where q is a vector of conservative variables, f is the flux
tensor, ψ is a vector of sources, and each of the afore-
mentioned terms is a function of the vector of primitive
variables p.
Assuming one wants to solve the conservation law (22)

over a spatial domain D (which we will take to be two-
dimensional), one divides D into subdomains Si;j, which

we will define to be rectangular with extent jSi;jj ¼ ΔxΔy,

centered at the point ðx; yÞ. One may integrate (22) inside a
given subdomain to get

∂

∂t
q̄i;jþ

h f x
iþ1

2
;j
i−h f x

i−1
2
;j
i

Δx
þ
h f y

i;jþ1
2

i−h f y
i;j−1

2

i
Δy

¼ ψ̄ i;j; ð23Þ

where we have introduced the shorthand

X̄i ¼
1

ΔxΔy

Z

Si;j

Xdxdy; ð24Þ

hXki ¼
Z

∂Si;j

Xkdxl; k ≠ l; ð25Þ

so an overbar denotes a cell-averaged quantity, and angle
brackets denote a flux in direction k averaged over the face

of the cell at constant coordinate xk.
As written, (23) may be interpreted as a semidiscrete

evolution equation for the cell averages q̄i;j after choosing

suitable discrete approximation to the integrals (24) and
(25) and reinterpreting all variables as discrete grid func-
tions defined on the cells Si;j.

By discretizing the integral form of the conservation
law (23) rather than the PDE (22), the finite volume method
enjoys a number of advantages over other methods (such as
the finite-difference method

9
used in [36]). Most important

of these for our purposes is the ability to stably evolve
shock wave solutions, which are generically discontinuous
for inviscid flows. Such solutions satisfy the weak (integral)
form of the equations (23) but not the continuum PDE (22),
and hence may be recovered by virtue of discretizing (23)
rather than (22). It is important to note, though, that the
precise choice of discretization for the numerical fluxes F
approximating h f i has a significant impact on stability as
well as constraint preservation (namely conservation of q,
modulo sources ψ, across the simulation domain, and
preservation of the irrotational nature of the spatial gra-
dients ∂ip); these topics are discussed further in Sec. III E.
Since the conservation law (23) is discretized over a

finite-sized cell (rather than, say, a zero-volume point, as is
the case for the finite-difference method), there are a
number of additional considerations which appear when
solving the discrete equations. Consider taking a time step
of the latter beginning at time level index n (either from
initial data specified then or after a prior successful time
step); at this point, the cell-averaged conservative variables
q̄ni;j are known at time level n for all of the spatial grid

points indexed with i, j. To use the discrete version of (23)

9
It is also possible to construct a conservative finite difference

scheme, provided one defines the flux derivative term by
reference to integrals of the flux; see [57,60].
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to find the conservative variables at the next time level q̄nþ1
i;j ,

one has to take the following steps:
(1) To solve (23), one needs to compute the flux terms

h f i and the source term ψ̄, which are functions of
the primitive variables p. This is done by inverting
the definitions of the (known) conservative variables
qðpÞ to find p̄ni;j. This step is known as “primitive

variable recovery.”
(2) Once the primitive variables are known, the source

term ψ̄
n
i;j can be trivially computed. Computing the

flux terms is not so straightforward, however, since
these are averaged over cell faces (25) and the
primitive variables we have computed are cell
averages p̄ni;j. Hence one must interpolate the primi-

tive variables from the cell average p̄ni;j to the

interfaces h pni;ji in a step known as “reconstruction.”
(3) Using the interface-averaged primitive variables

h pni;ji one can finally compute the numerical fluxes

approximating h f i. The discretization (23) may now
be solved for the cell-averaged conservative varia-

bles at the next time level q̄nþ1
i;j .

In the following sections we explain in detail how each
of the above steps is carried out, first for the relativistic
Euler equations, and then for the BDNK equations. We
begin by casting both sets of equations into conservative
form (22), then address primitive variable recovery,
reconstruction, and numerical flux computation in succes-
sive subsections. We conclude the section with a brief
discussion of the time integration algorithm and the types
of boundary conditions implemented for the numerical tests
which follow.

B. Relativistic fluid equations in conservative form

Both the relativistic Euler equations (1)–(4) and the
BDNK equations (1), (2), and (11)–(17) can be cast into the
form (22) in the same way. Combining the different
components of the equation into vectors, one can write
(1) as

q¼

0

B

@

Ttt

Ttx

Tty

1

C

A
; f x¼

0

B

@

Ttx

Txx

Tyx

1

C

A
; f y¼

0

B

@

Tty

Txy

Tyy

1

C

A
; ψ¼0; ð26Þ

where each equation comes from a row of the vectors above.

For example, the first equation is Ttt
;t þ Ttx

;x þ T
ty
;y ¼ 0.

The particle current conservation law (2) is a scalar
equation and may be written

q ¼ Jt; fx ¼ Jx; fy ¼ Jy; ψ ¼ 0; ð27Þ

as mentioned before, the particle current is identical
between the relativistic Euler and BDNK equations. As
a result, one may evolve the particle current (and hence n)

forward through time using standard methods used to solve
the equations of ideal hydrodynamics. In the sections that
follow, we focus on the methods used to solve (1). After
defining these methods, we briefly summarize how they are
applied to solve (2) in Sec. III F.
Though (26) appears to be essentially identical between

the zeroth- and first-order theories, differences arise in the
primitive variable recovery step (because each has a different
set of primitive variables), in reconstruction, as well as in the
computation of the flux terms. These differences will be
described in the following three subsections.

C. Primitive variable recovery

For a conformal fluid in 4D Minkowski spacetime with
variation in ðt; x; yÞ, the set of primitive variables for the
perfect fluid (3) and (4) are

p0 ¼

0

B

@

ϵ

ux

uy

1

C

A
: ð28Þ

The primitive variable solution p0ðq0Þ can be carried out
analytically in this case and is given by

ϵ ¼ −Ttt þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

6ðTttÞ2 þ 3½ðTttÞ2 − ðTtxÞ2 − ðTtyÞ2�
q

;

jvj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðTtxÞ2 þ ðTtyÞ2
p

Ttt þ 3ϵ
; ut ¼ 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − jvj2
p ;

ux ¼ 3utTtx

3Ttt þ ϵ
; uy ¼ 3utTty

3Ttt þ ϵ
: ð29Þ

It is important to stress that, in general, the primitive variable
solution analogous to (29) cannot be found analytically; the
fact that it can be here is a result of conformal symmetry, the
choice of Cartesian coordinates, and the flat-spacetime
background.
To write the BDNK equations—which, unlike the rela-

tivistic Euler equations, are second-order PDEs—in
conservative form, one must perform a first-order reduction,
defining the BDNK primitive variables in terms of time
derivatives of the hydrodynamic variables. Explicitly, one
such choice would be to take p1 ¼ _p0 ¼ ð_ϵ; _ux; _uyÞ, where
an overdot is shorthand for a time derivative, _X ≡ ∂tX. Here,
for improved stability

10
we evolve ξ≡ lnðϵÞ instead of ϵ, and

hence we take the BDNK primitive variables to be

10
We find that the primitive variables of [36], ϵ ∈ ð0;∞Þ; vi ∈

ð−1; 1Þ can reach unphysical values as a result of numerical error
in the primitive variable recovery step. To avoid this problem, we
instead evolve ξ≡ lnðϵÞ and ui, whose values are physical for
ξ; ui ∈ ð−∞;∞Þ.
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p1 ¼

0

B

@

_ξ

_ux

_uy

1

C

A
: ð30Þ

Performing the first-order reduction implies that the system
(22) and (26) must be augmented with a set of trivial
evolution equations used to update the hydrodynamic
variables given their time derivatives; in this case, these
equations are

∂ξ

∂t
¼ _ξ;

∂ux

∂t
¼ _ux;

∂uy

∂t
¼ _uy: ð31Þ

Brief inspection of (11) would seem to imply that the
primitive variable recovery would be very difficult for the
BDNK equations, as the definition of the stress-energy
tensor is much more complicated than it is in the perfect
fluid case (3), where the primitive variable solution is
generally impossible to perform analytically. It turns out,

however, that since Tab
1 is linear in gradient terms by

construction, (11) is actually of the form

q1 ¼ q0ðp0Þ þ η0½Aðp0Þ · p1 þ bðp0; ∂ip0Þ�; ð32Þ

where we will use uppercase bold letters to denote matrices
and lowercase bold letters for vectors. Written in the
form (32), it is clear that

p1 ¼ A−1 ·

�

1

η0
ðq1 − q0Þ − b

�

; ð33Þ

so the BDNK primitive variable solution can always
11

be
obtained analytically. In this sense, primitive variable
recovery is actually simpler for BDNK than it is for the
relativistic Euler equations.
Though it is straightforward to derive the BDNK

primitive variable solution, (33) cannot be naively applied
in all cases of interest. In particular, the limit η0 → 0 causes
significant problems in numerical simulations, where
truncation error τ is introduced and (32) becomes

q1 ¼ q0ðp0Þ þ η0½Aðp0Þ · p1 þ bðp0; ∂ip0Þ� þ τ: ð34Þ

Note that truncation error appears as an additional correc-
tion to q0, much like the viscous term proportional to η0;
in this sense, τ may be thought of as the contribution
of “numerical viscosity” to the solution. Solving for p1
becomes difficult in cases where η0 is so small that
η0½A · p1 þ b�≲ τ, as (34) effectively becomes inviscid
up to truncation error,

q1 ≈ q0ðp0Þ þ τ; ð35Þ

and naive application of (33) yields

p1 ≈ A−1 ·

�

τ

η0
− b

�

; ð36Þ

where the first term is numerical error amplified by the

large factor η−10 . This problem may be stated succinctly as

follows: the BDNK primitive variable solution (33) breaks
down whenever the numerical viscosity is comparable to or
larger than the physical viscosity.
In principle, one may be interested in solving the BDNK

equations for arbitrarily small viscosities at finite grid
resolution. Here we present an adaptive algorithm to handle
such cases, where cells in which the physical viscosity is
unresolved [cf. (35)] use the perfect fluid primitive variable
solution, and those where it is resolved use a variant of (33).
The criterion used to designate a cell as viscous or inviscid
preferentially uses the former as resolution is increased,
eventually using the viscous solution exclusively at suffi-
ciently high resolution. This process should provide stable
results at low resolution which converge to solutions of the
continuum BDNK PDEs as the grid is refined.
To develop this adaptive scheme, we begin by examining

the expected behavior of p1 at η0 ¼ 0, where (33) is
indeterminate. When η0 ¼ 0, the time derivative terms p1
do not appear in the conservative variables, but instead in
the equations of motion, which are linear in said terms and
may be written (in nonconservative form) as

pPF1 ¼ cðp0; ∂ip0Þ; ð37Þ

where the superscript PF has been appended to denote
that these variables are computed using the perfect fluid
equations of motion. Ideally, one would want (33) to give

p1 → pPF1 as η0 → 0; this can be done in practice by

defining a new set of variables,
12

q̃1 ≡ q1 − q1jp1→pPF
1

¼ η0A · ðp1 − pPF1 Þ; ð38Þ

where the second equality comes from applying (32).
Inverting q̃1ðp1Þ yields

p1 ¼
1

η0
A−1 · q̃1 þ pPF1 : ð39Þ

As written, (39) suffers from the same problem as (33)—

truncation error appearing in A−1 · q̃1 destabilizes the

11
The primitive variable solution (33) requires A−1 to exist,

which is always the case for physical values of the hydrodynamic
variables in the chosen hydrodynamic frame.

12
Note that q̃1 is not evolved; the standard conservative

variables q1 are evolved via (1) and (2), and the shifted variables
q̃1 are computed from q1 via (38) during the primitive variable
recovery step.
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scheme when η0 is sufficiently small. To address this issue,
we use (39) in the following algorithm:
(1) Compute an estimate for the numerical viscosity,

which we use to define the “viscous tolerance” Δη.

(2) Compute q̃1 using (38).
(3) Compare q̃1 to Δη:

(a) if q̃1 ≥ Δη, use (39) as-is to find p1. Update p0
terms using the trivial evolution equations (31).

(b) if q̃1 < Δη, use (39) with q̃1 ¼ 0 to compute p1.
Since the conservation law (1) decouples from
(39) when q̃1 ¼ 0, one must update p0 using
the perfect fluid primitive variable solution (29).
As a consequence, in this case (31) is no
longer used.

As explained above, this algorithm is able to construct
convergent solutions for arbitrarily small η0 as long as the
viscous tolerance Δη is lowered as the resolution is

increased. Ideally, one would compute Δη using a method

to estimate the local truncation error in the cell, perhaps
using an approach based in Richardson extrapolation as is
done in adaptive mesh refinement schemes [61]; here we
adopt a simple empirical approach, tuning Δη on a problem-

by-problem basis to be as small as possible without com-
promising the stability of the numerical solution. Tests
illustrating the behavior and convergence properties of the
scheme in the η0 → 0 limit are shown in Sec. IVC.
Though this section is specialized to primitive variable

recovery for a conformal BDNK fluid, it generalizes to
nonconformal fluids in a straightforward way—see
Appendix B.

D. Reconstruction

As can be seen from (26) and (27), both the relativistic
Euler and BDNK equations have fluxes which take roughly

the same form. Both include the terms p0 ¼ ðϵ; ux; uyÞT ,
which must be reconstructed at the cell interfaces from their
cell-averaged values p̄0 after primitive variable recovery.
Though there are many different reconstruction algorithms
(see [47,62] for a review), we use the fifth-order WENO
method [63,64]. We provide a review of WENO
reconstruction in Appendix C. For the sake of simplicity,
for the remainder of this section and in Appendix C we
specialize to problems with variation in 1D, as the methods
described generalize to higher dimensions by simple
repeated application of the 1D algorithms.
The WENO procedure mentioned above may be used to

reconstruct all of the variables present in the perfect fluid
fluxes, p0. The same cannot be said for the BDNK fluxes,
however, as they also include spatial derivative terms
proportional to ∂ip0 such as, e.g., ux;x; prior to reconstruct-

ing the values of these terms at the interfaces, one must first
compute the needed derivatives. For smooth flows, it
suffices to use standard finite-difference stencils to compute
the derivative terms. For flows with sharp gradients,
however, these finite differences result in the formation

of spurious oscillations, which in turn produce unphysical
fluid states that destabilize the primitive variable recovery
step (39). To mitigate this instability, we instead compute
the derivative terms using an adaptive procedure based in
the central-WENO (CWENO) method of [58], whereby
three different candidate stencils are combined to minimize
spurious oscillations near sharp gradients.
To achieve this nonoscillatory property, CWENO pro-

duces an interpolation polynomial using a nonlinear
weighted sum of essentially nonoscillatory (ENO) poly-
nomials of the cell averages p̄i as in WENO. Unlike
WENO, however, CWENO uses ENO polynomial stencils
which are centered about the interface rather than being left
or right biased. To apply CWENO to compute derivatives,

we take the CWENO interpolation polynomial pjðxiÞ and
we differentiate it with respect to x to get p0

jðxiÞ. We can

then evaluate this polynomial at the center of the cell of
interest, which yields

p̄0
i ¼

p̄i−2 − 4p̄i−1 þ 3p̄i

2h
w0 þ

p̄iþ1 − p̄i−1

2h
w1

þ −3p̄i þ 4p̄iþ1 − p̄iþ2

2h
w2; ð40Þ

which is a weighted sum of the second-order backward,
centered, and forward finite-difference stencils for a first
derivative in x, where h is the grid spacing. The nonlinear
weights wk (C3) are defined the same way as in the WENO
case with the same smoothness indicators, except the
corresponding linear weights [which appear in (C3)] are
modified to be

dk ¼
�

1

6
;
2

3
;
1

6

�

ð41Þ

and give fourth-order accuracy in the derivative (40).
Both the WENO reconstruction and CWENO derivative

computation depend on a free parameter ϵW (C3) control-
ling the amount of sensitivity each step has to sharp
gradients in one of the candidate stencils. In principle
we can have different values for ϵW in these two steps,
either to make the reconstruction algorithm more sensitive
than the derivative algorithm, or vice versa. We find
empirically that independently tuning the two parameters
provides little to no advantage in the test cases we consider
in Sec. IV, so for the remainder of this work we choose the
same value of ϵW for both the WENO reconstruction and
the CWENO derivative algorithms.
It is important to note that since the CWENO scheme

computes the spatial derivative terms using an adaptive
finite-difference stencil, the irrotational nature of the
gradient of these terms (∂ip0, where i is a spatial index)
is not exactly preserved [65]. Explicitly, consider the trivial
constraint corresponding to ∂iξ; asserting that the curl of
this gradient vanishes (and specializing to the type of
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problems considered here, in Minkowski spacetime with
variation only in t, x, y) leads one to the constraint

0 ¼ ∂x∂yξ − ∂y∂xξ: ð42Þ

It is straightforward to show that discretizations of (42)
with fixed stencils, e.g., ∂xX ≈ ðXiþ1;j − Xi−1;jÞ=ð2hÞ and
its analogy with i → j for ∂yX, satisfy (42) exactly. For the

CWENO scheme, however, constraints like (42) are only

satisfied up to truncation error in the solution, here Oðh2Þ.
That said, for large values of the WENO/CWENO param-
eter ϵW the derivatives approach those coming from a fixed
stencil, and violations of (42) vanish; for a thorough
exploration of curl-type constraint violation for the
BDNK scheme, see Sec. IVA.
After the primitive variable recovery step of Sec. III C,

we compute the spatial derivative terms ∂ip0 across the
entire grid using (40) and save them. We then treat them in
the same way as the nonderivative terms p0, reconstructing
their values at the cell interfaces using WENO (C4) and
(C6) before feeding them into the numerical flux function.

E. Numerical flux

As was mentioned in Sec. III A, the choice of numerical
flux function is critical to the stability of shock wave
solutions in a HRSC finite volume scheme. The wide
variety of these functions fall roughly into two categories:
upwind methods and central methods. Upwind schemes
treat the interface between two cells as a Riemann problem,
which is solved by feeding information about the character-
istics of the PDEs into a Riemann solver. This procedure
allows such schemes to bias the required stencils such
that they are upwind with respect to the flow, dramatically
improving stability. Central schemes, on the other hand,
eschew use of detailed characteristic information and
Riemann solvers in favor of simple discretizations with
stencils centered about cell interfaces. For a detailed
assessment and discussion of central schemes in the context
of astrophysical applications, see Ref. [66].
Both upwind and central schemes have been successfully

applied to the relativistic Euler equations. For the BDNK
equations, however, we find that computation of the char-
acteristic information required for an upwind scheme—for

example, computation of the linearized flux Jacobian ∂f
∂q

required in a Roe scheme [67]—is difficult and yields a
numerical flux which is computationally expensive to
evaluate. Hence we opt for a Riemann-solver-free central
scheme, specifically one based on the Kurganov-Tadmor
numerical flux function [68] [using as an example the flux
through the cell interface at ðxiþ1=2; yjÞ],

Fiþ1=2;j ¼
1

2
ðf ðp−iþ1=2;jÞ þ f ðpþiþ1=2;jÞ

− a½qðpþiþ1=2;jÞ − qðp−iþ1=2;jÞ�Þ: ð43Þ

The Kurganov-Tadmor flux requires only the primitive
variables p1 computed at the cell interfaces (via WENO
and CWENO, Sec. III D), the flux functions f , and a the
scalar quantity a, defined to be the maximum wave
propagation speed. The value of a controls the amount of
numerical diffusion applied at discontinuities and may be
found empirically by changing a ∈ ½0; 1� until one strikes an
acceptable balance between sharp shock resolution (a → 0)
and stability (a → 1). For BDNK theory, though, since we
have chosen a frame where the maximum propagation speed
is equal to the speed of light, we know a exactly and set

13

a ¼ 1. Since precise characteristic information is incorpo-
rated into the numerical flux calculation, the method applies
aspects of both central and upwind schemes and is some-
times referred to as a central-upwind scheme [60].
It is important to note that the numerical flux [in our

case (43)] is constructed such that it is symmetric in p− and
pþ; this fact implies that the flux computed at the left side
of the interface is equal to that computed on the right side.
Physically, this implies that all of the flux of q out of a cell
must flow into neighboring cells, and vise versa, such that
the total quantity of q cannot change

14
in the absence of

sources or boundaries [47]. Integrating (22) over a such a
domain D (assumed to be 2D), one finds

∂

∂t

Z

D

q dxdy ¼ 0; ð44Þ

implying that the total quantity of q ¼ ðTtt; Ttx; TtyÞT in D

is constant in time. The fact that finite volume schemes
preserve (44) exactly is known as discrete conservation and
is crucial to the success of such schemes in countless
applications. In Sec. IVA, we check the conservation of q
across the simulation domain and confirm that our scheme
possesses the discrete conservation property.
We have constructed our BDNK scheme such that it

reduces to a HRSC finite volume perfect fluid solver in the
inviscid limit η0 → 0. For the sake of sharp comparisons
between the viscous and inviscid cases in the tests that
follow, we also use a ¼ 1 for the relativistic Euler equa-
tions, even though their characteristic speeds are equal

to the sound speed jcsj ¼
ffiffiffiffiffi

∂P
∂ϵ

q

¼ 1
ffiffi

3
p . As described above,

choosing a larger value of a results in slightly more
numerical viscosity in the solution; this numerical viscosity
converges away with resolution and is always orders of

13
The Kurganov-Tadmor flux with a ¼ 1 is equivalent to the

so-called Harten-Lax-van Leer flux [69] as well as the local Lax-
Friedrichs flux [70] when their respective maximum propagation
speeds are set to unity.

14
In a computer simulation, the use of finite precision floating

point arithmetic results in round-off errors of order 10−16 at
double precision; these errors are typically many orders of
magnitude smaller than those due to truncation error in the
solution, however.
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magnitude smaller than the physical viscosities shown
in Sec. IV.

F. Evolving Ja

Since we have assumed a fluid with an underlying

conformal symmetry, the stress-energy tensor Tab has no
dependence on n, and (1) decouples from (2). This implies
one has greater freedom in choosing a method to solve (2),
since it cannot destabilize the solution to (1). In fact, if one
is not interested in the evolution of n, one may forego
solving (2) entirely and just solve (1) to evolve ϵ; ua.

For nonconformal fluids, Tab will depend on n, however,
and (1) and (2) will have to be solved as a coupled system
of PDEs.

In this work, we choose to evolve both Tab and Ja using
a scheme based in the finite volume method. This entails
applying the same steps described in the past three
subsections—primitive variable recovery, reconstruction,
and flux computation—to (2). Fortunately, the simple form
of the particle current (4) [or equivalently (12) and (17)]
simplifies this procedure significantly.
Primitive variable recovery is trivial for Ja, as the one

conserved variable Jt (27) is linear in the one primitive
variable n [which is the only possible choice of primitive
variable, since ua is being evolved with (1)]. The flux terms
are functions only of n and ua, and hence one may use the
same reconstruction method as described above (here
WENO, see Appendix C) to interpolate their values to
cell interfaces. We use the same numerical flux function
for (1) and (2), namely the Kurganov-Tadmor flux (43)
with maximum local speed a ¼ 1.

G. Time integration

Here, as in [36], we integrate the system of PDEs (23) in
time using the total-variation-diminishing second-order
Runge-Kutta algorithm known as Heun’s method. Heun’s
method gives the conservative variables at the unknown

advanced time level qnþ1 by writing (23) as _q ¼ HðqÞ and
applying the following procedure:

q̂nþ1 ¼ qn þ ΔtHðqnÞ;

qnþ1 ¼ qn þ Δt

2
½HðqnÞ þHðq̂nþ1Þ�: ð45Þ

Heun’s method works by producing an estimate using a

forward-Euler update step q̂nþ1, and then uses the known

level (qn) and the estimate (q̂nþ1) to find the conservative

variables at the unknown time level (qnþ1).

H. Boundary conditions

In the tests that follow, we are exclusively interested in
the dynamics in the interior of the simulation domain, and
the boundaries have no physical interpretation. That said,
finite computational resources dictate that boundaries are

necessary, and we designate the outermost three grid cells
in each direction as boundary cells. For most of the
simulations described below, we define the boundary cells
to be “ghost” cells, whereby the state in the cell is set to be
the same as that in the nearest nonghost cell. Explicitly, at
the boundaries at constant y (at constant values of the
second index) we take

Xk;j ≔ X3;j; k ∈ ½0; 2�;
Xk;j ≔ XN−4;j; k ∈ ½N − 3; N − 1�; ð46Þ

for the hydrodynamic variables p0, and A ≔ B is shorthand
for “A is set equal to B.” The boundaries at constant x
(constant first index) are obtained from the above after
switching the indices.
The use of ghost cells is common in numerical hydro-

dynamics, though in this case one must also determine how
to handle the derivative terms, both spatial (∂ip0) and
temporal (p1). It is clear that the choice for ∂ip0 must be
consistent with the choice for p0 in the ghost cells (46), but it
is not so obvious how to treat p1. For all of the problems with
ghost cells’ boundaries considered here, we find no real
difference between using (46) for p1 or setting p1 to zero in
the ghost cell region; this is largely due to the design of the
problems, however, as boundary conditions are not the main
focus of this study. We will investigate boundary conditions
for the BDNK equations more thoroughly in a future work.
We also consider a test with periodic boundaries, where

opposite edges of the domain are identified. This is
achieved numerically by identifying the three boundary
cells on one side of the domain with the three nonboundary
cells nearest to the other edge of the domain, for all four
edges. Explicitly, this procedure sets all variables X along
the boundary at constant y (second index) via

X0;j≔XN−6;j; X1;j≔XN−5;j; X2;j≔XN−4;j;

XN−1;j≔X5;j; XN−2;j≔X4;j; XN−3;j≔X3;j; ð47Þ

where the variables along the boundaries at constant x are
set in the same way as above except with the indices
switched.

IV. NUMERICAL TESTS

In this section we present the results of a series of tests
which compare the new BDNK scheme to the HRSC
perfect fluid solver obtained in the inviscid limit η0 → 0,
as well as to the semi-finite-difference

15
scheme of [36].

15
In [36], the algorithm splits the stress-energy tensor into a

perfect fluid piece and a dissipative correction, each of which has
its own flux term. The former is discretized using a finite-volume
approach with a Roe flux [67], and the latter with a noncon-
servative second-order finite-difference stencil. Since the ap-
proach of [36] is part finite volume and part finite difference, we
refer to it as a “semi-finite-difference” scheme.
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The tests are performed on either a 1D or a 2D Cartesian
grid, with variation in ðt; xÞ or ðt; x; yÞ, respectively. We
define a single grid scale h in both spatial directions, and
we take the difference between time steps to be Δt ¼ λh=a,
where a ¼ 1 is the maximum local characteristic speed
and the Courant factors λ ∈ ð0; 1Þ for the tests are reported
in Table I.
In all of the simulations below, initial data are set by

prescribing values for the hydrodynamic variables ϵ, n
and ua; viscous corrections are initialized to zero, so Ttc

1 is

set at t ¼ 0 using Ttc
0 .

All dimensionful quantities are given in code units,
16

which are the same as in [36]. It is important to note that
the following simulations are tests designed to evaluate
the performance of the algorithm, not attempts to model a
known physical system. The scales chosen in these tests
are arbitrary, and we choose the amount of viscosity used
based on whether the dynamics are under- or over-
damped, rather than by reference to a substance where
the viscosity is known. In particular, none of the initial
data we consider are particularly close to that relevant in
modeling heavy-ion collisions, and hence it is not that
meaningful to quantify viscosities via the entropy-nor-
malized shear viscosity η=s as is typically done in the
nuclear physics literature. Instead, we use the parameter
η0 defined in (20).
We order the set of tests into three categories: (1) tests of

constraint preservation, (2) tests with sharp gradients, and
(3) tests of the BDNK solutions approaching the inviscid
limit. In each section we include results from both 1D and
2D simulations.

A. Tests of constraint preservation

1. 1D Gaussian test

We will first check the ability of the new scheme to
preserve the spatial integral of the conservation law over the
simulation domain in the absence of sources or significant
boundary interactions (44). To do so, we first consider the
simplest possible test, namely a 1D simulation starting
from smooth initial data in x, as in [36]. Explicitly, at the
initial time we take a stationary Gaussian profile in the
energy density

ϵðt ¼ 0; xÞ ¼ Ae−x
2=w2 þ δ; uxðt ¼ 0; xÞ ¼ 0; ð48Þ

with parameter values A ¼ 1, w ¼ 25, and δ ¼ 10−1, and
we take the simulation domain to be x ∈ ½−L; L�, where
L ¼ 200. For the viscosity, we choose η0 ¼ 0.2. Since it is
smooth, the initial data (48) give results which are very
similar to those given in [36]. The key difference, however,
is that since the new scheme is conservative, the integrals of
motion (44) are conserved to machine precision at times
when no fluid is leaving the boundaries of the domain (44);
the semi-finite-difference scheme of [36] conserves them
only to truncation error, which is roughly 12 orders of
magnitude larger—see Fig. 1.

2. 2D viscous rotor

In tests with two or more spatial dimensions, one must be
careful to preserve “curl”-type constraints, of which (42) is
an example. These constraints are satisfied exactly when

TABLE I. Maximum stable Courant factor λ≡ aΔt
h

(where the

local characteristic speed a ¼ 1; λ ¼ 0.5 is the maximum value
satisfying the Courant-Friedrichs-Lewy condition for a 2D
Cartesian grid [71]) and λ used to make figures for each of
the sets of initial data considered here. Whenever the scheme of
[36] is used for comparison, we take λ ¼ 0.1 to improve stability
of that scheme. Lower than maximum Courant numbers are used
for the 2D viscous rotor test to minimize spurious reflections
from the boundary. See Sec. IV B for a discussion of the stability
of the 2D oblique shock wave test.

Initial data Max. λ λ used

1D Gaussian 0.5 0.1
2D viscous rotor 0.5 0.1
1D shock tube 0.5 0.1
2D oblique shock wave 0.1 0.1
1D steady-state shock wave 0.5 0.1
2D Kelvin-Helmholtz instability 0.5 0.5

FIG. 1. Discrete conservation of Ttt across the spatial domain
for a simulation starting from Gaussian initial data (48) with
η0 ¼ 0.2 for the finite volume scheme presented here (FV) as well
as the semi-finite-difference scheme of [36] (FD). As expected,
the finite volume scheme conserves Ttt up to machine precision

∼10−15, until the fluid pulse reaches the boundary at the time
marked by the light red dotted line. The semi-finite-difference
scheme of [36] conserves Ttt only up to the level of truncation

error, which in this case is ∼10−3.

16
We use natural units with energies measured in GeV, which

implies velocities are dimensionless ½ua� ¼ 1, coordinates have
units of inverse energies ½xa� ¼ GeV−1, and thus energy densities
have unit ½ϵ� ¼ ½Tab� ¼ GeV4.
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derivative terms are approximated using fixed stencils;
such stencils are unstable about sharp gradients, however,
so we opt for an adaptive scheme based upon the CWENO
algorithm (see Sec. III D).
To evaluate the effectiveness of the new scheme at

preserving constraints like (42), we study a set of initial
data which correspond to a “viscous rotor,” namely a fluid
at constant pressure where a cylinder in the center of the
domain is initially rotating at constant angular velocity ω.
We implement the viscous rotor initial data on a grid with
x; y ∈ ½−L;L� with L ¼ 3, where at t ¼ 0

ϵðx; yÞ ¼ 1;

vxðx; yÞ ¼ −ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
q

sinðθÞDðd; δÞ;

vyðx; yÞ ¼ ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
q

cosðθÞDðd; δÞ;

nðx; yÞ ¼ 1

2
ðDðd; δÞ þ 1Þ þ Bðx; yÞ; ð49Þ

which gives a fluid at constant pressure P ¼ 1
3
, with a

circular region in the center initially rigidly rotating with
angular velocity ω ¼ 1. This is implemented via functions

θ≡ atan2ðy; xÞ;

Dðd; δÞ≡ 1

2

�

1þ tanh

�

d

δ

��

;

d≡ R −

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
q

;

Bðx; yÞ ¼
�

0.1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p

≤ R & jyj < 0.1

0 otherwise
; ð50Þ

where atan2ðy; xÞ is the two-argument arctangent, Dðd; δÞ
is a function which is unity at the origin and decreases
sharply but smoothly at radius R ¼ 0.5, with the smooth-
ness of the transition controlled by δ, which we take to be
0.05.Bðx; yÞ gives a raised bar oriented horizontally in the
center of the rotating region which may be used to see how
far the rotor has spun.
Figure 2 shows the evolution of this set of initial data as

a function of time (columns) and viscosity (rows). From
the figure, it is immediately clear that the viscosity has a
significant effect on the late-time behavior of the solution—
the inviscid case continues rigidly rotating for a while,
leaving the bar of overdensity approximately straight
up until the solution becomes Kelvin-Helmholtz unstable
and forms vortices

17
; the intermediate viscosity case

FIG. 2. Density (n) evolution of viscous rotor initial data (49) as
a function of time (columns) for three different viscosities:
η0 ¼ 0, 0.01, 0.2 in rows, from top to bottom. In the inviscid
simulation, the cylinder of fluid is Kelvin-Helmholtz unstable and
forms vortices which are not present in the viscous cases. At
intermediate viscosity (middle row), the fluid experiences a

shearing force which distorts the bar of overdensity present in
the initial data, before the cylinder stops rotating entirely around
t ∼ 12. At the highest viscosity shown (bottom), the cylinder
rotates only about 20° before stopping at t ∼ 5.

FIG. 3. Integral of the absolute value of the constraint (42) over
the domain for viscous rotor initial data with η0 ¼ 0.2. The value
of ϵW determines how strongly the smoothness of the candidate
ENO stencils impacts the nonlinear weights; small values of ϵW
imply strong sensitivity to nonsmoothness, and large values
imply insensitivity (and as a result give a fixed fourth-order
derivative stencil). Hence, for smaller ϵW one finds larger
violations of the constraint (42), which converge away with

resolution (the solid lines range over Nx ¼ 27; 28; 29, with lighter
shades representing higher resolutions). In the ϵW → ∞ limit,

constraint violation approaches machine precision (cf. the ϵW ¼
1015 case).

17
Circular symmetry is broken by the square grid, and the grid-

scale bumps at the top, bottom, leftmost, and rightmost points on
the circle each source the Kelvin-Helmholtz instability. Con-
vergence is typically lost after these vortices form, as both the size
of the perturbation and the numerical viscosity in the solution
decrease as the grid is refined.
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experiences a strong shearing force, distorting the bar into
an “S” shape before stopping at t ∼ 12; and the high-
viscosity case stops almost immediately after t ∼ 5.
Figure 3 shows violations of the constraint (42) for the

case with η0 ¼ 0.2, where the viscous contribution to the
fluxes is significant. Plotted in the figure are a set of lines
with varying values of the WENO/CWENO parameter ϵW,
which determines the amount of “stencil switching” that
occurs during a simulation. As is described in Sec. III D and
Appendix C, at low values of ϵW the CWENO algorithm
adjusts the nonlinear weights to be significantly different
from the linear ones, producing a nonuniform stencil and
consequently violating the constraint (42); these violations
converge away with numerical resolution, however (shown
in the solid lines of varying shade for ϵW ¼ 1). In the limit

ϵW → ∞ (approximated in the figure with ϵW ¼ 1015), the
CWENO algorithm gives a fixed, fourth-order centered
finite difference stencil, and the violation of (42) drops to
near machine precision.

B. Tests with sharp gradients

1. 1D shock tube

Though it remains unclear whether discontinuous sol-
utions are sensible in BDNK theory,

18
one is still free to

pose discontinuous initial data; such states may be inter-
preted as smooth solutions that are unresolved at the current
grid resolution. It is essential that our algorithm be able to
capture solutions with unresolved shock waves, as such
features are prevalent in astrophysics applications.
To evaluate the performance of our algorithm for solutions

with sharp gradients, we first consider the standard 1D shock
tube test on a domain with x ∈ ½−L;L�withL ¼ 200, where

ϵðt ¼ 0; xÞ ¼
�

1 x ≤ 0

0.1 x > 0;
ux ¼ 0 ð51Þ

and η0 ¼ 0.2, again following [36] except with a larger
difference between the left and right states. This set of
initial data highlights the advantages of a nonoscillatory,
conservative discretization over the semi-finite-difference
discretization of [36] in that the former gives a stable,
convergent evolution, and the latter is plagued by spurious
oscillations which do not quickly converge away (see Fig. 4).

2. 2D oblique shock wave

Outside of one spatial dimension, it is now possible for
the fluid to possess sharp gradients which are not aligned
with the numerical grid. To test this scenario we adopt the
2D oblique shock wave initial data of [72], whereby the
simulation domain is divided into four regions,

ðn; P; vx; vyÞ ¼

8

>

>

>

<

>

>

>

:

ð0.5; 1; 0; 0Þ x < 0; y < 0

ð0.1; 1; 0; 0.97Þ x > 0; y < 0

ð0.1; 1; 0.97; 0Þ x < 0; y > 0

ð0.1; 0.01; 0; 0Þ x > 0; y > 0

: ð52Þ

Since the oblique shock wave forms dynamically during
the simulation, we find it unnecessary to use discontinuous
initial data, which may be ill-posed for BDNK theory.
Hence we follow the pattern of tests described earlier and
adopt a smoothed version of this set of initial data with
tunable sharpness parameters. We use a grid with x; y ∈

½−L;L� with L ¼ 200 and define the initial data by

n ¼ 0.4Dðdn; δÞ þ 0.1;

ϵ ¼ 3 − 2.97Dðdϵ; δÞ;
vx ¼ 0.97Dðdvx ; δÞ;
vy ¼ 0.97Dðdvy ; δÞ; ð53Þ

with

dn ¼ L − ½ðxþ LÞγ þ ðyþ LÞγ�1γ ;
dϵ ¼ L − ½ðx − LÞγ þ ðy − LÞγ�1γ;
dvx ¼ L − ½ðxþ LÞγ þ ðy − LÞγ�1γ;
dvy ¼ L − ½ðx − LÞγ þ ðyþ LÞγ�1γ; ð54Þ

where δ controls the smoothness of the transitions
and γ controls the squareness of each quadrant; we set
γ ¼ δ ¼ 10 here. This set of initial data is designed such
that shortly after t ¼ 0, high-velocity flows from the upper
left and lower right quadrants meet the high-pressure flow
from the lower left quadrant; the result is a high-pressure,
high-velocity flow, bounded by an almond-shaped shock
wave, which propagates through the low-pressure upper
right quadrant.
The non-grid-aligned shock wave can be a significant

source of spurious numerical oscillations; fortunately, these
can be managed by careful choice of the WENO/CWENO
parameter ϵW. For the case shown in Fig. 5, which has
viscosity η0 ¼ 0.2, we use ϵW ¼ 1; significantly larger
values of ϵW do not choose stencils which avoid the shock
and are prone to oscillations, and significantly smaller
values of ϵW switch stencils too frequently, introducing
oscillations into the derivative terms found in the viscous

18
It is well known that the weak formulation of the relativistic

Euler equations possesses discontinuous solutions which are
typically used to model shock waves. In BDNK theory, there is
evidence that one should expect shock wave solutions to be
smooth for good hydrodynamic frames [36,37], potentially
eliminating the physical need for discontinuous solutions. Fur-
thermore, the presence of derivative terms in the BDNK stress-
energy tensor complicates the formulation of the Riemann
problem, which has yet to be solved for BDNK theory.
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fluxes. That said, for the case shown in Fig. 5 the solution is
largely free of oscillations.
This set of initial data (53) is posed as a challenging code

test and as such it clearly illustrates the limitations of our
current algorithm, which crashes for vx; vy ≳ 0.98. In these
cases, the solution is stable until a while after the shock
wave forms; the instability sets in near the “base of the

almond,” around the origin, where numerical error leads
(39) to produce a complex result, crashing the code.
Stability can be restored for higher initial velocities vx; vy ∼
0.98 by significantly reducing the Courant factor to
λ ¼ 0.05 or even 0.01; unfortunately, these values would
likely be prohibitively expensive at higher resolutions or in
3D simulations. That said, the fact that the solutions are
stabilized by reducing λ implies that the dominant error is
coming from the time integration algorithm, and these
simulations may be rendered stable by use of a higher-order
time integration scheme in place of the second-order one
used here.

C. Tests of the inviscid limit

1. 1D steady-state shock wave

For a clear illustration of the behavior of our algorithm
in the inviscid limit—which is designed to use the BDNK
primitive variable solution only in regions where the
physical viscosity is resolved—we now consider a case
which has a clearly defined equilibrium region (where
gradients are negligible and the perfect fluid approximation
is valid) as well as a nonequilibrium region (where viscous
corrections are appreciable). Specifically, we consider the
case of a planar shock wave in its rest frame, as discussed in
[36]. This solution is characterized by a central, smooth
shock wave bridging the transition between two equilib-
rium states at x → �∞.

FIG. 5. Solution for the log of the energy density ξ for the 2D
oblique shock wave initial data (53) at t ∼ 220 for η0 ¼ 0.2. Note
that the solution is nonoscillatory, even though there is an order
unity jump in ξ (corresponding to a jump of ∼50 in ϵ) which is not
aligned with the numerical grid.

FIG. 4. Comparison of solutions for ϵ starting from shock tube initial data (51) at three successive resolutions for the semi-finite-
difference scheme of [36] (left, FD) versus the finite volume scheme presented here (right, FV) at t ∼ 43 for η0 ¼ 0.2. The FD scheme
has oscillations near the shock front which quickly converge away with resolution, as well as grid-scale “sawtooth” oscillations that
developed early on near the origin (the t ¼ 0 location of the shock front) and do not converge away as rapidly with resolution. These
features do not appear in the figures of [36] because the discontinuities there are smaller in amplitude, leading to oscillations small
enough to be tamed by applying Kreiss-Oliger dissipation; said dissipation is not strong enough to remove the oscillations for the initial
data (51), and we choose not to apply artificial dissipation in either scheme throughout this work. The FV solutions are free of noticeable

oscillations, and the Nx ¼ 29; 210; 211 curves all overlap at the resolution of the plot.
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To model this shock wave, we choose a set of initial data
which asymptotically (as x → �∞) satisfies the Rankine-
Hugoniot conditions

19
for an ideal fluid shock wave in its

rest frame,

ϵR ¼ ϵL
9v2L − 1

3ð1 − v2LÞ
;

vR ¼ 1

3vL
; ð55Þ

where the equilibrium state to the left of the shock wave has
parameters ϵ ¼ ϵL; v

x ¼ vL, and the state on the right is
defined by ϵ ¼ ϵR; v

x ¼ vR. One should expect (55) to
describe the analogous BDNK shock wave solution as well,
provided one is sufficiently far outside of the shock.
Inside the shock, the viscous terms in the BDNK

equations should produce a smooth profile transitioning
between the two states. This precise profile is not known
analytically, but we find that choosing a set of initial data
which is sufficiently close to this profile leads to a solution
which quickly settles down to the desired steady-state
shock wave solution. For this initial data we choose a setup
with left and right states given by (55) and the following
smooth transition between the two states at x ¼ 0 [here
given by the Gaussian error function, erfðxÞ],

ϵðt ¼ 0; xÞ ¼ ϵR − ϵL

2

�

erf

�

x

w

�

þ 1

�

þ ϵL;

vxðt ¼ 0; xÞ ¼ vR − vL

2

�

erf

�

x

w

�

þ 1

�

þ vL; ð56Þ

where w ¼ 10. We choose the left state to be given by
ϵL ¼ 1; vL ¼ 0.8, and the right state is then computed
using (55). The evolution quickly reaches the steady-state
solution after a small blob of fluid propagates out of the
domain, changing the shock profile from the erf function to
one that satisfies the BDNK equations in the static limit
(see [36] Appendix C).
The steady-state shock profile for η0 ¼ 0.2 is shown in

the top panel of Fig. 6 as a dashed black line. At this
viscosity and resolution, the BDNK primitive variable
solution (39) is stable across the entire grid; we compare
the results of the adaptive algorithm (Sec. III C) for various
tolerances Δη against this solution. In the top panel, the

region designated as “nonequilibrium” is highlighted in
gray, where the shade is determined by the viscous
tolerance Δη shown in the legend. For large Δη (darkest

gray), the algorithm only sees regions with very steep
gradients as nonequilibrium, using the perfect fluid primi-
tive variable solution (29) over most of the grid. This results

in sizable errors (bottom panel) when compared to the true
solution, where (39) is used everywhere. Using small Δη

results in more of the shock wave being designated as
nonequilibrium, and the error is significantly reduced.
The behavior shown in Fig. 6 illustrates that the adaptive

primitive variable algorithm is correctly identifying the
equilibrium and nonequilibrium regions and demonstrates
the effect of the tolerance Δη on the solution. That said, for

the case shown one is best served by simply using the
BDNK solution (39) everywhere, since it is stable; the next
section shows an example where it is unstable, and one
must use the adaptive algorithm to produce a solution at the
given viscosity and numerical resolution.

2. 2D Kelvin-Helmholtz instability

In this section we consider a scenario in which one may
be interested in physical viscosities which are unresolved at

FIG. 6. Illustration of the algorithm used to capture the perfect
fluid limit for steady-state shock wave initial data (56) at
η0 ¼ 0.2. The dashed line (top) is the solution for this set of
initial data at late times, constructed using the BDNK primitive
variable solution (39) everywhere. When the adaptive primitive
variable solver is used, (39) is only used in the gray region, where
the shade of gray corresponds to the value of the viscous tolerance
Δη shown in the legend. For large values of this tolerance, only

regions with very steep gradients are identified as being non-
equilibrium, and (39) is only used in a small sliver of the solution
(and the perfect fluid primitive variable solution (29) is used
elsewhere). This induces significant errors (bottom) when com-
pared to the solution where only (39) is used. Shrinking the
viscous tolerance Δη results in more of the nonequilibrium region

being identified as such by the algorithm and gives successively
smaller errors when compared to the dashed (BDNK-only)

solution. For Δη ≲ 10−7, the error drops to machine precision.

19
These conditions may be straightforwardly derived from the

relativistic Euler equations by assuming a solution independent of
time; see [36].
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typical numerical resolutions, wherein the standard BDNK
primitive variable solution (39) is unstable and one requires
an alternative method. Specifically, we consider the set of
initial data from [73],

ϵ ¼ 1;

n ¼ 1þ 1

2

�

tanh

�

y − y1

a

�

− tanh

�

y − y2

a

��

;

vx ¼ uflow

�

tanh

�

y − y1

a

�

− tanh

�

y − y2

a

�

− 1

�

;

vy ¼ A sinð2πxÞ
�

exp

�

−

�

y − y1

σ

�

2
�

þ exp

�

−

�

y − y2

σ
�2
��

; ð57Þ

where the domain is x∈ ½−L;L�;y∈ ½−2L;2L�, and uflow ¼
1
4
cs ¼ 1

4
ffiffi

3
p ;A¼ 0.01;a¼ 0.05;σ ¼ 0.2;y1 ¼−0.5; y2 ¼ 0.5.

Since the domain is twice as large in the y direction, we
double the numerical resolution in that direction,
Ny ¼ 2Nx. This set of initial data corresponds to a jet of

high density passing through a region of lower ambient
density, forming two interfaces. These interfaces are seeded
with a small perturbation of low density into the jet region,
which grows as a result of the Kelvin-Helmholtz instability,
eventually forming vortices if the viscosity of the fluid is
sufficiently small.
Figure 7 shows snapshots from the evolution of this set

of initial data (57) for three resolutions, from left to right:

η0 ¼ 0; 4 × 10−4; 10−3, at two times (shown in columns).

Since the initial data (57) has a reflect-and-shift symmetry
[73] between the regions y > 0 and y < 0, only y ≥ 0 is
shown in the figure. The effect of viscosity is readily
apparent at early times (top row), as the size to which the
initial perturbation grows (roughly, the number of winds in
the spiral) diminishes with increasing viscosity. At late
times the behavior is markedly different between the left-
and rightmost columns: a vortex persists for η0 ¼ 0, and for

η0 ¼ 10−3 the feature from the top panel gets sheared into a
wide, thin layer. To investigate the transition between these
two disparate behaviors, one must consider an intermediate
viscosity, like that shown in the middle column of Fig. 7.
There, the BDNK primitive variable solution is unstable for

Nx ≲ 29, so this case serves as a suitable test for the
adaptive primitive variable solver of Sec. III C.

Figure 8 shows a set of screenshots at t ¼ 11 of the η0 ¼
4 × 10−4 simulations as a function of Nx. At the lower two
resolutions, the BDNK primitive variable solver fails, and
the solution can be stabilized using the adaptive algorithm

with Δη ¼ 10−3; 10−4, respectively. In these cases, the

perfect fluid primitive variable solution (29) is used over
essentially the entire grid. Despite this fact, the solutions
produced by increasing resolution and shrinking the vis-
cous tolerance (Δη) still converge to the true BDNK viscous

solution. We stress that most of the visible effect of
viscosity is provided by the viscous fluxes, which are
numerically well behaved in the inviscid limit; as a result,
the top two (lower-resolution) panels of Fig. 8, despite
using the perfect fluid primitive variable solution, still

resemble (and converge to) the η0 ¼ 4 × 10−4 panel of
Fig. 7 rather than the η0 ¼ 0 panel.

FIG. 7. Evolution of Kelvin-Helmholtz-unstable initial data (57) for the density n at three different viscosities in columns, from left to

right: η0 ¼ 0; 4 × 10−4; 10−3, at t ¼ 11 (top row) and t ¼ 31 (bottom row). Viscosity has a clear effect on both the early- and late-time
state of the fluid; at t ¼ 11 it determines the amount of growth of the perturbation of low-density fluid (dark blue) into the high-density
(yellow) region. For the two lower-viscosity cases (left two columns), long-lived vortices form out of these perturbations. At high
viscosity, no clear vortex has formed, instead the perturbation has been sheared into a long, thin mixed layer.
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V. CONCLUSION

In this work we have presented the first multidimen-
sional finite volume scheme designed to solve the causal,
stable relativistic Navier-Stokes equations of BDNK theory
[26]. Our algorithm naturally extends traditional HRSC
central schemes [66,68], but features distinct modifications
to account for the different structure of the BDNK
equations. In BDNK, the variables which must be recon-
structed also include spatial derivatives of the hydrody-
namic variables; to compute these in a nonoscillatory
fashion, we use adaptive derivative stencils based in the
CWENO method [58]. The most involved difference
between a finite volume perfect fluid solver and our
BDNK scheme comes in solving for the primitive variables
(see, e.g., [74] for a discussion). It turns out that the BDNK
primitive variable solution may generically be carried out
analytically, though problems arise when viscous contri-
butions are small enough to become unresolved at a given
grid resolution. In these cases, we apply an adaptive
algorithm which treats cells with unresolved viscosity as
“effectively inviscid,” applying the perfect fluid primitive
variable inversion. As resolution is increased, the viscous
terms eventually become resolved in these cells, and the
BDNK primitive variable solution is used. As a result, the
adaptive approach produces solutions which converge to
solutions of the continuum PDEs.

To evaluate the algorithm’s performance, we focus on
the conformal fluid limit and apply it to several flat-
spacetime test problems with variation in one and two
spatial dimensions. We begin with a simple test of smooth
initial data in 1D and confirm that the new scheme
conserves the integrals of motion up to machine preci-
sion. A 1D shock tube test illustrates the improved
stability of the new scheme over that of [36], and a 2D
oblique shock wave test suggests a higher-order time
integrator may be useful to stably evolve very high-
velocity flows with sharp gradients. Steady-state shock
wave solutions in 1D are used to illustrate the spatial
dependence of the adaptive primitive variable scheme,
and 2D simulations demonstrating the Kelvin-Helmholtz
instability provide a case where the adaptive algorithm is
necessary to produce convergent low-viscosity BDNK
solutions at finite resolution.
While we have specialized to conformal fluids in this

work, future extensions will be equipped with more general
microphysics, allowing for the study of effects such as bulk
viscosity. A generalization of the approach presented
here would also make possible a detailed comparison of
BDNK and MIS-type theories constructed in general
hydrodynamic frames [29], which could help elucidate
the connections between the two theories. There are also a
number of open numerical problems to be investigated—
one example would be to perform a comparison of fully
flux-conservative solvers for BDNK and MIS [44]; another
would be to consider a full first-order reduction of the
BDNK equations, wherein the spatial derivative terms are
evolved using their own set of evolution equations.
The BDNK algorithm presented here should be suffi-

ciently stable and accurate to be applied to a variety of
relativistic hydrodynamics problems where first-order dis-
sipation might be relevant. Among those would be the
investigation of viscous effects in the inspiral [75] and
merger [4] of binary neutron star systems. The guaranteed
causality of the BDNK equations would also motivate
the application of this numerical scheme to simulations
of heavy-ion collisions, where current MIS approaches
show acausal behavior [34]. While viscous effects might
also be important in black hole accretion problems [76], the
presence of magnetic fields introduces anisotropies in the
dissipative sector presently unaccounted for in BDNK
theory [38,44]. Although first-order formulations of dis-
sipative magnetohydrodynamics have been proposed [77],
their extension to general hydrodynamic frames has just
started to be investigated [78].
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APPENDIX A: COORDINATE COMPONENTS

OF THE CONSERVED CURRENTS

Here we present the Cartesian components of the con-

served currents Ja1; T
ab
1 for a conformal fluid in 4D

Minkowski spacetime. Since we only consider systems with
translation invariance in the z direction, only the t, x, y
components will be necessary. For 1D test problems (namely
the 1D Gaussian, shock tube, and steady-state shock wave
in Sec. IV) we take all fields to only be functions of t, x,

and as a result T
cy
1 ¼ uy ¼ 0; these equations may also be

found in [36].
Beginning with the particle current (which is the same

for the perfect fluid and BDNK theory), the components
of Ja1 are obtained immediately using (12) and the four-

velocity

ua ¼
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ ðuxÞ2 þ ðuyÞ2
q

; ux; uy; 0
	

T
: ðA1Þ

Combining the four-velocity with the perfect fluid stress-

energy tensor (3) may be used compute Tab
0 as well.

The BDNK stress-energy tensor may be specified by
defining the components in (11). The correction to the
energy density is

A ¼ 1

4
χ0e

3
4
ξ

�

ux
�

4_ux

ut
þ 3ξ;x

�

þ uy
�

4_uy

ut
þ 3ξ;y

�

þ 3_ξut þ 4ux;x þ 4u
y
;y

�

: ðA2Þ

The two independent components of the heat flux vector
are

Qx ¼ 1

4
λ0e

3
4
ξ½4_uxut þ ux _ξut þ ððuxÞ2 þ 1Þξ;x

þ 4uxux;x þ uyðuxξ;y þ 4ux;yÞ� ðA3Þ

and

Qy ¼ 1

4
λ0e

3
4
ξ½uyðut _ξþ uxξ;x þ uyξ;y þ 4u

y
;yÞ

þ 4ut _uy þ 4uxu
y
;x þ ξ;y�; ðA4Þ

which are related to the t component by the constraint
uaQ

a ¼ 0, which implies

Qt ¼ 1

ut
ðuxQx þ uyQyÞ; ðA5Þ

and Qz ¼ 0 due to the spatial symmetry we have assumed.
The independent components of the shear term are the xx
component

−2ησxx ¼ 2η0e
3
4
ξ

3ut
½utð−2ððuxÞ2 þ 1Þux;x þ ðuxÞ2uy;y

− 3uxux;yu
y þ u

y
;yÞ − 2ðuxÞ3 _ux þ ðuxÞ2uy _uy

− ux _uxð3ðuyÞ2 þ 2Þ þ uy _uy�; ðA6Þ

the xy component

−2ησxy ¼ −
η0e

3
4
ξ

3ut
½utð3ðuxÞ2uy;x þ uxuyðux;x þ u

y
;yÞ

þ 3ux;yððuyÞ2 þ 1Þ þ 3u
y
;xÞ

þ _uxuyððuxÞ2 þ 3ðuyÞ2 þ 3Þ
þ ux _uyð3ðuxÞ2 þ ðuyÞ2 þ 3Þ�; ðA7Þ

and the yy component

−2ησyy ¼ 2η0e
3
4
ξ

3ut
½−3utuxuyuy;x þ utux;xððuyÞ2 þ 1Þ;

− 2utððuyÞ2 þ 1Þuy;y − 3ðuxÞ2uy _uy

þ ux _uxððuyÞ2 þ 1Þ;
− 2ððuyÞ3 þ uyÞ _uy�: ðA8Þ

The remaining required components may be found from the

constraint uaσ
ab ¼ 0, which implies

σtc ¼ 1

ut
ðuxσxc þ uyσycÞ: ðA9Þ

APPENDIX B: PRIMITIVE VARIABLE

RECOVERY FOR A NONCONFORMAL

BDNK FLUID

For a nonconformal BDNK fluid, (34) generalizes to

q1 ¼ q0ðp0Þ þ Aðp0Þ · C · p1 þ D · bðp0; ∂ip0Þ þ τ; ðB1Þ

where the matrices C, D are populated solely with transport
coefficients and vanish in the inviscid limit. In the con-
formal limit, C;D → η0I, where I is the identity matrix,
recovering (34). The primitive variables may still be
obtained analytically,
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p1 ¼ C−1 · A−1 · ½ðq1 − q0Þ − D · b − τ�; ðB2Þ

though (B2) suffers the same problems as its conformal
analog in the inviscid limit, and all terms vanish except for

C−1 · A−1 · τ, which diverges at finite grid resolution.
To stabilize the scheme in these cases, one may compute

pPF1 using (37) and compute a set of shifted variables q̃,

where (38) generalizes to

q̃1 ≡ q1 − q1jp1→pPF
1

¼ A · C · ðp1 − pPF1 Þ; ðB3Þ

implying the solution p1ðq̃1Þ is

p1 ¼ C−1 · A−1 · q̃1 þ pPF1 : ðB4Þ

Assuming one suitably modifies (31) to accommodate the
choice of BDNK primitive variables, and one has a perfect
fluid primitive variable solution for the case of interest

20

[to replace (29)], one may use (B3) and (B4) in place of
(38) and (39) in the algorithm described in Sec. III C to
obtain stable, convergent solutions to the BDNK equations
in the inviscid limit.

APPENDIX C: REVIEW OF WENO

RECONSTRUCTION

For the sake of simplicity, we will review the WENO
reconstruction algorithm for a problem with variation
only in one dimension; hence we will consider how the

algorithm constructs the primitive variables p�
iþ1=2 at the

right (þ) and left (−) sides of the cell interface located at

xiþ1=2 ¼ xi þ 1
2
h, where h is the grid spacing. Beginning

with the reconstructed value at the right side of the

interface, pþ
iþ1=2, the WENO algorithm begins with the

computation of three so-called ENO polynomials con-
structed from the cell averages,

v0iþ1=2 ¼ −
1

6
p̄i−2 þ

5

6
p̄i−1 þ

1

3
p̄i;

v1iþ1=2 ¼
1

3
p̄i−1 þ

5

6
p̄i −

1

6
p̄iþ1;

v2iþ1=2 ¼
11

6
p̄i −

7

6
p̄iþ1 þ

1

3
p̄iþ2: ðC1Þ

Each of these stencils on its own constitutes an approxi-

mation to pþ
iþ1=2 that is third-order accurate in the grid

spacing h. WENO achieves the essentially nonoscillatory
property by adaptively weighting how much of each stencil

goes into the final approximation for pþ
iþ1=2 using a set of

smoothness indicators,

β0 ¼ 1

4
ð3p̄i − 4p̄iþ1 þ p̄iþ2Þ2 þ

13

12
ðp̄i − 2p̄iþ1 þ p̄iþ2Þ2;

β1 ¼ 1

4
ðp̄iþ1 − p̄i−1Þ2 þ

13

12
ðp̄i−1 − 2p̄i þ p̄iþ1Þ2;

β2 ¼ 1

4
ðp̄i−2 − 4p̄i−1 þ 3p̄iÞ2 þ

13

12
ðp̄i−2 − 2p̄i−1 þ p̄iÞ2;

ðC2Þ

where βk is large when the stencil vkiþ1=2 contains a sharp

gradient. Such stencils should have small weights in the
final reconstructed primitive variable, then, which is
achieved by writing the weights wk as

wk¼
αk

P

lαl
; αk¼

dk

ðϵWþβkÞ2 ; dk¼
�

3

10
;
3

5
;
1

10

�

; ðC3Þ

where the constant linear weights dk are chosen such that
the reconstructed solution attains the highest possible order

of accuracy (fifth order) when the solution is smooth (βk is
small) in all three stencils.
The quantity ϵW is a free parameter which is inserted to

prevent divide-by-zero errors when the smoothness indica-

tors βk vanish. The sensitivity of the WENO algorithm to
sharp features in the solution depends strongly on the
magnitude of ϵW . Cases where ϵW is small can yield wk far
from dk in nonsmooth regions, resulting in significant
differences between the stencils being used across the grid.
Conversely, the limit ϵW → ∞ forces wk → dk, recovering

a fixed fifth-order reconstruction for p�
iþ1=2.

The final WENO approximation for pþ
iþ1=2 is given by

pþ
iþ1=2 ¼ w0v

0
iþ1=2 þ w1v

1
iþ1=2 þ w2v

2
iþ1=2; ðC4Þ

which, again, gives the value of p at the right side of the
interface at xiþ1=2. At the left side of the interface, the

approximation is achieved by reflecting the stencils (C1)
across the interface, which yields ENO polynomials

u0iþ1=2 ¼
1

3
p̄i þ

5

6
p̄iþ1 −

1

6
p̄iþ2;

u1iþ1=2 ¼ −
1

6
p̄i−1 þ

5

6
p̄i þ

1

3
p̄iþ1;

u2iþ1=2 ¼
1

3
p̄i−2 −

7

6
p̄i−1 þ

11

6
p̄i: ðC5Þ

The smoothness indicators and linear weights (C3) remain
the same, giving the final approximation

p−
iþ1=2 ¼ w0u

0
iþ1=2 þ w1u

1
iþ1=2 þ w2u

2
iþ1=2: ðC6Þ

20
Note that in general the perfect fluid primitive variable

solution is unobtainable analytically, so it is likely that a
numerical solver will be necessary in cells where the physical
viscosity is unresolved. In cells where it is resolved, however, the
analytic BDNK primitive solution (B4) should be used.
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For 2D simulations on uniform Cartesian grids like
those considered here, WENO reconstruction is applied
in the same way in both spatial directions; to obtain

p�
i;jþ1=2, simply keep the index i constant and swap i → j

in (C1)–(C6).

APPENDIX D: CONVERGENCE TESTS

To check the validity of the simulation results presented
here, we have performed a number of different convergence
tests. Principal among these is the computation of a set of
independent residuals RN , which are copies of the equa-
tions of motion (1) and (2) with different discretizations
from those solved in the solution algorithm. For a second-
order-accurate numerical scheme (as presented here), a
second-order-accurate independent residual should yield

RN ∝ Oðh2Þ, where the grid spacing h is related to the

number of grid points Nx by h ¼ Lþ−L−

Nx
, and L� are the left

and right sides of the domain in either spatial coordinate
(as we use equal grid spacing in x and y). Hence, a
quantitative measure of convergence would be to compute
the instantaneous convergence factor

QNðtÞ ¼
jjRN=2jj
jjRN jj

; ðD1Þ

where jj · jj is any vector norm. Here we use the 1-norm,
defined for a vector X to be jjXjj1 ≡

P

i jXij. For a second-
order-accurate scheme, when the solution is sufficiently
smooth, one can show that QNðtÞ → 4 as h → 0.
The convergence factor QNðtÞ implicitly assumes

that the solution is smooth everywhere, which is not the
case here when unresolved shock waves are present. In
these cases, we instead directly compute the independent

FIG. 9. Convergence plots corresponding to an independent (Crank-Nicolson second-order finite-difference) discretization of the x
component of (1), ∇cT

cx ¼ 0, for the 2D simulations shown above. Leftmost column: plots of QNðtÞ for the viscous rotor simulations
showing that the curves approach second-order convergence as resolution increases (shown with finer grids in successively darker

colors, corresponding to resolutions Nx ¼ 28; 29; 210). Middle column: similar plots of QNðtÞ for the Kelvin-Helmholtz-unstable initial
data. Rightmost panel: plots of the residual ∇cT

cx for the 2D oblique shock initial data, at the time shown in Fig. 5, with the same color

coding by resolution, scaled such that all curves should overlap if they are converging at second order, e.g., the Nx ¼ 29 curve is

multiplied by 4 and the Nx ¼ 210 curve is multiplied by 16. The three panels show successive slices through the domain at constant x,
and the top two show convergence at the expected order (all curves overlap). The bottom curve shows a slice through the shock wave and
converges roughly at the expected order everywhere outside the spikes which appear at the shock fronts. Increasing resolution should
produce taller, thinner spikes at the shock wave until it is finally resolved and the solution begins converging there at second order.
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residuals RN over the spatial grid and confirm that these

obey RN ∝ Oðh2Þ in smooth regions. An unresolved shock
wave appears as step function discontinuity, which in the
independent residual (which typically involves derivatives
across the discontinuity) generates a delta-function-like
peak which grows taller and narrower with resolution. We
confirm that this behavior occurs at the unresolved shock
waves present in our simulations.
Figure 9 shows the convergence of an independent

residual—namely, a second-order Crank-Nicolson finite-
difference discretization of the x component of (1)—for the
viscous rotor, Kelvin-Helmholtz, and 2D oblique shock
wave simulations in columns from left to right. For the left
two columns, the solutions are free of unresolved shock
waves and QNðtÞ is a good measure of convergence; for
each of the cases shown (which differ in viscosity), the
solutions approach QNðtÞ ¼ 4 with increasing resolution
(which is denoted with lines of increasing darkness). Note
that the inviscid simulations lose convergence at late times;
this is because they begin forming features at the grid scale,

which are unresolved at lower resolution. The time at which
convergence is lost, however, is pushed later and later as
resolution increases, as expected. The third column of the
figure shows the independent residual RN on constant-x
slices at t ¼ 220 as in Fig. 5, as a function of y, scaled by
the expected order of convergence such that the three lines
should overlap if the scheme is converging at second order.
One can see that the top two slices exhibit the expected
order of convergence, and all three resolutions lie on top of
each other; in the bottom plot (which passes through the
shock waves), delta-function-like spikes form at the two
shock fronts and grow taller and narrower with resolution,
as expected. Elsewhere the solutions roughly converge at
the expected rate, though the sharp gradients in this region
produce some numerical “noise” as well.
Similar trends to those shown in Fig. 9 appear in

independent residuals of the other components of (1);
computations of the self-convergence of the hydrodynamic
variables fξ; n; ux; uyg are even better behaved and con-
verge at second order as well.
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